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Frequency acuity and binaural masking release
in dyslexic listeners

Nicholas I. Hill, Peter J. Bailey, Yvonne M. Griffiths, Margaret J. Snowling

Department of Psychology, University of York, York YO10 5DD, United Kingdom
nih1@york.ac.uk  pjb1@york.ac.uk  ymg100@york.ac.uk  mjs19@york.ac.uk

Abstract:   Two experiments compared auditory sensitivity in a group of 12
adult dyslexics and matched control listeners. The first experiment
measured frequency discrimination and frequency modulation detection
thresholds at both 1 and 6 kHz. Although thresholds were larger for the
dyslexic group, the differences were not statistically reliable. The second
experiment measured the binaural masking level difference for a 200 Hz
pure tone in noise. Thresholds did not differ significantly between the two
groups. The data provide little support for the hypothesis that dyslexic
listeners are impaired in their ability to process information in the temporal
fine structure of auditory stimuli.
© 1999 Acoustical Society of America
PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Fe

1.  Introduction

Developmental dyslexia or specific reading impairment occurs in approximately 5% of the
population and is defined typically as a discrepancy between an individual’s actual reading
ability and his or her predicted ability based on age and intelligence. Recently a number of
psychoacoustic and physiological studies have reported results that suggest dyslexia may be
linked to deficits in auditory processing (McAnally and Stein, 1996; Hari and Kiesila, 1996;
Dougherty et al., 1998; Baldeweg et al., 1999). For example, McAnally and Stein (1996)
compared the performance of a group of adult dyslexics with a group of matched control
listeners on four auditory tasks: detection of a temporal gap in broadband noise, pure-tone
frequency discrimination around 1 kHz, detection of a 1-kHz tone presented in a diotic noise
masker when the tone was in phase at the two ears (N0S0), and when the tone was presented
with opposite phase at the two ears (N0Sπ). Average thresholds for gap detection and
detection of a tone in noise in the N0S0 condition did not differ significantly between the two
groups. However, significant group differences were observed in the frequency
discrimination task and the N0Sπ condition of the tone-in-noise detection task. In accounting
for this pattern of results, McAnally and Stein (1996) hypothesized that dyslexics may be
impaired in their ability to extract information about the temporal fine structure of auditory
stimuli from the phase locking of auditory nerve firing patterns. Data consistent with this
hypothesis have also been reported by Dougherty et al. (1998) and Baldeweg et al. (1999).
There is also some evidence that dyslexic listeners have difficulty processing dynamic stimuli
such as amplitude- and frequency-modulated tones (McAnally and Stein, 1997; Witton et al.,
1998).

The experiments reported here measured frequency difference limens (DLFs),
frequency modulation detection limens (FMDLs) and binaural masking level differences
(MLDs) for a group of adult dyslexic listeners and matched controls (see Moore, 1997 for a
definition of these measures). The extent to which any deficits in the DLF and FMDL tasks
were due to an inability to use information derived from phase locking was investigated by
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measuring thresholds at a relatively low frequency, at which information derived from phase
locking should be available, and at a higher frequency at which it should not.

2.  Subject selection

Twelve listeners with a documented history of reading and spelling problems participated in
the study; 11 were undergraduate students registered with the University disability officer at
the University of York. Dyslexic adults are often able to compensate for their reading
difficulties, so the IQ discrepancy criteria used to define dyslexia in samples of children are
inappropriate for adults (Pennington et al., 1986; Wolff and Melngailis, 1994). However, the
persistence of an underlying phonological deficit in adulthood can be demonstrated using
tests of nonword reading, spelling, phoneme deletion, phoneme fluency, and rapid naming
(Bruck, 1992; Snowling et al., 1997). Twelve normal readers were selected as controls to
match the dyslexics in age and IQ. The dyslexic and control groups did not differ
significantly on verbal or nonverbal IQ measures, but there were significant group
differences on standardized reading and spelling tests and phonological tasks including digit
span, nonword reading, phoneme deletion, spoonerisms, speech rate, nonword repetition, and
rapid naming (see Table 1.). All listeners had audiometric pure-tone thresholds not
exceeding 20 dB HL at octave frequencies in the range 250-8000 Hz.

Table 1. Subject characteristics (means and standard deviations)

Dyslexic Control F(1,22) MSE
Age 24.17 (7.8) 24.61 (10.1) F<1 -
Vocabulary1 12.17 (2.2) 13.36 (2.5) 1.46 5.63
Block design1 12.92 (3.0) 14.00 (2.7) F<1 -
Digit span1 9.67 (2.53) 11.75 (2.45) 4.18, p<0.05 6.22
WRAT reading2 103.25 (6.1) 111.5 (5.0) 11.24, p<0.01 23.25
WRAT spelling2 94.5 (6.3) 112.3 (6.6) 41.26, p<0.001 7.66
Nonword reading3 10.55 (2.9) 13.75 (0.8) 11.53, p<0.01 4.51
Phoneme deletion4 18.83 (2.82) 22.92 (2.15) 15.88, p<0.001 6.30
Spoonerisms4 18.67 (7.73) 23.67 (1.15) 4.92, p<0.05 30.52
Speech rate5 1.84 (0.29) 2.36 (0.36) 12.73, p<0.01 0.11
Word repetition6 11.64 (0.67) 11.92 (0.29) 1.48 0.25
Nonword repetition6 8.45 (3.24) 11.17 (1.19) 5.84, p<0.05 5.60
Rapid naming7 1.31 (1.42) -0.42 (0.74) 13.88, p<0.01 1.29

Notes: 1. Wechsler adult intelligence scale - revised, scaled score; 2. Wide range achievement test - III, standard score; 3.
Max. score=15; 4. Max. score=24; 5. words/min; 6. Max. score=12; 7. digits and objects, composite z score. See
Snowling et al. (1997) for details.

3.  Experiment 1: DLFs and FMDLs

3.1. Stimuli and equipment

Two test frequencies were used, 1 and 6 kHz. In addition, a tone at 2.45 kHz (the geometric
mean of the two test frequencies) was used for practice. All tones had a duration of 400 ms
including 10-ms cosine-squared onsets and offsets and were presented at a level of 65 dB
SPL. For the frequency modulation detection condition, the rate of modulation was 2.5 Hz,
with the modulation envelope always in sine phase.

Stimuli were synthesized in real-time at a sampling rate of 50 kHz using custom
software running on an IBM-compatible PC. The resulting waveforms were converted to
voltages using a 16-bit digital-to-analogue converter (Tucker-Davis Technologies, model
DD1). The level of the stimuli was controlled using a pair of attenuators (TDT model PA4).
Stimuli were presented diotically over Sennheiser HD414 headphones. Listeners were run
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individually in a sound-attenuating enclosure and responded using a standard computer
keyboard.

3.2. Procedure

DLFs and FMDLs were estimated using a four-interval, two-alternative, forced-choice
procedure with the signal presented in either the second or third interval. The first
observation interval began 400 ms after the offset of a 400 ms visual alerting stimulus, with
subsequent observation intervals separated from one another by a 400 ms silence. Listeners
were given an unlimited time in which to respond. Immediately after responding, they were
presented with feedback for 400 ms. The next trial began 800 ms after the termination of
feedback.

The frequency difference or modulation depth (zero-peak), according to condition,
was adjusted adaptively using a 2-down, 1-up rule, which targeted the threshold
corresponding to 70.7% correct responses (Levitt, 1971). Each 60-trial run began with the
frequency difference/modulation depth set to 2% of the center frequency. The frequency
difference or modulation depth was adjusted logarithmically using an initial multiplier of
0.8, which was decreased to 0.64 following the first four reversals. DLFs and FMDLs at both
1 and 6 kHz were determined over two 1-hour sessions. Eight threshold estimates were
obtained per session, two for each frequency and condition. The conditions were blocked
such that in one-half of the session DLFs were estimated whereas in the other half, FMDLs
were estimated. Within each condition, the four adaptive runs were presented in a random
order. The experiment paused for a minimum of 30 seconds after the completion of a run,
and listeners initiated the next run with a keypress. Before each block, listeners completed a
single 60-trial practice run at 2.45 kHz. The order in which the conditions were presented
was counterbalanced across sessions and listeners. Thresholds for an individual run were
calculated by averaging the values of frequency difference/modulation depth across an even
number of reversals, excluding the first three or four reversals as appropriate. The mean
number of reversals contributing to the determination of threshold exceeded twelve. Reported
thresholds correspond to the arithmetic mean of the individual threshold estimates.

3.3. Results and discussion

Individual and mean DLFs and FMDLs for the two groups of listeners, expressed as a
percentage of center frequency, are shown in Figs. 1 and 2 respectively. The error bars
associated with each mean denote plus/minus one standard deviation. Consider first the data
for the frequency discrimination condition (Fig. 1.). Mean thresholds for the dyslexic group
were larger than those of the control group at both frequencies. There were large variations
in thresholds, particularly among the dyslexic sample, with an order of magnitude difference
between the lowest and highest DLFs at both 1 and 6 kHz. The statistical reliability of group
differences was assessed using Mann-Whitney U tests (level of significance: 5%).

The difference in performance between the two groups was not significant at either
frequency. The differences were due almost entirely to four members of the dyslexic sample
(H, I, J and K). The lack of a significant group difference in the 1-kHz condition contrasts
with the findings of McAnally and Stein (1996) and Baldeweg et al. (1999). One possibility,
given the large degree of intersubject variation, is that their studies included a larger
proportion of dyslexics like H, I, J and K. Even for these listeners, the fact that DLFs were
elevated at both 1 and 6 kHz suggests that their poorer performance cannot be attributed
simply to an inability to process temporal fine structure information.

In the FMDL task, mean thresholds were also larger for the dyslexic group than the
control group at both frequencies, but, again, the difference in performance was not
statistically reliable. There was somewhat less variability in thresholds across listeners,
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although there were still three listeners with FMDLs more than two standard deviations from
the mean (J and W at 1 kHz, H and W at 6 kHz). With these outliers removed, there is a
small but significant difference in performance between the two groups at 1 kHz (U=34,
p=0.04), but not at 6 kHz. This finding is consistent with Witton et al.’s observation that
dyslexics had elevated FMDLs at 1 kHz using a 2 Hz rate of modulation. However, the fact
that the difference between the groups was not significant at 6 kHz and that listeners such as
H and D had thresholds well below the mean at 1 kHz and well above it at 6 kHz makes it
difficult to account for the present data simply in terms of Witton et al.’s suggestion that
dyslexics have difficulty processing dynamic stimuli. The four dyslexic listeners who
performed worse in the DLF task also performed relatively poorly at at least one frequency in
the FMDL task.
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Fig. 2. Frequency modulation detection limens (FMDLs) at 1 and 6 kHz.

4.  Experiment 2: MLDs

4.1. Stimuli and Equipment

The signal was a 200 Hz pure tone having a total duration of 200 ms. The signal, when
presented, was gated on 200 ms into a 500 ms low-pass Gaussian noise masker having a cut-
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off frequency of 1000 Hz. Both signal and masker durations included 50-ms cosine-squared
onsets and offsets. The overall level of the noise was 77 dB SPL. In the N0S0 condition, both
the noise and signal were identical in the two ears whereas in the N0Sπ condition, the signal
was presented with an interaural phase difference of π radians.

Signal and masker were synthesized in real-time at a sampling rate of 44.1 kHz
using custom software running on an IBM-compatible PC. The resulting waveforms were
converted to voltages by means of a 24-bit audio card (LynxONE). The level of the stimuli
was controlled in software. Stimuli were presented binaurally over Sennheiser HD414
headphones. Listeners were run individually in a sound-attenuating enclosure and responded
using a standard computer keyboard.

4.2. Procedure

Thresholds for detecting the 200 Hz tone were measured in two conditions: with the tone and
noise identical in the two ears (N0S0), and with the tone inverted in one ear (N0Sπ). The
binaural masking level difference is the difference in threshold between these two conditions.
Thresholds were determined using a two-interval, two-alternative, forced-choice procedure.
The first observation interval began 500 ms after the offset of a 200 ms visual alerting
stimulus, with a 500 ms silence separating intervals one and two. Listeners were given an
unlimited time in which to respond. Immediately after responding they were presented with
feedback for 400 ms. The next trial began 1s after the termination of feedback.

The level of the tone was adjusted adaptively using a 2-down, 1-up rule that targeted
the level corresponding to 70.7% correct responses. The initial step size was 4 dB; this was
reduced to 2 dB following the first four reversals. Each 50-trial run began with the level of
the tone set to 72 dB SPL. Data were collected over two identical blocks with four runs (two
for each condition) completed per block. The four runs were randomly interleaved with the
signal level determined separately for each run. During each block, the experiment was
paused for a minimum of 30 seconds after the 67th and 134th trial and restarted by a
keypress. Each block lasted an average of 15 minutes. Prior to data collection, all listeners
were presented with a few trials in the presence of the experimenter to ensure that they were
familiar with the task and stimuli. Thresholds for each run were defined as the average
signal level across the even number of reversals remaining after the first three or four
reversals were discarded. The average number of reversals contributing to the determination
of threshold exceeded 10.

4.3. Results and Discussion

Table 2 shows the mean signal level at threshold and the standard deviation of the mean for
the N0S0 and N0Sπ conditions. The estimated binaural masking level difference for both
groups was around 18 dB with no significant difference between groups in either the N0S0 or
N0Sπ conditions (one-tailed t-test, p > 0.05).

Table 2. Threshold signal levels (dB SPL)

Group N0S0 N0Sπ MLD (dB)
Dyslexic 64.9 (2.0) 47.0 (1.7) 17.9
Control 63.9 (1.8) 45.9 (2.0) 18.0

The fact that MLDs for the two groups did not differ contrasts with the findings of
McAnally and Stein (1996), who found that for their dyslexic group, MLDs were about 4 dB
lower than controls. One difference between the studies is the choice of signal frequency. In
McAnally and Stein’s study the signal frequency was 1000 Hz, resulting in an average MLD
of around 8 dB for the control group. A lower frequency signal was used here in an effort to
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increase the magnitude of the MLD. We are currently investigating the possibility that
dyslexic listeners show a more rapid decline in sensitivity to interaural timing differences
with increasing frequency than normal listeners.

5.  Summary and conclusion

DLFs did not differ significantly between the dyslexic and control group, although there was
a small subgroup of dyslexic listeners with high thresholds at both 1 and 6 kHz. The fact that
the same listeners were impaired at both frequencies suggests that the threshold elevation
was not due simply to an inability to process temporal fine structure information. FMDLs at
1 kHz were significantly larger for the dyslexic group when outliers were removed. However,
the small magnitude of the difference and the fact that the difference was not significant at 6
kHz indicate that more data are required before this result can reliably be attributed to
dyslexic listeners’ difficulty with dynamic stimuli. MLDs were almost identical for the two
groups, suggesting that, at least at low frequencies, dyslexics are not impaired in their ability
to exploit interaural temporal differences. The present data provide little support for the
hypothesis that the core phonological deficit in dyslexia can be traced to a low-level auditory
deficit. As a further test of this hypothesis, JM, a severe phonological dyslexic, whose
development has been followed longitudinally (e.g., Hulme and Snowling, 1992) was tested
using the present protocol. Only in the 6 kHz DLF condition did his threshold exceed the
mean for the control group, and, even then, his performance on 2 of the 4 runs was normal,
perhaps suggesting he had experienced difficulty settling in to the task.
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Vibration of beads placed on the basilar
membrane in the basal turn of the cochlea
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Abstract: Interferometric recordings of sound-evoked vibrations in the
basal turn and hook regions of the guinea-pig cochlea are used to show that
reflective microbeads (i) follow the motion of the structures on which they
are placed, and (ii) do not affect this motion dramatically. Extrapolating
these findings to other types of reflective or radioactive material lends
support to the findings of numerous studies of cochlear mechanics.
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1.  Introduction

Experimental studies of cochlear mechanics have provided insight into the manner in which
sounds are processed in the peripheral auditory system. Most of the observations in these
studies have been made at the level of the basilar membrane, and almost all have been
facilitated by the placement of small objects (either radioactive sources, reflective
microbeads, or mirrors) on the cochlear partition. The effects that these objects might have
on the vibrations of the cochlear partition have often been questioned, but have very rarely
been tested [Kliauga and Khanna, 1983; Sellick et al., 1983].

One recent report has highlighted the potential problems of using reflective
microbeads in studies of cochlear mechanics; Khanna et al. (1998) reported that beads that
had been placed on the basilar membrane did not follow the motion of the cochlear partition.
Moreover, the presence of the beads affected the motion of the underlying partition quite
dramatically. These observations were made in the apical turns of the cochlea in an isolated
temporal bone preparation, but there is little reason to prevent their extrapolation to other
regions of the cochlea. Such an extrapolation would clearly cast doubt on the relevance of
almost all other observations in the field of cochlear mechanics.

The present study was designed to investigate the issue of using beads in the more
basal turns of the living cochlea, where the vast majority of previous observations have been
made. The principle aims of the study were to find out whether the reflective microbeads
follow the motion of the basilar membrane, and/or whether they affect this motion.

2.  Methods

2.1  Surgical preparation

Ten young, pigmented guinea-pigs provided substantial data in this study. The animals were
anesthetized using a combination of pentobarbital sodium (25-30 mg/kg i.p.) and Hypnorm
(6 mg/kg fluanisone + 200 µg/kg fentanyl i.m.). Supplementary doses of each agent were
given as needed to maintain a state of deep areflexia, and the animals were overdosed with
pentobarbital on completion of the experimental procedures. Tracheotomies were performed,
and end-tidal CO2 concentrations were monitored using an infra-red gas detector. Artificial
ventilation was provided when necessary. Core temperatures were maintained near 37.6ºC
using a thermostatically-controlled heating blanket monitored by a rectal probe thermistor.
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The animal’s scalp and right pinna were retracted, and the skull was fixed into a
combined head-holder and earpiece. The postero-lateral bulla was opened to gain access to
the cochlea, and a small opening was made into the scala tympani of the cochlea’s basal
turn. The opening was made either (i) by gently shaving through the bone ~3.5 mm from the
basal end of the cochlear partition (n=1), (ii) by picking through the bone from the apical
border of the round window ~2 mm from the basal end of the partition (n=2), or (iii) by
carefully tearing through the round window membrane between 1 and 2 mm from the basal
end of the partition (n=7). The temperature inside the bulla was maintained near 37.6ºC
using heat from a thermostatically-controlled light bulb.

Gold-coated polystyrene microbeads (15 or 25 µm diameter, mean density range 1.1
to 1.5 g.cm-3) were introduced onto the perilymphatic meniscus using a stainless-steel pick.
The beads were manipulated to fall through the meniscus and onto the underlying basilar
membrane. Once an acceptable bead placement had been made, the perilymphatic meniscus
was covered with a small glass cover-slip. The cover-slip minimized any optical interference
caused by movements of the meniscus, but it did not form an acoustic seal [Cooper and
Rhode, 1992].

2.2  Stimulus generation and control

Stimuli were generated using a computer-controlled DAC and attenuators, with a reverse-
driven condenser microphone cartridge serving as a loudspeaker. Multiple presentations of a
30-ms-duration tone-pip were made with repetition periods of >100 ms. The tone-pips were
gated on and off using half-periods of a raised-cosine envelope (1-ms duration).

Stimuli were coupled into the dissected ear canal through an earpiece that formed
part of the animal’s head-holder. Closed-field sound pressures were monitored less than 1
mm from the tympanic membrane using a condenser microphone equipped with a calibrated
1-mm-diameter probe tube. All experiments were performed on a vibration-isolated
workstation in a soundproof chamber.

2.3  Measurement techniques

Vibrations were measured using displacement-sensitive heterodyne laser interferometry
[Cooper, 1999a]. This technique has been shown to be linear over a wide dynamic range
(object velocities from 0 to 13 mm.s-1) and was sensitive enough to measure low-level
displacements from the untreated cochlear partition (the system’s noise-floor was
~10 pm.Hz-0.5 for objects that reflected just 1 ppm of the incident light). In the present study,
displacement responses were averaged across 8-64 presentations of the 30-ms-long stimuli.
The steady-state portions of the averaged responses (between 1 and 29 ms peri-stimulus-
time) were Fourier analyzed to determine the magnitude and phase of the response
component at the stimulus frequency.

Compound action potentials (CAPs) were used to monitor the physiological
condition of the cochlea. These were recorded from a silver wire electrode placed in the
round window niche. CAPs were amplified (x1000) and band-pass filtered (0.1-10 kHz)
before being displayed on an oscilloscope and digitized and averaged in a computer. Baseline
CAP audiograms [Johnstone et al., 1979] were determined prior to opening the cochlea in
each experiment. Subsequent checks on the CAPs were made whenever there was reason to
suspect a change in the physiological condition of the cochlea.

3.  Results

Comparisons were made between the responses observed (i) on and (ii) within 20-190 µm of
individual microbeads in six living cochleae and two dead cochleae. The responses from
each site were stimulus-dependent and varied with the physiological condition of the
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preparation, but the comparisons between the responses on and around the beads were
always similar. Typical results are illustrated in Fig. 1: in each panel of this figure, the
tuning curves observed on and around the beads have very similar shapes. To be more
specific, more than 90% of the variance observed in the bead responses could be accounted
for by the variance observed at adjacent sites on the cochlear partition. (This statement
applies to the findings in every experiment.) Systematic differences between the absolute
sensitivities of the individual curves were often observed (the largest difference is illustrated
in Fig. 1a), but these could always be accounted for by differences in the radial locations of
the recording sites [Cooper, 1999b]. On three occasions, there were also systematic
differences between the response phases observed on and around the beads (the largest of
these is illustrated in Fig. 1c). These phase differences were always consistent with
differences in the longitudinal locations of the sites studied, assuming that the displacement
waves travel from the base to the apex of the cochlea. In general, the closest matching
responses on and around the beads were observed when the distance between the two
recording sites was minimized and the recordings were made at similar radial positions (cf.
Figs. 1 b, d).

Attempts to make recordings before and after placing single reflective microbeads
in individual preparations were unsuccessful (the final locations of the microbeads were too
difficult to predict). However, two lines of indirect evidence suggest that the actual
placement of the microbeads had little effect on the mechanics of the cochlear partition.
First, as shown in Fig. 2, comparisons between preparations that were known to be in good
physiological condition revealed very similar characteristics when microbeads were used
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Fig. 1. Tuning characteristics measured on and around individual microbeads in the basal turn and
hook regions of the guinea-pig cochlea. Response amplitudes (a,b) and phases (c,d) are expressed
with respect to those measured from the stapes in each experiment. Solid lines show bead
responses; dashed lines show responses measured from adjacent sites on the cochlear partition.
Vertical bars indicate 95% confidence intervals. Bead locations were ~3.5 and ~1.8 mm from the
basal end of the cochlear partition, ~140 and 56 µm from the osseous spiral lamina, in UB008 and
UB029, respectively. Relative locations of other recording sites are shown in the insets of (a) and
(b) and specified in (c) and (d).
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(Figs. 2 a, c) and were not used (Figs. 2 b, d). Once again, there were differences (in this
case on the order of 20 dB) between the absolute sensitivities of the different preparations,
but these could probably be accounted for by interanimal variability (including variations in
the radial locations of the recording sites on the basilar membrane). The most important
features to note in Fig. 2 are the similarities between the shapes of the tuning curves and
their nonlinear variation with sound pressure level. These similarities are consistent with the
suggestion that the beads have little effect on the ‘normal’ operation of the cochlea (see
discussion).

The second line of evidence that the beads had little effect on the operation of the
cochlea is illustrated in Fig. 3: very little difference (typically < ±3 dB) was observed
between the CAP thresholds recorded before and after placement of the beads on the basilar
membrane. The supra-threshold amplitudes of the CAP and other potentials (e.g.,
summating potentials) often varied more than the CAP thresholds themselves (although not
in the example illustrated in Fig. 3). The most likely reason for this is that the current paths
in the cochlea changed when the cochlea was opened and/or the perilymph was manipulated.

An overall comparison between the sharpness of tuning observed with and without
the use of reflective microbeads is shown in Fig. 4. The Q10dB values in this figure quantify
tuning sharpness by dividing each preparation’s peak frequency by its bandwidth at points
10dB below the peak. The fact that the reference line (showing Q10dB bead = Q10dB BM)
intersects all of the error bars in Fig. 4 indicates that the data are consistent with a
hypothesis that motion of the beads follows that of the basilar membrane.

4.  Discussion

The results of this investigation indicate that reflective microbeads (i) follow the motion of
the structures on which they are placed, and (ii) do not affect this motion dramatically. These
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Fig. 2. Level-dependent tuning characteristics measured with (a,c) and without (b,d) the use of
microbeads in two separate experiments. Sound pressure levels (dB re: 20 µPa) ranged from 40 to
100 dB in 20 dB steps. Recording were made ~1.5 mm from the basal end of the cochlear
partition, ~20 and ~60 µm from the osseous spiral lamina in UB002 and UB022, respectively.
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Fig. 3 (left). CAP audiograms and responses to 16 kHz tones (inset) before and after placing a
microbead ~3.5 mm from the basal end of the cochlear partition (cf. Fig. 1 a, c).

Fig. 4 (right). Sharpness of tuning on the basilar membrane (BM) and on individual microbeads in
8 experiments. Q10dB values quantify the sharpness of tuning by dividing peak frequencies by the
bandwidths 10 dB below the peak. Error bars depict 95% confidence intervals (cf. Fig. 1). Sound
pressure levels (see key) are expressed in dB re: 20 µPa.

findings lend direct support to the findings of previous studies that have used similar types of
microbead [e.g., Cooper and Rhode, 1997]. The consistencies between these studies and
studies that have used different types of microbead [e.g., Ruggero et al., 1997], or even
radioactive sources [e.g., Rhode, 1971; Sellick et al., 1982], allow this support to be
extended to numerous previous observations. Perhaps the most important of these
observations are that basilar membrane responses are sharply tuned, nonlinear, and
physiologically vulnerable.

The major weakness of the data in this report is the lack of ‘before and after’
observations from individual preparations that were known to be in good physiological
condition. This is unfortunate, and may well be overcome in subsequent experiments. In the
meantime, the strongest evidence that the beads have little effect even under near-optimal
physiological conditions (Figs. 2 and 3) is indirect. It should be noted that the data of Fig. 2
(either with or without beads) demonstrate much more nonlinearity and better tuning than
those in previous studies of the hook region basilar membrane [e.g., Cooper and Rhode,
1992]. One reason for this is that these preparations were in much better condition than
those reported previously; their CAP thresholds of 35-40 dB SPL at ~34 kHz were 10-15 dB
lower than those observed in most experiments (cf. Fig. 3). The fact that the beads led to
little or no deterioration in the CAP thresholds when the thresholds were so low to begin
with is the strongest evidence to date that the beads have little effect on the operation of the
cochlea.

4.1  Comparison with previous studies

The conclusions of the present study diametrically oppose those of the only other
investigation of this kind to be performed to date [Khanna et al., 1998]. Various
methodological differences may mean that the two sets of conclusions are not actually
inconsistent with one another, however. In the view of the present author, the most
important of these differences are likely to relate to the longitudinal positions of the sites
studied. This issue will be expanded below. Other methodological differences, such as the
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exact type of microbead used, the orientation of the recording sites when the vibration
measurements are made, and the physiological condition of the preparations are likely to be
less important. (This statement is based on the author’s own observations using various types
of microbead in a wide range of cochlear preparations.)

The most obvious difference between the studies of Khanna et al. (1998) and those
reported here is that they were performed in different parts of the cochlea. This may have
profound consequences. The placement of beads in the apical turn of the cochlea involves
contact with the luminal surfaces of specialized epithelial cells known as Claudius cells.
Both Khanna et al. (1998) and Rhode and Cooper (1996) have commented on the difficulty
of getting a microbead to ‘stick’ to these cells. In contrast, the placement of beads in the
more basal turns of the cochlea involves contact with cells that line the tympanic face of the
basilar membrane. Anecdotal evidence suggests that these cells provide much more grip for
the microbeads. It is rare for a bead to slip or drift away from its initial landing place in the
basal turns of the cochlea, whereas it is rare for one not to run away in the apical turns.
Another difference between the approaches to the basilar membrane in the apical and basal
turns of the cochlea concerns optical access. It is relatively simple to obtain near
perpendicular access to the basilar membrane in the basal turn of the cochlea, whereas
perpendicular access in the apex is hindered by the highly reflective surfaces of the lipid
droplets in the Hensen’s cells just above the basilar membrane. The presence and orientation
of the bony septum just below the basilar membrane can also be problematical in the apical
turn of the cochlea. These features make unambiguous recordings of basilar membrane
motion very difficult to achieve (without the use of microbeads) in the apical turn of the
cochlea, and prevent the present author from making direct comparisons with the data of
Khanna et al. (1998).
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Abstract: The present study measured phoneme recognition in cochlear
implant users when the dynamic range of the input speech signals was
reduced by either peak clipping or center clipping. In quiet, reducing the
acoustic dynamic range to 30 dB still provides sufficient speech information
for phoneme identification in cochlear implant users with 4-channel
continuous interleaved sampler strategy and normal-hearing listeners
listening to correspondingly degraded speech. Phoneme recognition
decreased when the dynamic range was reduced below 30 dB: peak clipping
was more detrimental to vowel recognition and center clipping was more
detrimental to consonant recognition. However, in background noise, center
clipping produced a small increase in speech recognition for cochlear
implant listeners.
©1999 Acoustical Society of America
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1. Introduction

In cochlear implant speech processor design, one of the major concerns is to properly
transform acoustic amplitudes to electric currents. Normal acoustic hearing can process
sounds over a range of 120 dB, and instantaneous amplitudes in normal speech cover a 30 to
60 dB range [Boothroyd et al., 1994]. However, implant listeners typically have dynamic
ranges of only 6 to 15 dB in electric current, requiring the larger acoustic range to be
compressed into the smaller electric range. The mapping between acoustic amplitudes and
electric currents is affected by the range of acoustic amplitudes, the range of electric currents,
and the mapping function. In general, the range of electric currents is determined by the
clinically measured threshold (T-level) and comfortable loudness level (C-level) for each
individual cochlear implant user, which is then fixed for each subject. Once the electrical
dynamic range is fixed, the mapping is completely determined by the range of acoustic
amplitudes and the mapping function.

Fu and Shannon [1998] systematically investigated the effects of a power-law
mapping function on vowel and consonant recognition in both cochlear implant users and
normal-hearing listeners. In their study, the range of acoustic amplitudes was fixed at 40 dB,
and the range of electric currents was predetermined by the psychophysically measured T-
level and C-level for each subject. Because the exponent of the power-law mapping function
was varied, they found that, for normal-hearing listeners, the best performance was obtained,
as expected, when the normal loudness growth was preserved, which was obtained with a
linear mapping (p=1.0). However, for cochlear implant users, the best performance was
achieved with a compressive exponent (p=0.2). This exponent is consistent with the
restoration of normal loudness growth in electrical stimulation. Performance deteriorated only
slightly in both acoustic and implant listeners when the mapping function was either more
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compressive or less compressive than the one that preserved the normal loudness growth. Fu
and Shannon concluded that the mapping function has only a minor effect on phoneme
recognition in quiet.  Similar results were reported by Zeng and Galvin [1999].

Once the electric dynamic range and the loudness exponent have been fixed, the
transformation from acoustic amplitude to electric current is dependent on the input acoustic
dynamic range. The long-term average speech spectrum has been widely used as a basis to
estimate the dynamic range of acoustic amplitudes. Based on a combination of statistical and
behavior measures, the dynamic range of speech is usually estimated to be 30 dB. However,
when inter-talker differences are considered, the overall dynamic range of acoustic amplitudes
can be as high as 53 dB [Boothroyd et al., 1994]. It is well established [e.g., Licklider and
Pollack, 1948; Drullman, 1995] that speech recognition is highly robust to peak and center
clipping when full spectral cues are available. It is theoretically as well as practically
important to understand whether the same robustness occurs with reduced spectral resolution,
or whether a larger dynamic range of acoustic amplitudes is required for speech recognition to
compensate for the loss of spectral resolution. In the present study, phoneme recognition was
measured as a function of the dynamic range of acoustic amplitudes both in cochlear implant
users with 4-channel continuous interleaved sampler strategy and in normal-hearing subjects
listening to the spectrally degraded speech processed by a 4-channel noise vocoder [Shannon
et al., 1995]. Both peak clipping and center clipping were used to limit the dynamic range to
explore potential differential effects of dynamic range on strong vowels and weak consonants.

Cochlear implant users are highly sensitive to background noise due to the reduced
spectral resolution inherent to implant devices. Theoretically, spectral resolution could be
improved by increasing the number of electrodes, but relatively simple amplitude
manipulations might also improve performance in noise. Fu and Shannon [1999] found that
when background noise was introduced the effect of altering the exponent of the amplitude
mapping function was dramatic and asymmetric. Performance declined mildly in noise with
expansive mappings but dramatically in noise with compressive mappings. Fu and Shannon
concluded that, although an expansive mapping distorts the loudness growth, it increases the
effective S/N ratio by mapping the low-amplitude noise to low electrical levels near threshold.
A similar effect could be achieved by center clipping.  Although center clipping will remove
some speech information, this loss might be more than compensated by the effective increase
in SNR levels.  The present study measured the trade-off between speech information and S/N
ratio in three cochlear implant listeners with 4-channel continuous interleaved sampler (CIS)
strategy. Vowel and consonant recognition were measured as a function of the amount of
center clipping under three different S/N ratios.

2. Methods

2.1 Subjects

Three cochlear-implant (CI) users and four normal-hearing (NH) listeners participated in this
experiment. All were native speakers of American English. The NH subjects, aged 25 to 35,
had thresholds better than 15 dB HL at audiometric test frequencies from 250 to 8000 Hz.
Cochlear implant subjects were three postlingually deafened adults using the Nucleus-22
device.  All had at least four years experience utilizing the SPEAK speech processing strategy
and all were native speakers of American English. The Nucleus processor with the SPEAK
strategy divides the input acoustic signal into 20 frequency bands, extracts the amplitude
envelope from each band, and stimulates the electrodes corresponding to the 6 to 10 bands
with the maximum amplitudes [McDermott et al., 1992]. The frequency allocation table
specifies the frequency range covered by the speech processor. Two subjects (N4 and N7)
used table 9 (150-10,823 Hz), and one subject (N3) used table 7 (120-8,658 Hz). All implant
subjects had 20 active electrodes available for use. Table 1 contains relevant information for
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the three subjects, including their most recent scores on the HINT sentence test, multitalker
12-vowel and 16-consonant identification test with their clinical SPEAK processor.

Table 1. Subject information on three Nucleus-22 cochlear implant listeners in present study

Subject Age Gender Cause of
Deafness

Duration
Of use

Freq.
Table

Score
(HINT)

Vowel
Score

Cons.
Score

N3 56 M Trauma 7 years 7 96.2% 69.5% 51.8%
N4 40 M Trauma 5 years 9 100.0% 81.1% 71.8%
N7 55 M Unknown 5 years 9 100.0% 64.5% 76.8%

2.2 Test materials and procedures

Speech recognition was assessed for medial vowels and consonants. Vowel recognition was
measured in a 12-alternative identification paradigm, including 10 monophthongs (/K + ' 3 #

n 7 W ¡ «²/) and 2 diphthongs (/G Q/), presented in a /h/-vowel-/d/ context. The tokens for
these closed-set tests were digitized natural productions from 5 men, 5 women, and 5 children
drawn from the material collected by Hillenbrand et al. [1995]. Consonant recognition was
measured in a 16-alternative identification paradigm for the consonants /b d g p t k l m n f s ∫ v
z θ F</ presented in an /a/-consonant-/a/ context. Two exemplars of each of the 16 consonants
were produced by three speakers (1 male, 2 female) for a total of 96 tokens (16 consonants * 3
talkers * 2 exemplars).

Each test block included 180 tokens (12 vowels * 15 talkers) for vowel recognition
or 192 tokens (16 consonants * 3 talkers * 2 exemplars * 2 repeats) for consonant recognition.
A stimulus token was randomly chosen from all 180 tokens in vowel recognition and from 192
tokens in consonant recognition and presented to the subject. Following the presentation of
each token, the subject responded by pressing one of 12 buttons in the vowel test or one of 16
buttons in the consonant test, each marked with one of the possible responses. The response
buttons were labeled in a /h/-vowel-/d/ context (heed, hawed, head, who’d, hid, hood, hud,
had, heard, hoed, hod, hayed) for the vowel identification task and a /a/-consonant-/a/ context
following an example word for the consonant identification task.

2.3 Signal processing

The speech signal was mixed with simplified speech spectrum-shaped noise (constant
spectrum level below 800 Hz and 10-dB/octave roll-off above 800 Hz). The signal-to-noise
ratio (S/N) was defined as the difference in decibels between the root-mean-square (RMS)
levels of the whole speech token and the noise.

In electric hearing, all signals were processed by a custom 4-channel continuous
interleaved sampler (CIS) speech processor [Wilson et al., 1991] and presented at comfortable
audible levels through a custom implant interface system [Shannon et al., 1990]. The 4-
channel CIS processor was implemented as follows. The signal was first pre-emphasized using
a first-order Butterworth high-pass filter with a cutoff frequency of 1200 Hz and then band-
pass filtered into four broad frequency bands using 8th-order Butterworth filters.  The five
corner frequencies of the four bands were at 300 Hz, 713 Hz, 1509 Hz, 3043 Hz, and 6000
Hz. The envelope of the signal in each band was extracted by half-wave rectification and low-
pass filtering (8th-order Butterworth) with a 160 Hz cutoff frequency.  For each S/N level, the
amplitude histogram in each band was computed for the test materials presented at 70 dB SPL.
The maximum amplitude used in the acoustic range (Amax) was set to the 99th percentile of all
amplitude levels in all channels. The minimum amplitude (Amin) used in the control condition
was set to 0.01*Amax so that the dynamic range was fixed at 40 dB.

The dynamic range was reduced by either center clipping or peak clipping. Center
clipping was implemented by setting the maximum amplitude to Amax and changing the
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minimum amplitude from 0.01*Amax in the control condition to 0.4*Amax (0.2*Amax for
consonant recognition in quiet) in six steps. Correspondingly, the input dynamic range was
gradually reduced from 40 dB to 8 dB (14 dB for consonant recognition in quiet). Peak
clipping was implemented by setting the minimal amplitude to Amin and changing the
maximum amplitude from Amax to 2.5*Amin, resulting in a reduction of the input dynamic
range from 40 dB to 8 dB. The current level (E) of electric stimulation in the ith band was set
to the acoustic envelope value (A) raised to a power.  The exponent of the power function was
set to 0.2 (Fu and Shannon, 1998) regardless of the acoustic dynamic range.  This transformed
amplitude was used to modulate the amplitude of a continuous, 500-pulse/sec. biphasic pulse
train with a 100-µs/phase pulse duration.  The stimulus order of the 4 channels was 1-3-2-4 for
electrode pairs (18,22), (13,17), (8,12), and (3,7), respectively.

In acoustic hearing, the speech signal was spectrally degraded using a four-band
modulated noise processor [Shannon et al., 1995]. Envelope extraction in each band was the
same as in electric stimulation. The following manipulation of the input dynamic range was
similar to that in electric stimulation. The output dynamic range was fixed at 40 dB, and a
linear transformation was applied between the input and output amplitudes. Then, the
envelope waveform in each band was used to modulate wideband noise that was subsequently
spectrally limited by a bandpass filter with the same characteristics used for the analysis filter
band.  The outputs from all modulated noise bands were then summed, and the processed
speech tokens were equated in terms of RMS energy. All processed speech stimuli were stored
on computer disk and presented via custom software to a 16-bit D/A converter (TDT DD1) at
a 16-kHz sampling rate. Stimuli were presented to the listeners through Sennheiser HDA200
headphones at 70 dB on an A-weighted scale.

All subjects were well familiarized with the processed speech provided by the speech
processor, the test materials, and the test procedure from prior experiments. The order of the
clipping level conditions and of the vowel and consonant tests were counterbalanced across
subjects. Within each test, speech stimuli were presented in random order, and test conditions
were pseudo-randomized for each subject. No feedback was provided.

3. Results and discussion

Figure 1 shows the individual and mean scores of vowel and consonant recognition in quiet as
a function of the range of acoustic amplitudes in both CI users and NH listeners. The open
symbols show the individual scores, and the solid lines show the mean scores.

Fig. 1. Recognition scores of vowels and consonants as a function of acoustic input dynamic
range in three cochlear implant users and four normal-hearing subjects. Recognition scores of:
(A) peak-clipped vowels; (B) peak-clipped consonants; (C) center-clipped vowels; (D) center-
clipped consonants.
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Preliminary repeated measures analyses of variance for the overall performance used
factors of clipping type, dynamic range, and subject. These revealed the significant effect of
clipping type, dynamic range, and subject for all measures. There were no significant
interactions between subject and dynamic range, and the subject factor was henceforth
ignored. A second series of repeated measures ANOVAs tested the effect of dynamic range
for peak clipping and center clipping separately. Peak clipping produced a significant effect
on vowel recognition [F(5,36)=16.84, p<0.001] and consonant recognition [F(5,36)=32.68,
p<0.001]. Post-hoc Bonferroni tests showed that vowel scores dropped significantly only
when the acoustic dynamic range was 20 dB or lower. No significant drop in consonant
recognition was observed until the acoustic dynamic range was reduced to 14 dB or lower.
Similarly, the center clipping also produced a significant effect on vowel recognition
[F(5,36)=34.18, p<0.001] and consonant recognition [F(5,36)=59.92, p<0.01]. Post-hoc
Bonferroni tests showed that both vowel and consonant scores dropped significantly when the
dynamic range was 20 dB or lower.

One important finding from these results is that, even with reduced spectral
resolution in acoustic and electric hearing, a 30-dB input range provides sufficient speech
information for phoneme identification. There is a differential effect of peak clipping and
center clipping on vowel and consonant recognition. Vowels are more tolerant of center
clipping, whereas consonants are more tolerant of peak clipping. This differential effect might
be caused primarily by the different amplitude distribution of strong vowels and weak
consonants within the dynamic range of speech.

Figure 2 shows the individual and mean vowel and consonant recognition scores in
noise as a function of center clipping for cochlear implant listeners. The differences between
the results in quiet (dashed lines) and in noise (solid and dotted lines) have important
implications for signal processing for cochlear implants.

Fig. 2. Recognition scores of vowels and consonants as a function of the range of the input
speech signals, produced by center clipping in three implant users. (A) Vowel scores in +6 dB
S/N; (B) Consonant scores in +6 dB S/N; (C) Vowel scores in 0 dB S/N; (D) Consonant scores
in 0 dB S/N; (E) Vowel scores in –6 dB S/N; (F) Consonant scores in -6 dB S/N.

Statistical analysis showed no significant performance drop (see Fig. 2, solid lines) as
the acoustic dynamic range was reduced from 40 to 15 dB for all noise levels and test
materials. In quiet conditions, a reduction of the dynamic range by center clipping results in
the loss of speech information and causes a monotonic drop in phoneme recognition (see Fig.
2, dashed lines). However, in noisy conditions, a reduction of dynamic range by center
clipping can also increase the effective S/N ratio by removing the low-amplitude noise
components, similar to a squelch adjustment in radio transmission. This increase of the
effective S/N ratio can compensate for the loss of speech information, resulting in a non-
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monotonic function in performance (see Fig. 2, solid lines) as dynamic range was reduced.  In
all conditions the highest mean score was observed with a reduced acoustic dynamic range
(typically below 20 dB) rather than at the largest 40-dB range. The amount of improvement
(the highest score minus the score from a 40-dB range) was relatively small (2%-8%) and
highly depended on the S/N levels (e.g, panel A vs. C), test materials (e.g., panel C vs. D) as
well as subjects (e.g., panel E, N4 vs. N7). However, statistical analysis (student t-test) did
reveal a significant improvement in vowel recognition at 0dB SNR (panel C) and in consonant
recognition at –6dB SNR (panel F). Another benefit by center clipping is that all subjects
reported an improvement of the sound quality and comfort of the processor, especially when
listening at very low S/N levels (e.g, -6dB). The results suggest that cochlear implant users
with the CIS strategy can significantly benefit from an appropriate reduction of the acoustic
range by center clipping in a noisy environment.

Stochastic resonance (SR) might be another factor contributing to improved speech
recognition when the acoustic input dynamic range was limited (e.g. < 20 dB).  In SR, the
addition of an appropriate amount of noise to the input of a nonlinear system can actually
improve speech recognition [Morse and Evans, 1996].  In the present results, some center-
clipping conditions (e.g., Fig. 2, panels A and B, dynamic range<15dB) produced significantly
better performance in noise (p<0.05, student t-test) than the same dynamic range in quiet.

4. Conclusions

In summary, a 30-dB dynamic range is sufficient for phoneme recognition in both acoustic
hearing and electric hearing, even with highly reduced spectral resolution.  A further reduction
of the acoustic range by center clipping can be beneficial when listening in noisy conditions
and should be considered as a processing option for cochlear implants.
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Abstract:  Initial and medial consonants were recorded in three vowel
contexts for use in speech recognition experiments. Five male and five
female talkers were recorded producing the twenty-five consonants
�D� F� I� R� V� M� O� P� 0� N� T� H� X� 6� &� U� \� 5� V5� F<� <� L� Y� À� J� in medial
(v/C/v) and initial (C/v) positions using vowels /C/ ("hod"), /K/ ("heed"), and
/W/ ("who’d").  The sampling rate for these recordings was 44.1kHz.
Representative tokens of each consonant were amplitude normalized to the
steady-state portion of the vowel. Listening tests were conducted with
normal-hearing listeners on a subset of twenty consonants in all three vowel
contexts and in initial and medial positions.  The results showed that the
consonants were clearly recognized with only a few minor confusions,
primarily between /X/ and /&/.  The full set of recordings is available for
research use.
© 1999 Acoustical Society of America
PACS Numbers: 43.71.Es, 43.66.Yw

1. Introduction

Speech recognition tests are commonly used to assess performance with prosthetic devices
(like cochlear implants and hearing aids) or in the assessment of communication channels.
Depending on the number of conditions to be tested, these materials could be repeated to the
same group of listeners hundreds of times.  Sentences-length materials and even single words
cannot be used in these testing situations because of the differences in linguistic difficulty and
the limited number of test sets.  Even phonemes with a limited number of exemplars or with
single talkers are susceptible to incidental learning (Uchanski et al., 1991). Hillenbrand et al.
(1995) recorded 45 men, 48 women, and 46 children each producing three repetitions of twelve
vowels in /hVd/ context.  These well-recorded and well-characterized stimuli can be used to
test vowel recognition in listeners of standard American English.  To complement this set of
vowel materials, we have recorded multiple productions of twenty consonants in medial
(v/C/v) and initial (C/v) positions in three vowel contexts (�C�, �K� and /W/) spoken by five
women and five men.  Measurements were made of fundamental and formant frequencies.
After recording, the signals were presented to six listeners to test identification.  This paper
describes the recording and testing procedures for these consonant tokens.

2. Consonant Recording and Analysis

2.1 Talkers

A total of ten talkers, five men and five women, were selected to record the consonant
materials. Talkers were chosen who had no noticeable regional accent (standard American
Midwest dialect).
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2.2 Recordings

A set of twenty-five consonants �D� F� I� R� V� M� O� P� 0� N� T� H� X� 6� &� U� \� 5� V5� F<� <� L� Y� À� J�

was recorded in the medial (v/C/v) and initial (C/v) position in three vowel contexts: �C�, �K� and
�W�. Ten repetitions of each token were recorded at a sampling rate of 44.1 kHz. The recordings
were made in a double-walled, sound-treated booth (IAC), using a 1" free field microphone
(B&K 4144) attached to a preamplifier (B&K 2619) and amplifier (B&K 2609). Sound
pressure level was monitored with a SA0180 meter, which was calibrated with a 94dB SPL
tone at 1kHz. The amplifier output was digitized at 44.1 kHz on a Tucker-Davis Technologies
(TDT) 24-bit analog to digital converter (DD1) and stored in 16-bit format.

Talkers were instructed to produce ten repetitions of each item at a normal speaking
rate without overarticulation.  Talkers practiced until their productions were consistent in
duration and amplitude across the ten repetitions.  Recording gain was adjusted to achieve the
maximum digitized levels without clipping.  If clipping was detected, the item was repeated.

2.3 Acoustic measurements

Measurements of the fundamental voicing frequency and the first two formant frequencies
were made for each talker and each token. The power spectrum of the steady state portion of
the initial vowel was used for tokens in the v/C/v format, and the steady state of the final
vowel for tokens in the C/v format. Before the power spectrum was calculated, the signals
were filtered to include only the band where the formant should be. The power spectrum was
not smoothed, and the peak values of the spectrum were chosen as the formant frequencies,
being careful not to select harmonics of the fundamental frequency as the first and second
formants.  First, the signal was filtered with a low-pass filter with cutoff frequency of 270 Hz.
The peak in the power spectrum of the resulting signal was selected as the fundamental
frequency.  Low-pass and high-pass filters were used to filter the signal prior to calculating the
first (cutoff frequencies of 480 Hz and 850 Hz respectively) and second (1.2 and 2.5 kHz)
formants.  The power spectrum of each new filtered signal was calculated, and the frequencies
where the peak values of the signal were located were chosen as the formant frequencies.

The average signal-to-noise level of the recordings was measured from 230 samples
selected at random from the 1200 tokens.  The rms level of the steady state portion of the
vowel was computed and compared to the rms level of the silent interval prior to the onset of
the token.  The average difference in rms level between the background noise and the vowel
was 45.6 dB with a standard deviation across tokens of 3.23 dB.

2.4  Results

The values obtained for the fundamental and formant frequencies using the power spectrum of
the signal were similar to previous measurements by Hillenbrand et al. (1995) and Flege and
Munro (1994). The average formant values found by Flege and Munro are lower than the ones
found here, and the values found in the Hillenbrand study are somewhat higher.  However, the
relative difference between the formant frequencies of different vowels is similar to previous
measurements.  The minimum, average, and maximum formant frequency values for each
gender and each vowel are given in Table 1.
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Table 1. Formant frequency statistics for the vowels /a/, /i/ and /u/.
Formant Gender "a" "i" "u"

low mean high low mean high low mean high

F0 M 86.1 113.3 172.3 86.1 134.0 193.8 86.1 130.4 236.9
F 172.3 202.8 258.4 172.3 225.9 279.9 172.3 232.2 323.0

F1 M 559.9 719.0 839.8 301.5 410.1 581.4 301.5 394.7 516.8
F 559.9 745.9 1012.1 366.1 466.0 710.6 387.6 466.2 624.5

F2 M 947.5 1214.8 1485.8 1830.3 2305.5 2820.4 969.0 1298.9 2304.1
F 990.5 1366.8 1873.4 2110.3 2726.9 3251.4 882.9 1551.8 2454.8

3. Consonant recognition

To ensure that the stimuli chosen were reliable, six normal-hearing listeners were presented
with the recorded consonants for speech recognition.

3.1  Stimuli

From the ten samples recorded, a single token was selected that best represented the talker’s
output considering duration, signal amplitude, and overall clarity. After tokens were selected,
they were equated in rms amplitude for the steady-state portion of the vowel segment. Only 20
of the 25 consonants recorded were chosen to be included in the formal listening tests. Five
consonants (�0� 6� À� J� <�) were dropped because of pronunciation errors across the ten talkers
and perception difficulties in pilot listening experiments. The consonants included in the final
database are �D� F� I� R� V� M� O� P� N� T� H� X� U� \� 5� V5� &� F<� Y� L�.  The amplitude of the signal was
calibrated so that the vowel of each token was presented at 70 dB on an A-weighted scale.

3.2 Procedures

Listeners were tested in a sound-treated booth (IAC) with the consonants presented diotically
over headphones (TDH-49).  Following each stimulus presentation, subjects indicated which
consonant they heard from a matrix of 20 consonants presented on the screen.  Each consonant
was represented on the screen by an example word.  All 20 consonants were presented in both
initial and medial position in all three vowel contexts.  All stimuli were presented in random
order.  Male and female talkers were presented in different blocks with three repetitions of
each token for a total of 3600 presentations (20 consonants * 2 positions * 3 vowel contexts *
10 talkers * 3 repeats).

3.2  Results

Confusion matrices were compiled for each talker. Consonants were recognized at 97.5%
correct from male talkers and 97.0% correct from female talkers (Table 2).  The lowest
average recognition score for a single talker was for female 2 whose consonant productions
were recognized at 92.3% correct.  Most of the errors were confusions between /X/ and /&/.

A confusion matrix was computed for all listeners over all the talkers, consonant
positions, and vowel contexts and is shown in table 3. A total of 1080 (3 repetitions * 2
positions * 3 vowels * 10 talkers * 6 listeners) tokens were sent of each consonant.
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Table 2. Average recognition performance by six normal-hearing listeners

Talker Recognition Performance (%) Talker Recognition Performance (%)
Male 1 98.9 Female 1 98.9
Male 2 96.8 Female 2 92.3
Male 3 96.1 Female 3 97.0
Male 4 98.4 Female 4 98.9
Male 5 97.3 Female 5 97.8

Table 3. Confusion matrix of errors over all talkers for both initial and medial consonants in all three vowel contexts

+HDUG&RQVRQDQW

D F I R V M O P N T H X U \ 5 V5 & F< Y L

D ���� � � �

F ���� � � �

I � ���� ��

R ���� � �

V � ���� �

M ���� �

O ���� ��

P � �� ���� �

N � ���� �� �

T � � ���� �

H � ���� � ��

X � � � ��� �� � �

U � ���� � ��

\ �� ���� �� � �

5 � ���� � �

V5 �� � ���� �

& � � � �� � �� ��� �

F< �� �� � �� � �� ��� �

Y � � ���� �

6
H
Q
W

L � � � � ����

4. Summary

A database of 25 initial and 25 medial consonants were recorded from ten speakers in three
vowel contexts: �C�, �K� and �W�.  On a subset of 20 consonants, six normal-hearing subjects
obtained an average of 97.3% correct identification of these tokens.  Both the edited subset of
twenty consonants and all original recordings of the 25 initial and medial consonants recorded
are available from the first author at shannon@hei.org.  All recorded files are in *.wav file
format, which is compatible with most PC-based sound cards.  A WindowsTM-based program
for presenting stimuli and scoring results is also available.
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themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Report to the Auditor
Published herewith is a condensed version of our auditors’ report for calendar year ended 31 December 1998.

Independent Auditors’ Report

To the Executive Council
Acoustical Society of America

We have audited the accompanying statements of financial position of the Acoustical Society of America as of December 31, 1998 and the related
statements of activity and cash flows for the year then ended. These financial statements are the responsibility of the Society’s management. Our responsibility
is to express an opinion on the financial statements based on our audit.

We conducted our audit in accordance with generally accepted auditing standards. Those standards require that we plan and perform the audit to obtain
reasonable assurance about whether the financial statements are free of material misstatement. An audit includes examining, on a test basis, evidence
supporting the amounts and disclosures in the financial statements. An audit also includes assessing the accounting principles used and significant estimates
made by management, as well as evaluating the overall financial statement presentation. We believe that our audit provides a reasonable basis for our opinion.

In our opinion, the financial statements referred to above present fairly, in all material respects, the financial position of the Acoustical Society of
America as of December 31, 1998 and the changes in its net assets and its cash flows for the year then ended in conformity with generally accepted accounting
principles.

CONROY, SMITH & CO.
18 June 1999
New York, NY

ACOUSTICAL SOCIETY OF AMERICA
STATEMENTS OF FINANCIAL POSITION

AS OF 31 DECEMBER 1998
„With Comparative Totals For 1997 …

1998 1997
Assets:

Cash and cash equivalents .......................................... $2,641,647 $ 291,383

Accounts receivable..................................................... 378,367 227,177

Marketable securities................................................... 3,914,155 5,134,080

Furniture, fixtures and equipment—net ...................... 102,218 101,165

Other assets.................................................................. 246,546 270,367

Total assets ............................................. $7,282,933
II

$6,024,172
II

Liabilities:

Accounts payable and accrued expenses .................... $ 205,838 $ 234,484

Deferred revenue ......................................................... 1,146,724 836,905

Deferred rent liability .................................................. 46,394 46,228

Total liabilities......................................... $1,398,956 $1,117,617

Net assets:

Unrestricted.................................................................. $4,758,932 $3,882,375

Temporarily restricted ................................................. 528,825 472,038

Permanently restricted ................................................. 596,220 552,142

Total net assets ...................................... $5,883,977 $4,906,555

Total liabilities and net assets .............. $7,282,933
II

$6,024,172
II
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ACOUSTICAL SOCIETY OF AMERICA

STATEMENTS OF ACTIVITY

FOR THE YEAR ENDED 31 DECEMBER 1998
~With Comparative Totals For 1997!

1998 1997

Unrestricted net assets:

Revenue

Dues ......................................................................... $ 693,123 $ 522,273

Publishing ................................................................ 2,158,365 2,204,176

Standards.................................................................. 352,200 270,506

Meetings................................................................... 786,311 295,101

Interest and dividends.............................................. 206,691 168,799

Unrealized gain~loss!.............................................. 98,442 161,509

Other ........................................................................ 71,545 90,786

Realized gain~loss! ................................................. 222,185 340,162

Total unrestricted revenue........................... $4,588,862 $4,053,312

Expenses:

Publishing ................................................................ $1,682,237 $1,820,558

Standards.................................................................. 448,058 428,281

Administrative and general ..................................... 493,500 485,402

Meetings................................................................... 690,157 452,926

Other expenses......................................................... 406,989 263,711

Total expenses ................................................ $3,720,941 $3,450,878

Increase in net assets..................................... $ 867,921 $ 602,434

Net assets released from restrictions:

Satisfaction of program restrictions ............................ 8,636 7,764

Increase in unrestricted net assets
and reclassifications................................... $ 876,557 $ 610,198

Temporarily restricted net assets:

Contributions ........................................................... $ 1,309 $ 2,861

Investment income................................................... 52,145 65,004

Unrealized gain~loss!.............................................. 11,969 20,461

Release of restrictions ............................................. ( 8,636) ( 7,764)

Increase„decrease… in temporarily
restricted net assets................................... $ 56,787 $ 80,562

Permanently restricted net assets:

Investment income................................................... $ 60,994 $ 80,680

Unrealized gain~loss!.............................................. 14,000 25,377

Expenses .................................................................. ( 30,916) ( 39,816)

Increase„decrease… in permanently
restricted net assets................................... $ 44,078 $ 66,241

Increase in net assets..................................... $ 977,422 $ 757,001

Net assets, beginning of year........................................ 4,906,555 4,149,554

Net assets, end of year.................................................. $5,883,977
II

$4,906,555
II
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ACOUSTICAL SOCIETY OF AMERICA
STATEMENTS OF CASH FLOWS

FOR THE YEAR ENDED 31 DECEMBER 1998
~With Comparative Totals For 1997!

Total All Funds

1998 1997

Operating Activities

Increase in net assets................................................... $ 977,422 $ 757,001

Adjustments to reconcile net income to net cash

provided by operating activities:

Depreciation and amortization ................................ 28,964 26,919

Unrealized~gain! loss on marketable securities..... ~ 124,411! ~ 207,347!

Changes in operating assets and liabilities:

~Increase! decrease in accounts receivable............. ~ 151,190! 58,308

Decrease~increase! in other assets ......................... 23,821 39,389

Increase~decrease! in accounts payable and

accrued expenses ................................................. ~ 28,646! 105,455

Increase in deferred rent liability............................ 166 4,902

Increase~decrease! in deferred revenue ................. 309,819 ~ 211,133!

Net cash flows provided by operating
activities ...................................................... $1,035,945 $ 573,494

Investing Activities

Purchase of furniture, fixtures, equipment and

leasehold improvements ...................................... ~$ 30,017! ~$ 15,557!

Proceeds from sale of securities ............................. 4,623,945 4,564,188

Purchase of securities .............................................. ( 3,279,609) ~ 5,511,967!

Net cash „used in… provided by
investing activities...................................... $1,314,319 ~$ 963,336!

Increase„decrease… in cash and cash
equivalents.................................................................. $2,350,264 ~$ 389,842!

Cash and cash equivalents,
beginning of year....................................................... 291,383 681,225

Cash and cash equivalents, end of year ..................... $2,641,647
II

$ 291,383
II
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

EAA Secretariat moves to the UK

The work of the Institute of Acoustics~UK! continues; it was an-
nounced that the Secretariat of the European Acoustics Association is now
located in the Institute’s offices in St Albans. It is expected that the IOA will
play a major role in the development of the EAA, moreover, it is hoped that
this arrangement will insure that the members of the IOA can effectively
compete for work throughout the European Union. This would mean com-
mon standards and cross recognition of professional qualifications. Although
these matters advance slowly due to lengthy consultations and the different
systems used throughout Europe, nonetheless the Institute has made a start.
~Based on a President’s Letter published in the ‘‘Acoustics Bulletin’’ of the
IOA.!

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by an* are new or updated listings with full contact addresses given
in parentheses.Month/yearlistings following other entries refer to meeting
announcements, with full contact addresses, which were published in previ-
ous issues of theJournal.

December 1999
2–4 International Conference and Exhibition on Ultra-

sonics, New Delhi. ~Fax: 191 11 575 2678; e-mail:
iceau99@csnpl.ren.nic.in! 10/99

15–17 International Conference on Stochastic Volume and
Surface Scattering, Cambridge.~Fax: 144 1727 850
553; e-mail: ioa@ioa.org.uk! 10/99

January 2000
20–21 *European Symposium on Ultrasound Contrast Im-

aging, Rotterdam, The Netherlands.~Mrs. C. Eefting,
Erasmus University Thoraxcentre, P.O. Box 1738, 3000
DR Rotterdam, The Netherlands; Fax:131 10 408
9445; Web: www.eur.nl/fgg/thorax/contrast!

February 2000
17–18 Measuring Noise Outdoors, Home Counties Venue.

~Fax: 144 1727 850 553; e-mail: ioa@ioa.org.uk!

March 2000
15–17 Acoustical Society of Japan Spring Meeting, Tokyo.

~Fax: 181 3 3379 1456; e-mail: kym05145
@nifty.ne.jp! 8/99

19–22 25th International Acoustical Imaging Symposium,
Bristol. ~Web: www.bris.ac.uk\depts\medphys! 10/99

20–24 Meeting of the German Acoustical Society„DAGA …,
Oldenburg. ~Fax: 149 441 798 3698; e-mail:
dega@aku.physik.uni-oldenburg.de! 10/98

April 2000
3–4 Structural Acoustics ’2000, Zakopane, Poland.~Fax:

148 12 423 3163; Web: www.cyf-kr.edu.pl/ghpanusz!
8/99

May 2000
17–19 9th International Meeting on Low Frequency Noise

and Vibration , Aalborg. ~Fax: 144 1277 223 453!
6/99

23–26 Russian Acoustical Society Meeting, Moscow. ~Fax:
17 095 126 8411; e-mail: ras@akin.ru! 10/99

24–26 Joint International Symposium on Noise Control &
Acoustics for Educational Buildings ~24–25 May!
and 5th Turkish National Congress on Acoustics
~25–26 May!, Istanbul.~Fax:190 212 261 0549; Web:
www.takder.org! 10/99

June 2000
5–9 International Conference on Acoustics, Speech and

Signal Processing„ICASSP-2000…, Istanbul.~Fax: 11
410 455 3969; Web: icassp2000.sdsu.edu! 6/99

6–9 5th International Symposium on Transport Noise
and Vibration , St. Petersburg.~Fax:17 812 127 9323;
e-mail: noise@mail.rcom.ru! 6/99

14–17 IUTAM Symposium on Mechanical Waves for Com-
posite Structures Characterization, Chania. ~Fax:
130 821 37438; Web: www.tuc.gr/iutam! 10/99

July 2000
4–7 7th International Congress on Sound and Vibration,

Garmisch-Partenkirchen.~Fax: 149 531 295 2320;
Web: www.iiav.org/icsv7.html! 12/98

10–13 *5th European Conference on Underwater Acous-
tics, Lyon, France.~LASSSO, 43 Bd. du. 11 novembre
1918; Bat. 308; BP 2077, 69616 Villeurbanne cedex,
France; Fax: 133 4 72 44 80 74; Web:
www.ecua2000.cpe.fr!

August 2000
28–30 INTER-NOISE 2000, Nice. ~Fax: 133 1 47 88 90 60;

Web: www.inrets.fr/services/manif! 6/99
31–2 International Conference on Noise & Vibration Pre-

Design and Characterization Using Energy Methods
„NOVEM …, Lyon. ~Fax: 133 4 72 43 87 12; Web:
www.insa-lyon.fr/laboratories/lva.html! 6/99

September 2000
3–6 5th French Congress on Acoustics—Joint Meeting of

the Swiss and French Acoustical Societies, Lausanne.
~Fax: 141 216 93 26 73! 4/99

13–15 * International Conference on Noise and Vibration
Engineering „ISMA 25…, Leuven, Belgium.~Mrs. L.
Notré, K. U. Leuven, PMA Division, Celestijnenlaan
300B, 3001 Leuven, Belgium; Fax:132 16 32 24 82;
e-mail: lieve.notre@mech.kuleuven.ac.be!

17–21 Acoustical Society of Lithuania 1st International
Conference, Vilnius. ~Fax: 1370 2 223 451; e-mail:
daumantas.ciblys@ff.vu.lt! 8/99

October 2000
3–5 WESTPRAC VII , Kumamoto. ~Fax: 181 96 342

3630; Web: cogni.eecs.kumamoto-u.ac.jp/others/
westprac7! 6/98

3–6 EUROMECH Colloquium on Elastic Waves in Non-
destructive Testing, Prague.~Fax: 1420 2 858 4695;
e-mail: ok@bivoj.it.cas.cz! 10/99

16–18 2nd Iberoamerican Congress on Acoustics, 31st Na-
tional Meeting of the Spanish Acoustical Society, and
EAA Symposium, Madrid. ~Fax: 134 91 411 7651;
e-mail: ssantiago@fresno.csic.es! 12/98

16–20 *6th International Conference on Spoken Language
Processing, Beijing. ~Fax: 186 10 6256 9079; New
Web: www.icslp2000.org! 10/98
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August 2001
28–30 INTER-NOISE 2001, The Hague.~Web: internoise

2001.tudelft.nl! 6/99

September 2001
2–7 17th International Congress on Acoustics„ICA …,

Rome.~Fax:139 6 4424 0183; Web: www.uniromal.it/
energ/ica.html! 10/98

10–13 International Symposium on Musical Acoustics
~ISMA 2001!, Perugia.~Fax:139 75 577 2255; e-mail:
perusia@classico.it! 10/99

October 2001
17–19 32nd Meeting of the Spanish Acoustical Society, La

Rioja. ~Fax: 134 91 411 76 51; Web: www.ia.csic.es/
sea/index.html! 10/99

3046 3046J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Acoustical News—International



FORUM
Forum is intended for communications that raise acoustical concerns, express acoustical viewpoints, or
stimulate acoustical research and applications without necessarily including new findings. Publication will
occur on a selective basis when such communications have particular relevance, importance, or interest
to the acoustical community or the Society. Submit such items to an appropriate associate editor or to the
Editor-in-Chief, labeled FORUM. Condensation or other editorial changes may be requested of the
author.

Opinions expressed are those of the individual authors and are not necessarily endorsed by the
Acoustical Society of America.

Underwater sound transmission and SI units
†43.05.Ky ‡
Clarence S. Clay
Department of Geology and Geophysics, 1215 West Dayton
Street, University of Wisconsin, Madison, Wisconsin 53706-1692
and 5033 Saint Cyr Road, Middleton, Wisconsin 53562-
2424

~Received 27 July 1999; accepted for publication 19 August 1999!

[S0001-4966(99)00212-X]

Very long-range acoustic transmissions are a way of measuring the
temperature of water masses in the ocean, for global warming research.1 In
this field, misunderstanding between professionals in audiology–biology
and underwater sound has had very serious consequences. Work has been
stopped while marine biologists study the effect of the sound transmissions
on whale behavior. This is a difficult and expensive task. Whale and el-
ephant seal behavior was observed during ‘‘on’’ and ‘‘off’’ periods of trans-
mission from a ‘‘195-dB’’ source 100 miles southwest of San Francisco.
Converted to SI units, the acoustic power of the source is less than 260
watts. No marked changes in swimming behavior were observed by the
biologists. The underwater acoustics research budget provided $2.9 million
for these animal studies and associated legal fees.2

It is the use of decibels, combined with the perspectives of people in
different disciplines, which causes the misunderstanding. Acousticians who
work in air use the decibel~the logarithm of the ratio of two sound pressures

squared, with the units ‘‘dB’’! to report sound-pressure levels in air. In air,
the thresholds of hearing and pain are approximately 0 and 130 decibels,
respectively. Sound-pressure levels near the speakers of a rock band can be
painful. But, air acousticians and the underwater sound community operate
in different media and use grossly different reference values for their calcu-
lations of decibels. Air acousticians use a reference sound pressure of 20
micropascal. In underwater sound, reference sound pressures have been
variously 20 micropascal~in the 1940’s!, 0.1 pascal~1950–1960’s!, and 1
micropascal~the current choice!. The dB is not a linear unit like a meter, a
pascal, or a watt. It is the logarithm of the ratio of a quantity to a like
quantity.

The whole misunderstanding would have been avoided if the under-
water sound people had used SI units~international system of metric units!
of pressure and of acoustically radiated power. The acoustic power output of
most underwater sound sources ranges from a few watts to kilowatts. During
a meeting of ocean acousticians at the Scripps Institution of Oceanography,3

Professor Walter Munk and I proposed the following:

~1! Sound pressures are to be reported in pascals, and
~2! Radiated source powers are to be reported in watts.

1Robert Iron, Meeting briefs, ‘‘Sounding Out Pacific Warming,’’ Science
279, 1302–1303~27 Feb. 1988!.

2Echoes, Vol. 8, No. 1~Winter 1999!, p. 8.
3‘‘Acoustic Techniques for Measuring Ocean Variables,’’ edited by Capt.
Bob Smart and Alexander Vornovich~1995!. NOAA Envr. Tech. Lab.,
325 Boulder, CO, agv@etl.noaa.gov
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The use of decibels is more deeply entrenched in noise control than in
other branches of acoustics because, over the years, agencies, from interna-
tional organizations down to local governments, have generated a large body
of noise standards and test procedures based on decibels. Also the public
appears to think the decibel is an inherent part of noise measurement.
Sportscasters frequently use the word to describe the noise of a crowd.
Using a complicated unit that the public does not understand may also
provide noise control with a kind of aura or professional mystique.

Decibels are different from standard logarithmic representations in
powers of 10. What decibel units are and how they came to be used has been
well-documented.1 However they appear to have little scientific
justification.2 The idea that they are needed to match the response of the
human ear is a rationalization that was introduced some time after decibels
were first used.2 In particular the argument that decibels are needed to match
the dynamic range of human hearing is untrue. Decibels have the following
problems:

~1! They create confusion, because the same word, decibel, is used for
different acoustical quantities, such as sound pressure, intensity, and
power. Confusion also occurs with decibels in different media, particu-
larly when comparing the effect of sound on sea animals and man.3

~2! The logarithmic form of decibels obscures reasoning and is a cover for
inaccuracy.

~3! Decibels are more related to the era of slide rules and log tables than to
modern digital processing.

~4! Mathematical expressions in decibel form are cumbersome and difficult
to interpret.

A major problem with decibels is that they contain the implicit as-
sumption that sound intensity is represented by the farfield approximation.
Sound intensity~sound power flow per unit area! is a vector quantity.1,2 In
the farfield approximation, sound intensity is represented by an inexact sca-
lar quantity based on sound pressure squared. No allowance is made for the
fact that practical and accurate methods of measuring sound intensity in its
vector form were developed 20 years ago, making it possible, for the first
time, to determine sound power accurately in a normal environment. To be
able to determine sound power in a normal environment is a major engi-
neering advance, because sound power is the best single, overall measure of
a noise source. However, sound power based on sound-intensity measure-
ment is still not used in noise standards and test procedures in industry,
mainly because of the continued use of decibels and the associated assump-
tion of the farfield approximation.

It has been suggested that confusion with decibels can be avoided by
always stating the appropriate reference value.4,5 However this may be too
onerous for most people. Similar efforts in the past to improve the use of the
decibel system have not met with much success.6 Shoring up the decibel
system does not address the bulk of the problems associated with decibels.

The obvious solution is simply to abandon decibels entirely. Acoustical
measurements are first made in linear SI units and then converted to deci-
bels. It would make sense simply to forego the final conversion and leave
the measurement in its original linear SI form. All of the problems just
described would then disappear and noise control could become an engi-
neering discipline like any other. In animal acoustics and underwater sound,
linear units are already being used.7,8 In recent noise-control papers by the
writer, sound power is represented in both linear and logarithmic form.9,10 In
architectural acoustics, it is recognized that the quality of auditoria and
concert halls is determined by how well an audience can distinguish the
direction of a sound source.11 The best way to measure this is to use vector
sound intensity, without decibels.2

However, the use of decibels cannot be abandoned easily in noise
control because of the existing noise standards and test procedures based on
decibels. These standards and procedures should therefore be modified so
that they are expressed both in decibel and linear SI units. In this way there
would not be an abrupt change with the past. Similarly comparisons on a
decibel scale should be expressed as a ratio or percentage. Plots covering a
wide dynamic range should be in standard logarithmic form.

Several centuries ago it took European bankers and merchants more
than a hundred years to replace Roman numerals with the present system of
numbers. Hopefully it will not take acousticians that long to abandon deci-
bels. Decibels are a useless affectation, which is impeding the development
of noise control as an engineering discipline.

1A. D. Pierce, ‘‘Acoustics, An Introduction to its Physical Principles and
Applications’’ ~Acoustical Society of America, Woodbury, New York,
1989!, pp. 60–65.

2R. Hickling, ‘‘Octaves, Decibels, the Farfield Approximation and Sound
Power,’’ Report No. 98-RH001, Sonometrics Inc., Huntington Woods, MI
48070~1998!.

3Anon., ‘‘Low-Frequency Sound and Marine Mammals,’’ prepared by The
Committee on Low-Frequency Sound and Marine Mammals, The Ocean
Studies Board and The Committee on Geosciences, Environment and Re-
sources, under the auspices of the National Research Council~National
Academy Press, Washington, D. C., 1994!.

4W. M. Carey, ‘‘Standard Definitions for Sound Levels in the Ocean,’’
Editorial Article in IEEE J. Ocean Eng.20, 109–113~1995!.

5D. M. F. Chapman and D. D. Ellis, ‘‘The Elusive Decibel: Thoughts on
Sonars and Marine Mammals,’’ Can. Acoust.26„2…, 29–31~1998!.

6C. W. Horton, ‘‘The Bewildering Decibel’’ Electron. Eng.~U.K.! 73,
550–555~1954!.

7B. Holdobler, U. Braun, W. Gronenberg, W. R. Kirshner, and C. Peeters,
‘‘Trail Communication in the AntMagnaponera foetens~Fabr.! ~Formi-
cidae, Ponerinae!,’’ J. Insect Physiol.40, 585–593~1994!.

8C. S. Clay, ‘‘Underwater Sound Transmission and SI Units,’’ Echoes8, 3
~1998!.

9R. Hickling, L. N. Bolen, and R. F. Schumacher: ‘‘Indoor System for
Efficient Measurement of the Sound Power of Light Vehicles and for
Noise-Control Diagnostics,’’ Transactions, Society of Automotive Engi-
neers, Paper No. 891145~1989!.

10R. Hickling and P. Lee, ‘‘Determining Sound Power in Reverberation
Rooms and Other Indoor Work Spaces using Vector Sound Intensity Mea-
surement’’ Proceedings NOISE-CON 97, June 1997, pp. 483–488.

11M. R. Schroeder, ‘‘Fractals, Chaos and Power Laws’’~W. H. Freeman
and Co., New York, 1991!, pp. 72–79.
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Michael Möser and Rudi Volz
Institute of Technical Acoustics, Technical University Berlin, Einsteinufer 25, D-10587 Berlin, Germany

~Received 10 June 1998; revised 16 July 1999; accepted 4 August 1999!

The paper deals with the reduction of the sound energy in the shadow region behind barriers by
means of an attached body at the edge of the screen. The reflecting attributes of the barrier’s
headpiece are described by a locally reacting impedance. Diffraction at ideal soft and hard bodies
demonstrates the basic principle of tangential power transport parallel to their surface: the
impedance must be chosen so that the tangential intensity near the edge is lowered, turning the
incoming power in harmless directions. The differences due to finite impedances are then discussed.
The physical principles are demonstrated in frozen pictures of the sound field for the different cases.
Theoretical computations show considerably improved levels in the shadow zone for larger angles
of diffraction. These are compared with empirical results, and practical applications are discussed.
© 1999 Acoustical Society of America.@S0001-4966~99!00712-2#

PACS numbers: 43.20.Bi, 43.20.Fn, 43.20.Hq, 43.50.Gf@DEC#

INTRODUCTION

Noise barriers are now commonly used to protect
against traffic noise. The approximate equation of calculation
of the shielding effect, based on the Sommerfeld
considerations,1–3 is well established in acoustics.

An old dream has been to achieve an improvement of
insertion loss of noise shields with the minimim expenditure.
Many attempts have been made to manipulate the edge of the
screen to prevent disturbing noise from infiltrating towards
the shadow region. Changes were made to the shape~e.g.,
T-shaped and arrow-shaped constructions! in combination
with absorbent covering of the upper region of the screen
and the use of constructions with active noise control, with
differing degrees of success.4–27 Recently, practical experi-
mentsin situ with an absorbing cylindrical headpiece on a
noise screen have only resulted in small effects.12,16

Instead of considering the influence of the geometry of
the screen and the absorption of parts of the screen, we
looked at the influence resulting from the acoustic imped-
ance of headpieces~or parts of the screen near the edge!.

In the following theoretical consideration the headpieces
will be modelled as cylindrical bodies with given surface
impedance, allowing a simple theoretical treatment. The sub-
sequent discussion of the influence of the impedance uses a
comparison with the~more ‘‘mathematical’’! limit cases of
ideal soft surfaced (Z50) and ideal hard surfaced (Z→`)
headpieces for noise barriers.

The next section reviews the scattering and diffraction
on such idealized bodies~here cylinders!.

I. THEORY

A. The sound field behind cylinders with hard and
soft surface impedance

Bodies with a pressure reflection factorR51 or R
521 take no energy from the surrounding sound field.
However, there is a fundamental difference between bodies

with a hard or soft surface impedance regarding power trans-
portation near the surface and therefore also the formation of
the shadow region.

The surface of an ideal yielding area of spaceZ50 is
free of sound pressure. For a cylinder with soft surface and
radius b, the pressurep and the tangential velocityvw are
zero:

Z50: p~b!50, vw~b!50. ~1!

The sound energy cannot pass along a surfaceZ50. The
energy flow density which encloses the soft-surfaced body
increases only gradually with the distance from the surface.
Figure 1~a! shows the acoustic field in decibels of the active
intensity for a cylinder withZ50 ~for details see Ref. 28!.

Since energy transport is not possible along the ‘‘sur-
face’’ r 5b there is also no energy supply to the region be-
hind the cylinder. This creates an extended acoustic shadow.

The behavior of the sound field at hard-surfaced bodies
is exactly opposite. The sound pressure shows maxima at the
‘‘surface’’ r 5b. The progress of the sound field tangential
to the surface will be impressed through the impacting sound
so the field joins to the hard-surfaced body—even with an
increase in sound pressure on the exposed parts of the body.
Figure 1~b! shows how the energy flow density here encloses
the body. In contrast to soft-surfaced bodies, forZ→` graz-
ing energy transport takes place close to the surface. So with
smaller reflector dimensions there is nearly no way of creat-
ing a shadow region.

B. The effect of cylindrical headpieces with soft or
hard surfaces

An obvious approach is to create shadows with soft sur-
faces to improve the insertion loss of extended sound noise
barriers. If the infiltration of sound power behind the soft
body is only possible on one side after attaching an addi-
tional large screen, then the energy deflecting effect of the
soft body in the shadow region will be appreciable: withZ
50 it has to result in darker shadow region compared to the
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case without the headpiece. The angle of incidence of the
sound wave is not crucial. The improvements will depend
mainly on the diffraction angleb measured relative to the
direction of incidence. The position of a chosen field point
relative to the screen is of minor significance for the reduc-
tion of sound pressure level caused by the soft body.

There is reason enough to take a more detailed look at
the shielding effect of a~hard surfaced! noise screen with a
‘‘sound deflecting’’ headpiece. Of course surfaces with other
acoustic properties should also be included, since in air the
condition Z50 can only be realized over narrow bands at
least passively. The problem of diffraction will be considered
for a semi-infinite hard-surfaced wall with a cylinder at-
tached at its top with known surface properties~Fig. 2!. The
sound field is excited by a nondirected line source a distance
xS from the center of the cylinder and enclosing an anglew0

with the screen. It will be assumed in all cases that the source

creates an incident plane wave due to its large distance from
the wall.

The simplest way to discuss the influence of the acoustic
properties of the cylinder is to assume it is a given locally
reacting impedanceZ. The effect of the cylinder with the
radius b on the surrounding sound field is then expressed
through its impedance

Z52
p~b!

v r~b!
, ~2!

wherep(b) is the sound pressure on the surface of the cyl-
inder r 5b andv r(b) is the outward radial component of the
velocity. For a first approximation it will be sufficient to
examine only locally constant impedances]Z/]w50.

The principle of such a reduced model is described in
text books on theoretical acoustics. The treatment of the
problem was shown in Ref. 28 including some critical cases
~e.g., a noise barrier without headpiece or considerations of
the far field!. For a sound wave with an angle of incidence
w0 the sound pressure is composed of two parts:

p~r ,w!5pscreen~r ,w!1pcyl~r ,w!, ~3!

wherepscreenis the pressure observed with the barrier alone
andpcyl is the pressure with the cylinder~without barrier!.

Of these, the sound field at the screen without cylinder is

pscreen~r ,w!

5pQ~0! (
n50

`
2ej ~np/4!

«n
Jn/2~kr !cosS w

n

2D cosS w0

n

2 D , ~4!

wherek is the wave number (k5v/c52p/l). Equation~4!
is also represented with the Fresnel integrals~see Ref. 28!.
Also,

FIG. 1. Distribution of the intensity;b/l50.25: ~a! soft surfaced cylinder and~b! hard surfaced cylinder.

FIG. 2. Scheme of the screen with an attached cylinder wherexs is the
distance between source and edge,b is the radius of the cylindrical head-
piece,r is the distance between source and field point,b is the diffraction
angle,w0 is the angle between source and screen, andw is the angle between
the field point and the screen.
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pcyl~r ,w!52pQ~0! (
n50

`
2ej ~np/4!

«n
Qn/2~kb!

3Hn/2
~2!~kr !cosS w

n

2D cosS w0

n

2 D , ~5!

with

Qn/2~kb!5
Jn/2~kb!1 j ~Z/rc!Jn/28 ~kb!

Hn/2
~2!~kb!1 j ~Z/rc!Hn/2

~2!8~kb!
~6!

(85derivative of the argument! including the variation of the
sound field through the attached cylinder resulting from Eq.
~2!.

In the above equations,Jn/25spherical Bessel function,
ordern/2; Hn/2

(2)5Hankel function~spherical Bessel function
of the third kind!, ordern/2; andpQ(0)5sound pressure of
the source in free field atr 50.

The expression of the field using terms with the form
cos@w(n/2)# makes sense: in the sense of a Fourier sum these
are allw-dependent functions whose derivatives disappear at
the limits w50 andw52p.

The results of the numerical analysis from Eq.~3! ini-
tially validate the earlier proposals. Figure 3 shows the cal-
culated local intensity for three different cases: at a screen
and at a screen with an attached small cylinderb/l50.25 for
the casesZ5` and Z50. For the soft-surfaced case the
infiltration of the field in the shadow region is much less than
for the hard-surfaced case. There is only a small difference
between the screen alone and the screen with the hard-
surfaced cylinder.

Obviously the diffraction field in the range of the geo-
metrical shadow is also influenced by energy transport near
the surface of the cylinder over larger distances as discussed
in the previous paragraph: the ‘‘energy supply’’ of the
shadow region comes mainly from the contact area near the
surfacer 5b. The further away the examined field point is
from the geometrical border of the shadowb50, the more
important this supply route is for the sound field. Figure 3
shows the substantial differences between the casesZ50
andZ5`: even with a small headpiece withb/l50.25 the
differences in the intensity are more than 10 dB.

That such large differences in the insertion loss,

IL5103 lg S pwithout headpiece
2

pwith headpiece
2 D , ~7!

are observed at large distances is already indicated by the
local energy flow densities. Calculations28 show that the ad-
ditional decrease in sound pressure level obtained by attach-
ing the cylindrical headpiece to the screen compared with the
semi-infinite screen without headpiece in the far fieldr @b
andr @l will be independent of the distancer from the field
point to the center of the cylinder. So the far field insertion
loss ILfar field, which is interesting especially under practical
conditions, is therefore particularly suitable for describing
the global effect. Figure 4 shows the calculated values for
variation of the radius of the cylinder in steps of1

3 octave
~over four octaves! for one direction of incidence. As ex-
pected, the diffraction angleb is primarily responsible for
the quality of decrease. The angle of incidencew0 is only of
secondary importance. While hard-surfaced headpieces only
have small effects, headpieces withZ50 lead to consider-
able decreases in sound pressure level compared with the
screen alone. For diffraction angles of about 22.5 degrees
they account for 5–10 dB, and for 45 degrees, 8–18 dB,
depending on the diameter of the headpiece. This is obvi-

FIG. 3. Distribution of the intensity;b/l50.25, w0590 degrees:~a! screen without cylinder,~b! screen with attached hard surfaced cylinder, and~c! screen
with attached soft surfaced cylinder.

FIG. 4. Far-field insertion loss IL. Left side: screen with attached hard
surfaced cylinder. Right side: screen with attached soft surfaced cylinder.
w0575 degrees; from inside to outside:b/l50.1;0.125;0.16;0.2;...;1.6.
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ously due to the prevention of the energy flow around the
edge of the screen with the attached cylinder.

Estimating the effect of impedances with finite values
will require additional physical considerations which take
into account the transient phenomena near the cylindrical
headpiece where air particles interact with the surface of the
headpiece. To make it easier to understand, the local dis-
placements of the field points in the compressible air con-
tinuum were calculated. Figures 5–8 show equidistant point
rasters~the points may be interpreted as ‘‘air particles’’!.
This description of the sound field allows graphical repro-
duction of the local and global movements and compres-
sions.

The comparison of the reproduced movements of the

‘‘air particles’’ for the hard- and soft-surfaced case in Figs. 5
and 6 form the key to understanding the laws in principle,
including infinite impedance of the headpiece. In the soft-
surfaced case the surrounding air near the headpiece will be
moved radially by the surface of the cylindrical headpiece.
As always with thin gas layers without borders, the boundary
layer which encloses the surface has to be interpreted as a
mass~only contained gas acts as a spring!. Because atZ
50 there is no hindrance it will be shifted to the outside if
there is an existing current over-pressure at its outer side as
shown in Fig. 6. The displacement of a mass is out of phase
with the exciting force. In the case of the cylindrical head-
piece with Z→` ~Fig. 5!, the surrounding air-mass meets
with the~infinitely large! resistance on its inner side. It there-

FIG. 5. Movement of the air particles;b/l51, w0590 degrees; hard-
surfaced cylinder.

FIG. 6. Movement of the air particles;b/l51, w0590 degrees; soft-
surfaced cylinder.

FIG. 7. Movement of the air particles;b/l51, w0590 degrees; impedance
with mass character.

FIG. 8. Movement of the air particles;b/l51, w0590 degrees; impedance
with stiffness character.

3052 3052J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 M. Möser and R. Volz: Improvement of sound barriers



fore cannot react with the acting force from the outside with
radial acceleration, but can only transmit the excited pressure
distribution to the surface. This simultaneously creates the
undesirable energy transport at the surface of the cylindrical
headpiece, in contrast to the soft surfaceZ50.

The interpretation of the thin ‘‘air layer’’ near the cyl-
inder as a ‘‘pure mass concerning the displacement in radial
direction’’ allows the estimation of finite surface imped-
ances.

C. Influence of finite impedances

1. Impedance with mass character

For impedancesZ5 j uZu with mass behavior, the move-
ment of the air mass will be increasingly restricted with in-
crease ofuZu, so that the pressure at the surface increases with
uZu. Figures 6 and 7 also show that the sound field joins more
closely to the cylinder than with the caseZ50. This reduces
the improvement obtained by the headpiece, so it results in a
gradual transition between the extremesZ50 andZ→` ~see
Fig. 9!.

2. Damping impedance

Damping impedancesZ5uZu behave much like mass
character impedances. The decreasing mobility of the added
moving air mass with an increase ofuZu results in increased
sound pressurep(b) near the surface, and again in gradual
transition betweenZ50 andZ→` with an increase inuZu
~see Fig. 9!.

3. Impedance with stiffness character

Impedances with spring characterZ52 j uZu with the
added moving air mass result in a simple resonator system.
The ratio of the current frequencyv and resonance fre-
quency v res5As9/m9 (s95stiffness, m95added moving
mass per unit area! is critical. Below the resonance frequency
the force acting along the spring is larger than the exciting
force. That means that the sound field at the surface of the
cylinder even is larger than for the hard surfaceZ→`, re-
sulting in a negative insertion loss. In the frequency range
above the resonance frequency the force of the spring is
smaller~at higher frequency much smaller! than the exciting
force. Again positive insertion losses are to be expected.

From these considerations it is also possible to derive
the dependence of the absolute value of the impedance at
constant frequencies~see Fig. 9!. Adequately smalluZu cor-
respond to a low-tuned resonator and so, for this case, there
will be real improvements. With risinguZu the resonance will
be tuned to higher frequencies. Above a certain critical im-
pedance the resonance frequency is higher than the observed
frequency. In the range of higher absolute values of the im-
pedance the results are worse than for the~nearly ineffective!
hard-surfaced case. Figure 8 shows the ‘‘overlapping’’ of the
sound field. Obviously the pressure at the surface is higher
than for the caseZ→` in Fig. 5.

This is also clearly demonstrated in Fig. 9. In this case
the average insertion loss is used for reasons of simplicity:

IL5
*15°

90°p2~without headpiece!db

*15°
90°p2~with headpiece!db

. ~8!

In contrast to impedances with mass character and damping
impedances which have monotonic decreasing curves plotted
against the absolute value of the impedance, the average in-
sertion loss with spring character ‘‘jumps’’ at a critical limit
uZucr from positive to negative values. This limit is approxi-
mated from the case of resonance with

uZucr'm9v0 . ~9!

With an estimated thickness of the added moved air layer of
l/2p we obtain

uZucr'rc. ~10!

Figure 9 shows an initial increase inIL with the increase of
stiffness impedance when passinguZu50. This effect cannot
be explained using the principles mentioned, so there must
be an extra physical mechanism. One possible interpretation
is suggested by the intensity in Fig. 10. Obviously the pres-
sure node lies in front of the surface of the cylinder for small
stiffness impedance. So the headpiece is ‘‘acoustically en-

FIG. 9. Average insertion lossIL; b/l50.5; w0590 degrees.

FIG. 10. Distribution of the intensity;b/l51, w0590 degrees; impedance
with stiffness character and small damping.
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larged’’ and this explains the slight increase in insertion loss.
As Fig. 9 shows, the insertion loss abruptly becomes nega-
tive if the impedance exceeds a certain critical value. Nu-
merical calculations show that it will be approximately

uZucr

rc
'A3 b/l. ~11!

D. Implementation

There is a considerable range of impedance for the im-
provement of noise barriers through attached cylinders. Sum-
marizing, a convenient effect is to be expected in the fre-
quency range under consideration if

~i! primarily small damping is considered to reduce the
disadvantages in the range of larger stiffness imped-
ances,

~ii ! a stiffness range to a limit ofZcr9 was considered, and
~iii ! the frequency dependence of impedance, if it has a

mass behavior, should be as small as possible, with
uZ/rcu<2 still being acceptable.

Of course these conditions can only be fulfilled within cer-
tain frequency bands. Helmholtz resonators are suggested be-
cause impedance at their resonance frequencies is only de-
termined by the small damping, the resulting parameters
being selected over a wide frequency range with sufficiently
small impedances.

1. Resonators as headpieces

Figure 11 shows a construction with a cylindrical head-
piece in the form of a Helmholtz resonator with perforated
surface and a segmented cavity for lateral insulation. The
impedance of such a construction is

Z

rc
5

Jda

rc
1 j S vm9

rc
2

s9

vrcD ~12!

in which J is the flow resistivity per unit length of the ab-
sorbing material with the thicknessda ; m9 is the mass per
unit area withm95r(w11.6a)/a, wherew is the thickness
of the shell,a is the radius of the holes, anda is the propor-
tion of the surface covered with holes, ands9 is the stiffness
per unit area withs9/rc5c/h, whereh is the effective depth

of the cavity, h5b/2, and b is the radius of the attached
cylinder.

The design of this resonator follows the same principle
as for absorbing resonators: the alterationdZ/dv of the im-
pedance in a resonant frequency is determined through the
massm9 (dZ/dv52m9 for v5v05As9/m9). To achieve
a large frequency range with a small impedance therefore
requires a sufficiently small mass coating. It is necessary to
tune the desired resonance frequency

v05Arc2

m9h
~13!

by keeping the required mass as small as possible and the
effective depth of the cavityh as large as possible.

The theoretical calculation shows that a significant de-
crease in sound pressure level is feasible in the shadow re-
gion. With no damping and with consideration of resonances
in depth but without lateral resonances

Z

rc
5 j Fvm9

rc
2ctgS kb

2 D G5 j F v

v0

2pm9

rl0
2ctgS p

v

v0

b

l0
D G .

~14!

The multiple~depth! resonancesvn are determined through
the zeros of the impedance with

vnb

c

m9

rb
5ctg

vnb

2c
. ~15!

Figure 12 shows how the frequency dependence of imped-
ance influences the improvement in the shadow region. For
the deepest resonance frequencyf 0 the radius of the cylinder
is a third of the wavelength,b/l05 1

3. The frequency re-
sponseIL can be interpreted easily from the results in the
previous paragraph: in the frequency range just below a reso-
nance there is stiffness behavior in impedance which results
in a negative insertion loss. The wide regions with positive
IL correspond with a mass character in impedance through
which the amount of the impedance increases to an antireso-
nance, describing the~nearly inefficient! case of the hard
impedance.

The disadvantages in the range of stiffness of the imped-
ance can be reduced by fixing absorbing material of a certain
thickness at the hard surface end of the resonator. At lower

FIG. 11. Construction of the cylindrical headpiece in the form of a Helm-
holtz resonator.

FIG. 12. Single resonator, average insertion lossIL, b/l051/3; w0560
degrees.
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frequencies such an absorbing layer does not yet have a
negative effect on the frequency response of the impedance.
Only at higher frequencies, just beginning with the first
higher depth resonance, the dissipation in the absorbing layer
influences the effective impedance: the unfavorable effect of
the absolute impedance of stiffness will be diminished by a
resistive component. The impedanceZ for this headpiece is
given by

Z

rc
5

j vm9

rc
1

~ZA /rc!cos@k~h2d!#1 j sin@k~h2d!#

cos@k~h2d!#1 j ~ZA /rc!sin@k~h2d!#
~16!

@(h2d)5thickness of the remaining ‘‘free air layer’’#. Here
ZA is the impedance of the porous layer~with the thickness
d!,

ZA

rc
52 j

kA

k
ctg~kAd!, ~17!

with the wave number

kA5kA12 j J/vr ~18!

in the absorbing~resistive! material (J5flow resistivity per
length, structure factor, and porosity are set to 1 here for
simplicity!.

Calculated average insertion losses are shown in Figs.
13 and 14. In each case the size of the cylinderb/l0 in the
resonance frequencyf 0 and the filling factorg ~5 absorbing

volume/total volume! is indicated. As can be seen, the fre-
quency response ofIL is well smoothed. Particularly the pe-
riods with negativeIL are less marked, but at the price of a
slight reduction in the frequency ranges with mass character
of the impedance at higher frequencies. At and above the
lowest resonance~the ‘‘Helmholtz resonance’’!, however,
when there was a sufficiently careful application of the ab-
sorbing material, the result is hardly influenced. So there is a
theoretical possibility of reducing the existing frequency se-
lectivity of the headpiece and achieving a broadband effec-
tiveness.

II. EXPERIMENTS

A. Construction of the cylindrical headpiece

As described, a simple Helmholtz resonator with perfo-
rated shell was applied as a headpiece for the measurements.
It consists of three perforated steel tubes~length: 1 m, out-
side diameter: 278 mm, thickness of shell: 1 mm! with holes
~diameter: 12 mm, covering 12% of surface!. The cavity of
the cylinder is divided into six segments by pressboard
~thickness: 8 mm! with a wooden core~diameter 35 mm!
~Fig. 11!.

B. Equipment to measure the intensity and the
insertion loss

The barrier with the attached cylindrical headpieces was
tested in the anechoic room (14 m long39 m wide
38.5 m high). The three cylindrical elements were attached
on a 5-m wall of pressboard~thickness: 22 mm, mass per
area 14 kg/m2!. The upper edge was flushed at each side with
the attached cylinders~Figs. 15 and 16!. To avoid undesir-
able energy transport through the wall and through the at-
tached cylindrical headpieces, a second pressboard wall
~thickness: 16 mm! was fitted on the source side with rubber
elements to the main wall and the floor~thickness of rubber:
1 cm!. To reduce resonances between the two walls, a porous
foam ~thickness: 5 cm! was attached to the main wall. The
segments inside the cylindrical headpiece and the space be-
tween the headpiece and the walls were completely sealed
with a durable elastic material. The second wall was con-
nected through the shell with a radial segmenting plate inside
the headpiece, so the lower cavitiy on the source side was
closed to the outside. With this arrangement energy transport
through the lower cavity should be obstructed, since the en-
ergy flow would have to cross two segmenting plates to
reach the receiver side.

The noise screen butts at both ends onto a highly absorb-
ing wall of the anechoic room, creating a triangular area. To

FIG. 15. Side view of the measurement equipment.

FIG. 13. Average insertion lossIL; b/l051/3; w0560 degrees; filling
factor g50.25.

FIG. 14. Average insertion lossIL; b/l051/3; w0560 degrees;J/rc
51.
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avoid diffraction of sound energy at the vertical edges of the
wall, an extension was created for 35 cm on both sides with
attached pressboard plates~thickness: 16 mm!.

To avoid energy transport at the lower edge of the wall,
the supporting grid of the anechoic room on the source side
was completely covered with pressboard~thickness: 19 mm!
and all slits were sealed. To reduce reflections from the
ground, porous foam~thickness: 50 mm! was laid on the
source side. A multiple loudspeaker~‘‘Dodekaeder’’! was
used as source.

Two series of measurements were taken: in one case the
headpiece was covered with a heavy foil~mass per area: 5
kg/m2! and in the other case the headpiece construction was
uncovered.

1. Measurement of the intensity

The intensity was measured inx and y directions at 42
measurement points near the cylindrical headpiece on a
plane perpendicular to the longitudinal axis of the cylindrical
elements in the center of the wall using a B&K intensity
probe with1

2-in. microphones. The cross power spectrum was

calculated. The upper frequency was 3.2 kHz and band-
limited random white noise was used as source signal.

The source was positioned 190 cm from the wall and
140 cm above the ground.

The intensity was measured twice. In one case the head-
piece was covered with a heavy foil and in the other case the
headpiece was uncovered.

2. Local intensity in 1
3-octave bands

Figure 17~a! shows the intensity with covering, Fig.
17~b! without covering of the headpiece. In the13-octave
bands up tof m5630 Hz there are deteriorations due to the
effect of the headpiece. Fromf m5800 Hz up to f m

52500 Hz obvious improvements are recognizable in the
complete shadow region. Only in the13-octave band with
f m52000 Hz are there small deteriorations for some micro-
phone positions. The improvements are up to 10 dB in the
1
3 -octave band withf m5800 Hz ~Fig. 17!.

3. Measurement of the insertion loss

The sound-induced phenomena are characterized by
strong local variations of sound pressure level. Since this
three-dimensional distribution will be changed by covering
the headpiece, the critical examination of the acoustical ef-
fect of such headpieces for noise barriers requires numerous
measurement positions for the observation of the acoustic
field. For this reason the sound pressure levels were mea-
sured at 32 microphone positions behind the barrier in the
frequency range up to 3.2 kHz~for details see Ref. 29!.

The following measurements represent the insertion loss
ILm in dB resulting from the following level difference:

ILm5L ~with covering!2L ~without covering! . ~19!

L (with covering) characterizes the level measured when the cy-
lindrical headpiece was covered with the heavy foil~mass
per area: 5 kg/m2! andL (without covering)characterizes the level
when the cylindrical headpiece was not covered.

Insertion losses ILm with a positive sign indicate the
real benefit obtained from the effect of the cylindrical head-
piece compared with a construction of the same geometrical
dimensions.

To control the stability of the source equipment, the
sound pressure level was measured with a reference micro-

FIG. 16. Top view of the measurement equipment.

FIG. 17. Distribution of the intensity;
1
3-octave band,f m5800 Hz; ~a! with covering and~b! without covering.
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phone at the beginning and the end of a measurement series.
The differences between these reference levels were less than
1 dB.

Band-limited random noise was used as source signal
and the source was positioned 190 cm from the wall and 28
or 140 cm above the floor.

In Fig. 18 the insertion loss was shown for one micro-
phone position depending on frequency.

In Figs. 19–22 the insertion loss in the frequency range
from 355 to 2800 Hz is shown in one13-octave and three
octave bands as a function of the so-called diffraction angle
b defined in Fig. 2. The squares and the ‘‘plus’’ signs in the
figures are for source position 1~height: 0.28 m! and the
rhombs and the crosses are for source position 2~height:
1.40 m!. The ‘‘plus’’ signs and the crosses correspond to five
positions at a greater distance~7.83 m! from the wall.

The results can be summarized as followed:

~1! Over the frequency range from 280 to 560 Hz the cylin-
drical headpiece on average has a negative effect of 0 to
5 dB in the 1

3-octave bands, which is worst in the band
with the center frequency of 500 Hz. In the octave band
from 355 to 710 Hz the negative effects are from 0 to 3
dB ~see also Fig. 20!.

~2! Over the two octaves from 710 Hz~center frequency
f m5800 Hz) up to the highest measured1

3-octave band
( f m52500 Hz! there are only improvements. In the13-
octave band with the center frequency of 800 Hz the

improvements are from 3 to 7 dB, increasing with an
increase in the diffraction angle up to about 40 degrees
~Fig. 19!. In the range of the diffraction angle from 35 up
to 60 degrees the improvements are to more than 5 dB
with an average of 7 dB. For the following three1

3-octave
bands (f m51000 Hz up tof m51600 Hz) an improve-
ment with the diffraction angle was also obtained of up
to 5 dB. In the highest13-octave band (f m52500 Hz) the
improvements amount to 1 to 3 dB, increasing slightly
with the diffraction angle. When combining the fre-
quency band from 710 to 1400 Hz in one octave band
~Fig. 21! it can be shown that improvements from 2 to 5
dB can be observed depending on the effect of the head-
piece, increasing with the diffraction angle. For the next
octave band~1400–2800 Hz! ~Fig. 22! improvements
from 1 to 3 dB can be observed. Again in this case an
increase of the improvements with the diffraction angle
can be recognized.

C. Conclusion of the results of the measurements

The measurements of the intensity and the insertion loss
show the obvious potential of the cylindrical headpiece.

Summarizing, at the ‘‘best’’ 1
3-octave band withf m

5800 Hz an additional shielding up to 7 dB could be ob-
tained at high diffraction angles due to the headpiece. For the

FIG. 19. Insertion loss ILm~with and without covering!;
1
3-octave band,

f m5800 Hz.

FIG. 20. Insertion loss ILm~with and without covering!; octave band,f m

5500 Hz.

FIG. 18. Insertion loss ILm~with and without covering!: height of source:
0.28 m; distance to the wall: 2.60 m; height above ground: 0.65 m; and
diffraction angle: 50 degrees.

FIG. 21. Insertion loss ILm~with and without covering!; octave band,f m

51000 Hz.
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‘‘best’’ octave band withf m51000 Hz and high diffraction
angles the improvements are up to 5 dB. The results for the
headpiece do not include the effects from the longer geo-
metrical path of the sound over the headpiece, as is common
in the literature. However, the results remain below the the-
oretical expectations, especially at larger angles of diffrac-
tion. The next section tries to explain this and to find a strat-
egy for future improvements.

III. DISCUSSION

A. Influence of transverse coupling in the cylindrical
segments

The essential aspect of diffraction at noise barriers is
that the surrounding volume and energy flow near the edge is
the determining source for the shadow region. Therefore, it is
important to reduce the energy flow transported tangentially
past the headpiece, simultaneously realizing a ‘‘turn away’’
of the incident sound to other regions.

The ~nearly! ideal headpiece for noise barriers therefore
has a constant impedance along its circumference on the sur-

face of Z50. Because there is also no developing velocity
tangential to the surface, there is no volume flow or transport
from active intensity near the surface, so that the desired
effect will be achieved.

Tangential transient effects near the surface therefore
always result in a worsening of the shielding effect. They
could be due to a divergence from the ‘‘ideal value’’ imped-
anceZ50 as described in Sec. I C. The energy transport
along the headpiece could also occur through locally varying
transverse distribution in the segments~with finite width! of
the cylindrical headpiece. To examine the influence of trans-
verse coupling, the sound field was calculated inside and in
front of a covered headpiece in which the local field distri-
bution in the independent segments would be considered us-
ing wave equation solutions and with the inner part of the

FIG. 22. Insertion loss ILm~with and without covering!; octave band,f m

52000 Hz.

FIG. 23. Distribution of the intensity; hard-surfaced cylinder (Z→`).

FIG. 24. Distribution of the intensity; six segments~calculated in the fun-
damental resonance frequencyf 0).

FIG. 25. Distribution of the intensity; 12 segments~calculated in the fun-
damental resonance frequencyf 0).
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cylindrical headpiece separated from the outer space by cov-
ering with a mass per aream9.

A graphical description of the results is shown in Figs.
23–26 with the local distribution of the active intensity
(b/l50.5 in all cases!. Figure 23 shows the case of a hard
surface, Fig. 26 the case of a soft surface (Z50), and Figs.
24 and 25 demonstrate the realistic cases of a segmented
cylindrical headpiece with 6 or 12 equal segments. It can be
seen that compared with the ‘‘ideal case’’Z50, six seg-
ments cause a distinctly higher energy transport. The im-
provement of a ‘‘real headpiece’’ is therefore smaller then
expected for the ‘‘ideal case’’Z50. Doubling the number of
segments~Fig. 25! produces a case close to the locally inde-
pendent impedanceZ50. It is clear that the pressure buildup
at the surface of the cylindrical headpiece, which is not pos-
sible for a constant impedanceZ50, creates an infiltration of
the field into the segments of the real construction. The
sound field is joining more closely to the surfacer 5b, re-
sulting in a higher energy transport to the shadow region.

The results can be seen on the calculated far-field inser-
tion loss ~compared with the screens without headpiece,b
50). Figures 27 and 28 show the curve depending on the
diffraction angle. The frequency was varied in13-octave
bands. On the left side is the ‘‘real case’’ and on the right
side the ‘‘ideal case’’]Z/]w50. The parameters are ap-
proximately in accordance with the test assembly when the
frequency f is in the range 700 Hz< f <1400 Hz (b/l5 1

3

corresponds to the resonance frequency atf 5700 Hz). Fig-
ure 27 shows the comparison with the case with six segments
which was also used for the measurements. The real effect is
distinctly less than that expected from the idealization, and at
the same time the negative insertion loss at the highest fre-
quency approaches zero (b,60 degrees!. These tendencies
are reflected well in the earlier results mentioned. Only if the
number of segments is increased, insertion loss does approxi-
mate the optimum possible value. Figure 28 shows the case
of 12 segments at which nearly no differences to the constant
impedance were observed. Further evaluations with eight

and ten segments show a gradual transition between Figs. 27
and 28. For 10 segments the insertion losses are only slightly
lower than for 12 segments. It is concluded that the influence
of the limited width of the segments has been underestimated
in the past. In the next phase of the project this effect will
receive more attention.

Although the simple structure with six segments re-
mained below the optimum, relevant results were neverthe-
less obtained.

IV. CONCLUSION

A principle for the improvement of noise barriers with
~nearly! no increase in height through a ‘‘sound deflecting
surface design’’ of headpieces was shown—expressed by the
acoustical surface impedance ‘‘near zero.’’ A deflection of
the incident sound is possible in principle away from the
shadow region. The acoustical shadow region is then more
pronounced. In this case the absorption at the headpieces is
only of secondary importance. The predicted effects could
largely be verified for a cylinder with Helmholtz resonators.
The design of the cylinder~in segments! was found to be less
than optimum.

FIG. 26. Distribution of the intensity; soft-surfaced cylinder (Z50).

FIG. 27. Far-field insertion loss IL;b/l5
1
3 specify the lowest resonance

(Z50). Left side: segmented cylinder with six caverns. Right side: cylinder
with constant impedance.w0575 degrees; from outside to inside:b/l

5
1
3;

1
3321/3;

1
3322/3;

2
3.

FIG. 28. Far-field insertion loss IL. Left side: segmented cylinder with 12

segments. Right side: cylinder with constant impedance.b/l5
1
3 specify the

lowest resonance (Z50); w0575 degrees; from outside to inside:b/l

5
1
3;

1
3321/3;

1
3322/3;

2
3.
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Future work will be aimed at improving results and in-
creasing the available bandwidth by the selection of proper
frequency responses of the impedance.
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Wideband quantitative ultrasonic imaging by time-domain
diffraction tomography
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A quantitative ultrasonic imaging method employing time-domain scattering data is presented. This
method provides tomographic images of medium properties such as the sound speed contrast; these
images are equivalent to multiple-frequency filtered-backpropagation reconstructions using all
frequencies within the bandwidth of the incident pulse employed. However, image synthesis is
performed directly in the time domain using coherent combination of far-field scattered pressure
waveforms, delayed and summed to numerically focus on the unknown medium. The time-domain
method is more efficient than multiple-frequency diffraction tomography methods, and can, in some
cases, be more efficient than single-frequency diffraction tomography. Example reconstructions,
obtained using synthetic data for two- and three-dimensional scattering of wideband pulses, show
that the time-domain reconstruction method provides image quality superior to single-frequency
reconstructions for objects of size and contrast relevant to medical imaging problems such as
ultrasonic mammography. The present method is closely related to existing synthetic-aperture
imaging methods such as those employed in clinical ultrasound scanners. Thus, the new method can
be extended to incorporate available image-enhancement techniques such as time-gain
compensation to correct for medium absorption and aberration correction methods to reduce error
associated with weak scattering approximations. ©1999 Acoustical Society of America.
@S0001-4966~99!04612-3#

PACS numbers: 43.20.Fn, 43.60.Rw, 43.80.Vj, 43.20.Px@ANN#

INTRODUCTION

Quantitative imaging of tissue properties is a potentially
useful technique for diagnosis of cancer and other pathologi-
cal conditions. Inverse scattering methods such as diffraction
tomography can provide quantitative reconstruction of tissue
properties including sound speed, density, and absorption.
However, although previous inverse scattering methods have
achieved high resolution and quantitative accuracy, such
methods have not yet been incorporated into commercially
successful medical ultrasound imaging systems.

Current inverse scattering methods are lacking in several
respects with respect to conventional B-scan and synthetic
aperture imaging techniques. Previous methods of diffraction
tomography, including methods based on the Born and Ry-
tov approximations,1,2 and higher-order nonlinear
approaches,3,4 have usually been based on single-frequency
scattering, while current diagnostic ultrasound scanners em-
ploy wideband time-domain signals. The use of wideband
information in image reconstruction is known to provide in-
creased point and contrast resolution,5,6 both of which are
important for medical diagnosis.5,7,8

Several approaches have been used to incorporate wide-
band scattering information into quantitative ultrasonic im-
aging. One group of methods employs time-domain tomog-
raphy based on Radon-transform relationships that hold
~under the assumption of weak scattering! between scattered
acoustic fields and the reflectivity or scattering strength of
the medium. Pioneering work in this area9,10 employed mea-
surements of reflectivity in pulse-echo mode, while later
studies have incorporated aberration correction11,12 and
multiple-angle scattering measurements.13,14 A limitation of

these methods, however, is that the Radon transform rela-
tionship strictly holds only when the medium is insonified by
an impulsive~infinite bandwidth! wave. When pulses of fi-
nite bandwidth are employed, image quality can degrade
significantly.15

A number of linear and nonlinear diffraction tomogra-
phy methods have been implemented using scattering data
for a number of discrete frequencies~e.g., Refs. 16–19!. Al-
though use of multiple-frequency data provides improve-
ments in image quality, computational requirements for
multiple-frequency imaging are typically large because the
computational cost is proportional to the number of frequen-
cies employed. To achieve image quality competitive with
present diagnostic scanners, together with quantitative imag-
ing of tissue properties, present frequency-domain methods
may require solution of the inverse scattering problem for
many frequencies within the bandwidth of the transducer
employed. This approach thus demands a high computational
cost, so that high-quality real-time imaging may not be pres-
ently feasible using current frequency-domain inverse scat-
tering methods.

Very few previous workers have investigated direct use
of time-domain waveform data for inverse scattering meth-
ods analogous to frequency-domain diffraction tomography.
Several methods20,21 have used frequency decomposition of
scattered pulses to construct a wideband estimate of the spa-
tial Fourier transform of an unknown medium; after appro-
priate averaging and interpolation, this transform can be in-
verted to obtain a wideband Born reconstruction of the
medium. A study reported in Ref. 22 has showed that broad-
band synthetic aperture imaging using linear arrays is closely
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related to inverse scattering using filtered backpropagation.
A related method, suggested in Ref. 23, provides a time-
domain reconstruction algorithm that employs filtered back-
propagation of scattered waveforms measured on a circular
boundary. However, the time domain reconstruction formula
of Ref. 23 yields reconstructions that are less general than
multiple-frequency reconstructions obtained using the same
signal bandwidth.

Another approach, related both to multiple-frequency
methods and direct time-domain methods, has recently been
presented.24 This work extends the eigenfunction method of
Ref. 19 to use the full bandwidth of the incident pulse wave-
form. In the extended method, eigenfunctions and eigenval-
ues of a scattering operator are computed to obtain a
frequency-dependent representation of the scattering me-
dium. Fourier synthesis is then applied to obtain a time-
dependent estimate of the medium. A cross-correlation op-
eration removes the time dependence of the estimate as well
as its dependence on the waveform employed.

The present paper offers a new approach to wideband
quantitative imaging: a time-domain inverse scattering
method that overcomes some of the limitations of previous
frequency-domain and time-domain quantitative imaging
methods. The new method provides tomographic reconstruc-
tions of unknown scattering media using the entire available
bandwidth of the signals employed. Reconstructions are per-
formed using scattering data measured on a surface sur-
rounding the region of interest, so that the method is well
suited to ultrasonic mammography. The reconstruction algo-
rithm is derived as a simple delay-and-sum formula similar
to synthetic-aperture algorithms employed in conventional
clinical scanners. However, unlike current clinical scanners,
the present method can provide quantitative images of tissue
properties such as the spatially dependent sound speed. Re-
constructions obtained in this manner are equivalent to re-
constructions obtained by combining conventional
frequency-domain diffraction tomography reconstructions
for all frequencies within the signal bandwidth of interest.
The current method, however, can be even more efficient
than single-frequency diffraction tomography. The method is
applicable both to two-dimensional and three-dimensional
image reconstruction. The direct time-domain nature of the
reconstruction algorithm allows straightforward incorpora-
tion of depth- and frequency-dependent amplitude correction
to compensate for medium absorption as well as aberration
correction methods to overcome limitations of the Born ap-
proximation.

I. THEORY

A. The time-domain reconstruction algorithm

An inverse scattering algorithm, applicable to quantita-
tive imaging of tissue and other inhomogeneous media, is
derived below. For simplicity of derivation, the medium is
modeled as a fluid medium defined by the sound speed con-
trast function

g~r !5
c0

2

c~r !2
21, ~1!

wherec0 is a background sound speed andc(r ) is the spa-
tially dependent sound speed defined at all pointsr . For the
scope of the initial derivation, the medium is assumed to
have constant density, no absorption, and weak scattering
characteristics; extensions to the reconstruction algorithm
that overcome these limiting assumptions are discussed in
the following section.

For the model of the scattering medium represented by
Eq. ~1!, the time-domain scattered acoustic pressureps(r ,t)
obeys the wave equation25

¹2ps~r ,t !2
1

c0
2

]2ps~r ,t !

]t2
5

g~r !

c0
2

]2p~r ,t !

]t2
, ~2!

wherep(r ,t) is the total acoustic pressure in the medium.
The scattering configuration considered here is sketched

in Fig. 1. The medium is subjected to a pulsatile plane wave
propagating in the direction of the unit vectora,

pinc~r ,a,t !5 f ~ t2r–a/c0!, ~3!

where f is the time-domain waveform andc0 is the back-
ground sound speed. The scattered wavefieldps(u,a,t) is
measured at a fixed radiusR in the far field, whereu corre-
sponds to the direction unit vector of a receiving transducer
element.~Alternatively, if scattering measurements are made
in the near field, the far-field acoustic pressure can be com-
puted using exact transforms that represent propagation
through a homogeneous medium.16!

A general time-domain solution for the wave equation
~2!, valid for two-dimensional~2D! or three-dimensional
~3D! scattering, is then

ps~u,a,t !5E
2`

`

p̂s~u,a,v!e2 ivtdv, ~4!

where p̂s(u,a,v) is a single frequency component of the
scattered wavefield,

p̂s~u,a,v![
1

2p E
2`

`

ps~u,a,t !eivtdt, ~5!

given exactly by25

p̂s~u,a,v!5k2 f̂ ~v!E G0~Ru2r0 ,v!

3g~r0! p̂~r ,a,v!dV0 . ~6!

In Eq. ~6!, k is the wave numberv/c0 and p̂(r0 ,a,v) is the
total acoustic pressure associated with the unit-amplitude in-
cident plane waveeika–r0. The integral in Eq.~6! is taken
over the entire support ofg in R2 for 2D scattering or inR3

FIG. 1. Scattering configuration. An incident pressure pulsef (t2a•r /c) is
scattered by an inhomogeneous medium and the time-domain scattered pres-
sureps(u,a,t) is measured at a radiusR in the far field.
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for 3D scattering. The free-space Green’s function, repre-
sented by G0 in Eq. ~6!, is26

G0~r ,v!5
i

4
H0

(1)~kr ! for 2D scattering

and ~7!

G0~r ,v!5
eikr

4pr
for 3D scattering,

where H0
(1) is the zeroth-order Hankel function of the first

kind andr is the magnitude of the vectorr .
The far-field scattered pressure, when specified for all

incident-wave directionsa, measurement directionsu, and
times t, comprises the data set to be used for reconstruction
of the unknown medium. The inverse scattering problem,
specified by Eq.~6! for a single frequency component, is to
reconstruct the unknown medium contrastg(r ) using the
measured datap̂s(u,a,v).

The starting point for the present time-domain inverse
scattering method is conventional single-frequency diffrac-
tion tomography. Under the assumption of weak scattering,
one can make the Born approximation, in which the total
pressurep̂(a,v) in Eq. ~6! is replaced by the plane wave
eikr–a. For scattering measurements made at a radiusR in the
far field, the linearized inverse problem of Eq.~6! can be
then solved for any frequency component using filtered
backpropagation,2,16,27 i.e.,

gB~r ,v!5
m̂~v!e2 ikR

f̂ ~v!
E E F~u,a!

3 p̂s~u,a,v!eik(u2a)•rdSadSu , ~8!

where

m̂~v!52A kR

8ip3
,

F~u,a!5usin~u2a!u in 2D,

and ~9!

m̂~v!5
kR

4p3
, F~u,a!5uu2a u in 3D.

Each surface integral in Eq.~8! is performed over the entire
measurement circle for the 2D case and over the entire mea-
surement sphere for the 3D case. Equation~8! provides an
exact solution to the linearized inverse scattering problem for
a single frequency component of the scattered wavefield
ps(u,a,t). The resulting reconstruction,gB(r ,v), has spatial
frequency content limited by the ‘‘Ewald sphere’’ of radius
2k in wavespace.1

To improve upon the single-frequency formulas speci-
fied by Eq.~8!, one can extend the spatial-frequency content
of reconstructions by exploiting wideband scattering infor-
mation. The method outlined here synthesizes a ‘‘multiple-
frequency’’ reconstructiongM(r ) by formally integrating
single-frequency reconstructionsgB(r ,v) over a range of
frequenciesv. A generalized formula for this approach can
be written

gM~r !5
*0

`ĝ~v!gB~r ,v!dv

*0
`ĝ~v!dv

, ~10!

where ĝ(v) is an appropriate frequency-dependent weight-
ing function. In practice, the weighting functionĝ(v) is cho-
sen to be bandlimited because~for a given set of physical
scattering measurements! the frequency-dependent contrast
gB(r ,v) can only be reliably reconstructed for a finite range
of frequenciesv associated with the spectra of the incident
waves employed. Thus, the integrands in Eq.~10! are non-
zero only over the support ofĝ(v) and the corresponding
integrals are finite.

Using Eq.~8!, and making the definition

N[2E
0

`

ĝ~v!dv, ~11!

Eq. ~10! can be written in the form

gM~r !5
2

N
E

0

`

ĝ~v!
m̂~v!e2 ikR

f̂ ~v!
E E F~u,a!

3 p̂s~u,a,v!eik(u2a)•rdSadSudv. ~12!

If the frequency weightĝ(v) is now specified to incor-
porate the incident-pulse spectrumf̂ (v) and to compensate
for the frequency- and dimension-dependent coefficient
m̂(v),

ĝ~v!5
f̂ ~v!

m̂~v!
, ~13!

Eq. ~12! reduces to the form

gM~r !5
2

N E E F~u,a!E
0

`

p̂s~u,a,v!

3e2 ik[R1(a2u)•r ]dvdSadSu . ~14!

The choice of frequency weight from Eq.~13! allows the
multiple-frequency reconstruction formula of Eq.~12! to be
greatly simplified. Specifically, the inner integral of Eq.~14!
resembles a weighted inverse Fourier transform of the
frequency-domain scattered fieldp̂(u,a,v). To obtain an
explicit time-domain expression forgM(r ), Eq. ~14! can be
rewritten using the definition ofp̂s(u,a,v) from Eq. ~5! to
yield

gM~r !5
1

N E E F~u,a!

3L FpsS u,a,R/c01
~a2u!•r

c0
D GdSadSu , ~15!

whereL denotes the linear operator

L @c~ t !#52E
0

`

ĉ~v!e2 ivtdv ~16!

and ĉ(v) is the Fourier transform ofc(t) using the defini-
tion from Eq.~5!.

Using the conjugate symmetry ofĉ(v) @i.e.,
ĉ(u,a,v)5ĉ* (u,a,2v) for any realc(t)], the real part of

3063 3063J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 T. Douglas Mast: Time-domain diffraction tomography



L @c(t)# is shown to be simplyc(t). Similarly, using the
convolution theorem as well as the conjugate symmetry of
c(t), the imaginary part ofL @c(t)# is seen to be an inverse
Hilbert transform28 of c(t),

Im@L @c~ t !##52
1

p E
2`

` c~t!

t2t
dt5H21@c~ t !#. ~17!

This transform, also known as a quadrature filter, applies a
phase shift ofp/2 to each frequency component of the input
signal.

Thus, the time-domain reconstruction formula can fi-
nally be written

gM~r !5
1

N E E F~u,a!S ps~u,a,t!

1 iH21@ps~u,a,t!# DdSadSu , ~18!

where

t5R/c01
~a2u!•r

c0
. ~19!

The direction-dependent weightF(u,a), which is the same
as the ‘‘filter’’ employed in single-frequency filtered back-
propagation, is given for the 2D and 3D cases by Eq.~9!.

Equation~18! is notable in several respects. First, it pro-
vides a linearized reconstruction that employs scattering in-
formation from the entire signal bandwidth without any fre-
quency decomposition of the scattered wavefield. Second,
the delay termt corresponds exactly to the delay required to
construct a focus at the pointr by delaying and summing the
scattered wavefieldps(u,a,t) for all measurement directions
u and incident-wave directionsa. Thus, the time-domain
reconstruction formula given by Eq.~18! can be regarded as
a quantitative generalization of confocal time-domain syn-
thetic aperture imaging, in which signals are synthetically
delayed and summed for each transmit/receive pair to focus
at the image point of interest.22,29,30

A reconstruction formula similar to, although less gen-
eral than, Eq.~18! was independently derived in Ref. 23 for
the two-dimensional inverse scattering problem. In view of
the present derivation, the method of ‘‘probing by plane
pulses’’ in Ref. 23 can be regarded to yield a multiple-
frequency reconstruction of Re@gM(r )#, while the present
method yields the complex functiongM(r ). In Ref. 23, this
method was proposed as a more convenient way to imple-
ment narrow-band diffraction tomography. However, the nu-
merical results given below show that the reconstruction for-
mula of Eq. ~18!, when directly implemented using
wideband signals, provides considerable improvement in im-
age quality over narrow-band reconstructions.

Reconstructions using Eq.~18! can be performed using
any pulse waveform. However, the frequency compounding
defined by Eq.~10! is most straightforwardly interpreted if
the frequency weightĝ(v) has a phase that is independent of
frequency. This criterion can be met, for instance, if the in-
cident pulse waveformf (t) is even in time,

f ~ t !5 f ~2t !, ~20!

so that f̂ (v) is purely real.@Similarly, if the incident pulse
waveform is odd in time,f̂ (v) is purely imaginary and Eq.
~18! can still be employed.#

However, supposition of a frequency-independent phase
for f̂ (v) does not result in any loss of generality. For any
linear-phase signal, such that the Fourier transform has the
form

f̂ ~v!5u f̂ ~v!ueivz, v.0, ~21!

an additional delay term of magnitudez can be applied to all
scattered signals to obtain the signals associated with the
purely-real spectrumu f̂ (v)u. In general, the scattered field
associated with a desired waveformf (t) can be determined
for an arbitrary waveformu(t) from the deconvolution op-
eration

@ps~u,a,t !# f (t)5F21F f̂ ~v!

û~v!
@ps~u,a,t !#u(t) G . ~22!

For stable deconvolution using Eq.~22!, the desiredf̂ (v)
should not have significant frequency components outside
the bandwidth ofû(v).

B. Extensions to the reconstruction algorithm

For large tissue structures at high ultrasonic frequencies,
weak scattering approximations such as the Born approxima-
tion are of limited validity. Thus, for problems of interest to
medical ultrasonic imaging, reconstructed image quality can
be improved by aberration correction methods that incorpo-
rate higher-order scattering and propagation effects. The
present time-domain reconstruction formula~18! provides a
natural framework for quantitative imaging with aberration
correction. In general, if the background medium is known
or can be estimated, the received scattered signals can be
processed to provide an estimate of the scattered field that
would be measured for the same scatterer within a homoge-
neous background medium. This approach essentially re-
moves higher-order scattering effects from the measured far
field scattering, so that a Born inversion can be performed on
the modified data; similar processes occur implicitly in many
nonlinear inverse scattering methods.31

For example, a simple implementation of aberration cor-
rection can be derived if one makes the assumption that
background inhomogeneities result only in cumulative de-
lays ~or advances! of the incident and scattered wavefronts.
This crude model does not include many propagation and
scattering effects important to ultrasonic aberration, but has
been shown to provide a reasonable first approximation of
local delays in wavefronts propagating through large-scale
tissue models.32,33 Given this approximation, the total delay
for an anglef and a point positionr is given by

dt~f,r !5E
j
c~j!21dj2

R

c0
, ~23!

where the integral is performed along the line that joins the
spatial pointsr and Rf, Aberration-corrected reconstruc-
tions can then be performed using Eq.~18! with t replaced
by the corrected delay term
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t→R/c01
~a2u!•r

c0
1dt~a,r !1dt~u,r !. ~24!

Improved approximations could be obtained by application
of the delay functiondt(f,r ) after numerical backpropaga-
tion of the far-field scattered wavefronts through a homoge-
neous medium34,35 or by compensation for both delay and
amplitude variations.36,37More general, although much more
computationally expensive, aberration correction could also
be performed by synthetic focusing using full-wave numeri-
cal computation of acoustic fields within an estimated real-
ization of the unknown medium. A method of this kind has
been implemented, within the context of a frequency-domain
diffraction tomography method, in Ref. 19.

The present imaging method has been derived using
simplifying assumptions including zero absorption and con-
stant density for the scattering medium. However, these as-
sumptions do not substantially restrict the validity of the
method. For example, the effect of absorption can be reduced
using time-gain compensation, with or without frequency-
dependent corrections,38 of received scattered signals for
each transmit/receive pair. Such time-gain compensation
could be performed either using an estimated bulk attenua-
tion for the medium~as with current clinical ultrasound scan-
ners!, or by implementation of an adaptive attenuation model
in a manner similar to the time-shift compensation scheme
discussed above.

Inclusion of density variations as well as sound speed
variations adds additional complication to the time-domain
diffraction tomography algorithm derived here. For single-
frequency diffraction tomography in the presence of sound
speed and density variations, the quantitygB(r ,v) recon-
structed by Eq.~8! can be shown39 to provide an estimate of
a physical quantity that depends both on sound speed varia-
tions and density variations. In the notation used here, this
quantity can be written

g8~r !5g~r !2g~r !gr~r !1
1

2k2
¹2gr~r !, ~25!

where the density variation is definedgr512r0 /r(r ).
Thus, for time-domain reconstructions of media with density
variations, the reconstruction formula of Eq.~18! will pro-
vide the estimate

gM~r !'g~r !2g~r !gr~r !1
1

2k0
2

¹2gr~r !, ~26!

where k0 is the wave number corresponding to the center
frequency of the pulse employed. For media such as human
tissue, where density variations are fairly small and abrupt
density transitions are rare, the last two terms of Eq.~26! are
small compared tog(r ), so that the reconstruction algorithm
derived above can still be regarded to provide an image of
the sound-speed variation functiong(r ). However, if de-
sired, a reconstruction employing pulses with two distinct
center frequencies could allow separation of sound speed and
density variations by techniques similar to those described in
Ref. 16 or 39.

II. COMPUTATIONAL METHODS

The time-domain inverse scattering method described
above has been tested with 2D and 3D synthetic data pre-
pared using three numerical methods: a Born approximation
method for point scatterers and 3D slabs, an exact series
solution for cylindrical inhomogeneities, and ak-space
method for arbitrary 2D inhomogeneous media.

The time-domain waveform employed for all the com-
putations reported here was

f ~ t !5cos~v0t !e2t2/(2s2), ~27!

wherev052p f 0 for a center frequency off 0 and s is the
temporal Gaussian parameter. This waveform has the real,
even Fourier transform

f̂ ~v!5As2

8p
~e2s2(v2v0)2/21e2s2(v1v0)2/2!. ~28!

Values used for the computations reported here weref 0

52.5 MHz ands50.25 ms, so that the26 dB bandwidth
of the signal was 1.5 MHz. These parameters correspond
closely to those of an existing 2048-element ring
transducer.40

For the case of point scatterers, the contrast functiong
was assumed to take the form

g~r !5(
1

M

m jd~r2r j !. ~29!

Using the far-field form of the 2D Green’s function and ne-
glecting multiple scattering, Eq.~6! for the scattered far field
can be rewritten as

p̂s~u,a,v!52k2A i

8pkR
f̂ ~v!(

j
m je

ik(a2u)•r j ~30!

for each frequency component of interest. Time-domain
waveforms were synthesized by using Eq.~30! for each fre-
quency with f̂ (v).1023 and inverting the frequency-
domain scattered wavefield by a fast Fourier transform~FFT!
implementation of Eq.~4!. The temporal sampling rate em-
ployed was 10 MHz. An analogous formula, with a different
multiplicative constant, was also employed for the 3D case.

The Born approximation was also used to compute
three-dimensional scattering for slab-shaped objects defined
by the equation

g~r !5g0H~ax2uxu!H~ay2uyu!H~az2uzu!. ~31!

For this object, the linearized forward problem can be solved
analytically. Under the Born approximation, the frequency-
domain scattered far field has the form

p̂s~u,a,v!52 f̂ ~v!g0axayaze
ikR/~pR!

3
sin@kLx~a2u!•ex#

kLx~a2u!•ex

sin@kLy~a2u!•ey#

kLy~a2u!•ey

3
sin@kLz~a2u!•ez#

kLz~a2u!•ez
, ~32!

whereex , ey , andez represent unit vectors in thex, y, andz
directions. The time domain scattered pressureps(u,a,t) is
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obtained, as for the point scatterer case described above, by
inverse transformation of the frequency-domain wavefield
for all frequencies within the bandwidth of interest.

For 2D cylindrical inhomogeneities, an analogous pro-
cedure was followed, except that the frequency-domain scat-
tered wavefieldp̂s(u,a,v) was computed using an exact se-
ries solution25 for each frequency component of interest. In
implementation of the series solution, summations were trun-
cated when the magnitude of a single coefficient dropped
below 10212 times the sum of all coefficients.

Solutions were also obtained for arbitrary 2D inhomoge-
neous media using a time-domaink-space method.41 Grid
sizes of 2563256 points, a spatial step of 0.0833 mm, and a
time step of 0.02734ms were employed. Scattered acoustic
pressure signals on a circle of virtual receivers were recorded
at a sampling rate of 9.144 MHz. The receiver circle, which
had a radius of 3.0 mm in these computations, completely
contained the inhomogeneities used. Far-field waveforms
were computed by Fourier transforming the time-domain
waveforms on the near-field measurement circle, transform-
ing these to far-field waveforms for each frequency using a
numerically exact transformation method,16 and performing
inverse Fourier transformation to yield time-domain far-field
waveforms. All forward and inverse temporal Fourier trans-
forms, as well as angular transforms occurring in the near-
field-far-field transformation,16 were performed by FFT.

The time-domain imaging method was directly imple-
mented using Eq.~18!, evaluated using straightforward nu-
merical integration over all incident-wave and measurement
directions employed. The reconstruction formula employed
can be explicitly written as

gM~r !5
1

N2D
E

0

2pE
0

2p

usin~a2u!uS ps~u,a,t!

1 iH21@ps~u,a,t!# D dadu,

~33!

t5R/c01
~cosa2cosu!•x1~sina2sinu!•y

c0

for the 2D case, wherea andu are the angles corresponding
to the direction vectorsa andu, and as

gM~r !5
1

N3D
E

0

2pE
0

pE
0

2pE
0

p

ua2uuS ps~u,a,t!

1 iH21@ps~u,a,t!# D sin~Fa!sin~Fu!dFa

3dQadFudQu ,

t5R/c01
~a2u!•r

c0
, ~34!

a2u5~cosQa sinFa2cosQu sinFu!•ex

1~sinQa sinFa2sinQu sinFu!•ey

1~cosFa2cosFu!•ez

for the 3D case, whereQa andFa are direction angles for
the incident-wave directiona and Qu and Fu are direction

angles for the measurement directionu. For each case, the
normalization factorN was determined from Eq.~11! with
ĝ(v)5 f̂ (v)/m̂(v) and m(v) given by Eq. ~9!. Before
evaluation of the argumentt for each signal, the time-
domain waveforms were resampled at a sampling rate of 16
times the original rate. This resampling was performed using
FFT-based Fourier interpolation. The inverse Hilbert trans-
form was performed for each signal using an FFT implemen-
tation of Eq.~16!. Values of the pressure signals at the time
t were then determined using linear interpolation between
samples of the resampled waveforms. The integrals of Eqs.
~33! and ~34! were implemented using discrete summation
over all transmission and measurement directions employed.

Computations were also performed using the time-
domain diffraction tomography algorithm for limited-
aperture data. For these reconstructions, the integrals of Eq.
~33! were evaluated only for angles corresponding to trans-
mitters and receivers within a specified aperture of angular
width fap, i.e.,

uau<fap/2, uu2pu<fap/2. ~35!

Use of a small value forfap corresponds to use of a small
aperture in pulse-echo mode.

FIG. 2. Point-spread functions for time-domain and single-frequency dif-
fraction tomography methods. In each panel, the vertical scale corresponds
to the relative amplitude of the reconstructed contrastg(r ), while the hori-
zontal scale corresponds to number of wavelengths at the center frequency.
~a! Two-dimensional case.~b! Three-dimensional case.
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III. NUMERICAL RESULTS

Two-dimensional and three-dimensional point-spread
functions ~PSF! for the present time-domain diffraction to-
mography method are illustrated in Fig. 2. The time-domain
reconstructions shown here, like the other time-domain re-
constructions shown in this paper, were obtained using a
incident pulse of center frequency 2.5 MHz and a Gaussian
envelope corresponding to a26 dB bandwidth of 1.5 MHz.
Point-spread functions were determined by reconstructing a
point scatterer located at the origin. For the 2D case, in
which the point scatterer can be regarded as a thin wire,
synthetic scattering data was obtained using the Born ap-
proximation method outlined above for 16 incident-wave di-
rections and 64 measurement directions. The 3D time-
domain reconstruction was obtained using Born data for 72
incident-wave directions and 288 measurement directions,
each evenly spaced on a rectangular grid defined by the
anglesQ and F. For comparison, analogous point-spread
functions are also shown for standard frequency-domain dif-
fraction tomography reconstructions using single-frequency
~2.5 MHz! data.

For the 2D case illustrated in Fig. 2, the time-domain
PSF has a slightly narrower peak, indicating that point reso-
lution has been slightly improved by the increased band-
width employed in the time domain method. More signifi-
cantly, sidelobes of the time-domain PSF are significantly
smaller than those for the single-frequency PSF~the first
sidelobe is reduced by 7 dB, while the second is reduced by
19 dB!, so that contrast resolution for time-domain diffrac-
tion tomography is seen to be much higher than for single-
frequency diffraction tomography. For the 3D case, the time-
domain reconstruction shows a much more dramatic
improvement over the single-frequency reconstruction. In
this case, the time-domain solution shows significant in-
creases in both the point resolution~PSF width at half-
maximum reduced by 27%! and contrast resolution~first
sidelobe reduced by 13 dB and second sidelobe reduced by
18 dB!. Furthermore, a comparison of the PSFs for 2D and
3D time-domain reconstruction indicates that much higher
image quality is achievable for 3D time-domain imaging
than for the 2D case. This increase in image quality suggests
that the time-domain diffraction tomography method pro-
posed here may benefit from the overdetermined nature of
the general wideband 3D inverse scattering problem.42,43

The effect of transmit and receive aperture characteris-
tics on image quality is illustrated in Fig. 3. Panels~a! and
~b! of Fig. 3 show the point-spread function for a number of
aperture configurations, each employing 64 measurement di-
rections. Figure 3~a! shows the point-spread function for re-
constructions obtained using 1, 4, 8, and 16 incident-wave
directions. The point scatterer is clearly imaged even for the
reconstruction using one incident-wave direction. Optimal
image quality~indistinguishable from reconstructions with
64 incident-wave directions! is obtained for 16 incident-
wave directions, so that scattering data obtained using one
incident-wave direction for each group of four measurement
directions appears to be sufficient for the present reconstruc-
tion method.

The effect of limited view range on the point spread

function is also illustrated in Fig. 3. Panel~b! shows the
point-spread function for four differently limited apertures,
while panel~c! shows reconstructions of a homogeneous cyl-
inder (a51.0 mm,g50.02) for the same apertures. In each
case, limitation of the transmit and receive apertures to
angles near the backscatter direction~aperture sizep/2) re-
sults in images that resemble a conventional B-scans. Use of
apertures corresponding to pulse-echo mode in the large-
aperture limit~aperture sizep) yield higher resolution in all
directions. Using three-fourths of a circular aperture~size
3p/2) yields image quality close to that for the full aperture
(2p) case. The characteristics of all these images result from
the set of spatial-frequency vectors interrogated by each
group of scattering measurements.1 Apertures with only a
limited range of transmit and receive directions@e.g., the
‘‘b-scan’’ apertures shown in the first column of panels~b!
and ~c!# provide only information corresponding to large
spatial frequency vectors oriented nearly on-axis, so that
such images mainly show those edges that are nearly perpen-
dicular to the axis of the aperture.

Reconstructions performed using exact solutions for
scattering from cylindrical inhomogeneities provide a
straightforward means to assess the accuracy of the time-
domain scattering method for a range of object sizes and
contrasts. A number of example reconstructions are shown in
Figs. 4 and 5. The number of measurement directions for all
cylinder reconstructions was chosen based on an empirical
test of the number required for a satisfactory image of a
homogeneous cylinder; for a cylinder of radius 1 mm, the
required number of measurement directions was determined
to be approximately 96. Based on spatial-frequency sampling
considerations, the number of measurement directions was
increased in proportion to the size of the inhomogeneous

FIG. 3. Effect of aperture characteristics on image quality. Each panel
shows the real part of a time-domain reconstruction, Re@gM#, on a linear
grayscale with white representing the maximum amplitude ofugM(r )u and
black represents21 times the maximum amplitude.~a! Point-spread func-
tions for the same waveform parameters as Fig. 2. Each panel shows an area
of 0.630.6 mm2, corresponding to one square wavelength at the center
frequency. Left to right: 1, 4, 8, and 16 incident-wave directions.~b! Point-
spread functions for aperture sizes ofp/2, p, 3p/2, and 2p radians, format
as in previous panel.~c! Real parts of reconstructions for a homogeneous
cylinder (a51.0 mm,g50.02). The area shown in each panel is 2.032.0
mm2.Left to right: aperture sizes ofp/2, p, 3p/2, and 2p radians.
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region to be reconstructed. Since the results shown in Fig. 3
indicate that considerably fewer incident-wave directions
than measurement directions are needed, the number of inci-
dent directions was chosen to be one-quarter the number of
measurement directions in each case.

Cross sections of time-domain and single-frequency re-
constructions, plotted in Fig. 4, show the relative accuracy of
each reconstruction method for a cylinder of 1-mm radius
and purely real contrast ranging fromg50.02 to g50.08.
For the synthetic scattering data in each case, 96 measure-
ment directions and 24 incident-wave directions were em-
ployed. The time-domain reconstructions show improvement
over the single-frequency reconstructions both in improved
contrast resolution~smaller sidelobes outside the support of
the cylinder! and in decreased ringing~Gibbs phenomenon!
artifacts within the support of the cylinder. However, for
increasing contrast values, both methods show similar in-
creases in phase error, as indicated by increased imaginary
parts of the reconstructed contrast. This error results from the
Born approximation, which is based on the assumption that
the incident wave propagates through the inhomogeneous
medium without distortion. Perturbations in the local arrival
time of the incident wavefront, which are more severe for
higher contrasts and larger inhomogeneities, can result in a
scattered field that is phase shifted relative to the ideal case
assumed in the Born approximation; linear inversion of this
phase-distorted data naturally results in a phase-distorted re-
construction of the scattering medium.~A complementary

explanation of this phase error, based on the unitarity of the
scattering operator, is given in Ref. 19.!

A test of image fidelity for the time-domain reconstruc-
tion method is shown in Fig. 5. The real parts of time-
domain reconstructions are shown as grayscale images for
homogeneous cylinders with radii between 1 and 4 mm and
contrasts betweeng50.02 andg50.08. The number of
measurement directions employed for the synthetic scatter-
ing data was 96 for the 1-mm radius cylinders, 192 for the
2-mm cylinders, 288 for the 3-mm cylinders, and 384 for the
4-mm cylinders. In each case, four incident-wave directions
per measurement direction were used. The first row of this
figure corresponds to the time-domain reconstructions shown
in Fig. 4.

The images shown in Fig. 5 provide a basis for evaluat-
ing the ability of the present time-domain diffraction tomog-
raphy method to image homogeneous objects of various
sizes and contrasts. In this figure, images of Re@gM# show
uniform quality for small cylinder sizes and contrasts, but
poorer image quality for larger sizes and contrasts. For the
largest size and contrast employed (a54.0 mm,g50.08),
the reconstruction primarily shows the edges of the cylinder
and fails to image the interior. Particularly notable is that the
‘‘matrix’’ of images in Fig. 5 is nearly diagonal; that is, a
linear increase in object contrast causes image degradation
comparable to a corresponding linear increase in object size.
Thus, a nondimensional parameter directly relevant to image
quality for homogeneous objects iska g, wherek is a domi-

FIG. 4. Cross sections of reconstructed contrast functionsg(r ) for a cylinder of radius 1 mm, using time-domain~TD! and single-frequency~SF! diffraction
tomography. Waveform parameters are as in Fig. 1.~a! g50.02. ~b! g50.04. ~c! g50.06. ~d! g50.08.
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nant wave number,a is the object radius, andg is the object
contrast. Using the wave numberk0510.472 rad/mm corre-
sponding to the center frequency of 2.5 MHz and a sound
speed of 1.5 mm/ms, the reconstructions shown in Fig. 5
indicate that the interior of the cylinder is imaged satisfacto-
rily for the approximate rangeka g,2.5. This result is con-
sistent with a previous study of single-frequency diffraction
tomography, in which adequate Born reconstructions of cyl-
inders were obtained for the parameter rangeka g<2.2.44

Reconstructions for several scattering objects without
special symmetry are shown in Fig. 6. All of these recon-
structions were performed using synthetic data produced by
thek-space method described in Ref. 41. Synthetic scattering
data were computed for 64 incident-wave directions and 256
measurement directions in each case. The first panel shows a
reconstruction of a cylinder of radius 2.5 mm and contrast
g520.0295 with an internal cylinder of radius 0.2 mm and
contrastg50.0632. These contrast values correspond, based
on tissue parameters given in Ref. 32, to the sound-speed
contrasts of human skeletal muscle for the outer cylinder and
of human fat for the inner cylinder. The second panel shows
a reconstruction of a 2.5-mm-radius cylinder with random
internal structure. The third reconstruction shown employed
a portion of a chest wall tissue map from Ref. 45. In this
case, the synthetic data was obtained using a tissue model45

that incorporates both sound speed and density variations, so
that the reconstructed quantity is given by Eq.~26!. In Fig.
6~c!, black denotes connective tissue (g520.1073, gr

50.1134), dark gray denotes muscle (g520.0295, gr

50.0543), and light gray denotes fat (g50.0632, gr

520.0453).
The real part of each reconstruction in Fig. 6 shows

good image quality, with high resolution and very little evi-
dence of artifacts. Particularly notable is the accurately de-
tailed imaging of internal structure for the random cylinder
and the chest wall cross section. As expected, the density
variations present in the chest wall cross section have not
greatly affected the image appearance; there is, however, a
slight edge enhancement, associated with the Laplacian term
in Eq. ~26!, at boundaries between tissue regions. Also no-
table is the nearly complete absence of any artifacts outside
the scatterer in each case; this result indicates that high con-
trast resolution has been achieved. However, in each case,
the imaginary part of the reconstruction is nonzero, indicat-
ing that the Born approximation is not fully applicable. The
imaginary parts of each reconstruction are, however, small
compared to the real parts. Thus, simple aberration correc-
tion methods@of which one example is given by Eq.~24!#
could substantially reduce this phase error, as for multiple-
frequency diffraction tomography in Ref. 19.

Three-dimensional reconstructions of a homogeneous
slab are shown in Fig. 7. The scatterer is characterized by Eq.
~31! with g050.01, ax50.5 mm,ay51.0 mm, andaz51.5
mm. Synthetic data was computed using Eq.~34! for 288
incident-wave directions and 1152 measurement directions,
each evenly spaced in the anglesF and Q. Signal param-
eters were as for the examples above, except that the initial
sampling rate for the time-domain signals was 9.0 MHz. Iso-
surface renderings of the real part ofgM are shown for the
surfacesgM50.0025. Since the scattering data were ob-
tained using a Born approximation for the 3D case, the

FIG. 5. Images of time-domain reconstructions for cylinders of varying
radiusa and contrastg. Each panel shows the real part of the reconstructed
contrast, Re@gM(r )#, for a pulse of center frequency 2.5 MHz and26 dB
bandwidth 1.5 MHz. The area shown in each panel is 2a32a. All images
are shown on a linear, bipolar gray scale where white represents the maxi-
mum amplitude ofugM(r )u and black represents21 times the maximum
amplitude.

FIG. 6. Time-domain reconstructions from full-wave synthetic data for three
arbitrary scattering objects. Each row shows the actual~purely real! contrast
function g together with the real and imaginary parts of the reconstructed
contrast functiongM , using the same linear bipolar gray scale for each
panel. Each panel shows a reconstruction area of 535 mm2. ~a! Cylinder,
radius 2.5 mm, with an internal cylinder of radius 0.2 mm.~b! Cylinder,
radius 2.5 mm, with random internal structure.~c! Tissue structure, with
variable sound speed and density, from chest wall cross section 5L in
Ref. 45.
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imaginary part of each reconstruction is identically zero for
both reconstructions. Consistent with the point-spread func-
tions shown in Fig. 2, the time-domain reconstruction is
much more accurate than the single-frequency reconstruc-
tion. While the single-frequency reconstruction shows an er-
roneously rippled surface, the time-domain reconstruction is
smooth. The time-domain reconstruction is nearly identical
to the original object except for some rounding of the sharp
edges due to the limited high-frequency content of the signal
employed. The length scale of the rounded edges is on the
order of one-half the wavelength of the highest frequency in
the pulse, i.e., about 0.2 mm for the26-dB cutoff of 3.25
MHz.

Since three-dimensional inverse scattering is a computa-
tionally demanding problem, comparison of computational
efficiency for single-frequency and time-domain methods is
of interest. For both reconstructions shown in Fig. 7, identi-
cal discretizations of the reconstructed medium were em-
ployed. Both computations included solution of the appli-
cable linearized forward problem as well as the inverse
problem. Nonetheless, the time-domain method was more
efficient than the single-frequency method; the total CPU
time required on a 200-MHz AMD K6 processor was 133.3
CPU min for the time-domain method and 287.4 CPU min
for the single-frequency method. This gain in efficiency was
possible because the greatest computational expense oc-
curred in the ‘‘backpropagation’’ of the signals for each re-
construction point. For the single-frequency method, this
step required evaluation of complex exponentials for each
incident-wave direction, measurement direction, and spatial
point. For the time-domain method, however, the computa-
tionally intensive steps~including the forward problem solu-
tion and Fourier interpolation of the scattered signals!
needed only to be performed once for each transmit/receive
pair. For the backpropagation step, performed at each point
in the 3D spatial grid, the time-domain reconstruction
method required only linear interpolation of the oversampled
farfield pressure waveforms.

IV. CONCLUSIONS

A new method for time-domain ultrasound diffraction
tomography has been presented. The method provides quan-
titative images of sound speed variations in unknown media;
when two pulse center frequencies are employed, the method
is also capable of imaging density variations. Reconstruc-
tions performed using this method are equivalent to multiple-

frequency reconstructions using filtered backpropagation, but
can be obtained with much greater efficiency.

The time-domain reconstruction algorithm has been de-
rived as a simple filtered delay-and-sum operation applied to
far-field scattered signals. This algorithm is closely related to
time-domain confocal synthetic aperture imaging, so that it
can be considered a generalization of imaging algorithms
employed in current clinical instruments. The simplicity of
the imaging algorithm allows straightforward addition of fea-
tures such as time-gain compensation and aberration correc-
tion.

Numerical results obtained using synthetic data for 2D
and 3D scattering objects show that the time-domain method
can yield significantly higher image quality~and, in some
cases, also greater efficiency! than single-frequency diffrac-
tion tomography. Quantitative reconstructions, obtained us-
ing signal parameters comparable to those for present-day
clinical instruments, show accurate imaging of objects with
simple deterministic structure, random internal structure, and
structure based on a cross-sectional tissue model. The
method is hoped to be useful for diagnostic imaging prob-
lems such as the detection and characterization of lesions in
ultrasonic mammography.
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A novel numerical analysis of acoustic diffraction by a rectangular screen is described. The
boundary integral model of the system is solved by a Galerkin method using as a basis the scaling
functions of discrete wavelet theory. The use of scaling functions enables the quadruple integrals in
the Galerkin method to be analytically reduced to double integrals, and the singular and
hypersingular integrals can be found from a recurrence formula. Numerical tests show that the new
method is more efficient than a boundary element method based on collocation, particularly when
the screen is irradiated near grazing incidence. ©1999 Acoustical Society of America.
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INTRODUCTION

The formulation of boundary value problems as bound-
ary integral equations~BIEs! is commonly used for the so-
lution of radiation and scattering problems. There are many
advantages of the boundary integral formulation: the dimen-
sion of the problem is reduced by one; exterior problems
with infinite domains can be treated without artificial bound-
aries; and the solutions automatically satisfy the radiation
condition. In addition, the stiffness matrices derived from
BIEs are generally well conditioned. Of interest in this paper
is the BIE obtained from the normal derivative of the Helm-
holtz integral formula,

]uinc~x8!

]n~x8!
5 lim

x9→x8
E

G
Du~x!

]2G~x,x9!

]n~x!]n~x9!
dS~x!, ~1!

which is used to model acoustic diffraction by thin, rigid,
objects.1–11 BIEs such as~1! are typically solved by the
boundary element method~BEM!. In the BEM, Du is dis-
cretized by finite-element functions, and the data,
]uinc(x8)/]n(x8), are discretized by collocation. That is, in-
stead of requiring that~1! hold for all x8 on G, we restrictx8
to a finite number of representative points on this surface,
and require that~1! holds only at those points. Since the data
enter into the approximation only at the collocation points, a
large number of such points may be required for accurate
modeling at high frequencies. On the other hand, in the
Galerkin method the data are discretized by projection onto a
set of test functions. With an appropriate choice of test func-
tions, one expects the Galerkin method to yield a more effi-
cient discretization of the data, and a more compact repre-
sentation of Eq.~1!.

In this paper, it is shown that it is possible to solve Eq.
~1! efficiently by means of a Galerkin method in the case
whereG represents a rectangular screen, and that this method
has significant advantages over the collocation approach.
The method will initially be discussed with reference to the
equation

g~x8!5E
V

K~x82x! f ~x!dV~x!, ~2!

since Eq.~1! reduces to this form whenG is flat. The appro-
priate interpretation of the integral in~2! whenK is singular
is postponed until Secs. II and III. The Galerkin method
discretizes Eq.~2! by using a collection of basis functionsf j

and test functionsf̃ i , which results in the linear system

gi5(
j

Ki j f j , ~3!

where

gi5E
V

f̃ i~x8!g~x8!dV8, f ~x!5(
j

f jf j~x!, ~4!

and

Ki j 5E
V
E

V
f̃ i~x8!K~x82x!f j~x!dVdV8. ~5!

It will be shown that by using the scaling functions of dis-
crete wavelet theory for both basis and test functions, the
four-dimensional integrals in Eq.~5! can be analytically re-
duced to two-dimensional integrals. This feature will be dis-
cussed in Sec. I. In addition, the use of scaling functions
enables integrals containing singularities of the formux8
2xu2a to be computed by means of a recurrence formula,
which is initiated by integrals over nonsingular regions of the
kernel. The evaluation of such integrals in the casesa51
anda53 is discussed in Sec. II.

Once the matrixKi j has been found, it is still necessary
to solve ~3! for f j . This may be done using an iterative
equation solver ifK is sufficiently well conditioned. Such
solvers require the efficient computation of the matrix-vector
product( jKi j uj . When the kernel is convolutional and the
basis functions are suitably chosen, this product can be rap-
idly evaluated using the fast Fourier transform~FFT!. This is
discussed in Secs. I and IV.

Results of a comparison between the Galerkin method
and a collocation-based boundary element method~CBEM!
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are given in Sec. IV. The test problem used for the compari-
son was the acoustic diffraction of an incident plane wave by
a unit square screen. In a calculation of the field diffracted by
the screen, the rate of convergence of each method was com-
pared for three angles of incidence over a range of wave
number. Finally, a summary of the paper and conclusions are
given in Sec. V.

I. THE GALERKIN METHOD

The solution of Eq.~2!, whenV is the unit square inR2,
will be discussed here. The more general case, whereV is
rectangular, can be solved using the same method, by trans-
forming the region of integration back to the unit square.
Although the singular nature ofK is not discussed here, the
method is applicable to the case whereK is singular, as long
as the integral in Eq.~2! is interpreted appropriately. The
evaluation of integrals containing singularities requires spe-
cialized techniques, and will be deferred to Sec. II.

WhenV is the unit square, Eq.~2! can be written as

g~x8,y8!5E
0

1E
0

1

K~x82x,y82y! f ~x,y!dxdy. ~6!

In the discretization of~6! it is desirable that the resulting
linear system inherits the convolutional structure of the equa-
tion so that a fast solution employing the FFT is possible.
This can be achieved if both basis and test functions are
constructed from the regular translations of a single com-
pactly supported function. The integrals in~4! and ~5! can
then be interpreted as local averages of the data and the
kernel. Families of one-dimensional functions of this kind
have recently been constructed and put into a mathematically
rigorous framework.12,13 In each family, a basis is con-
structed from integer translations of a single functionf
which satisfies the equation

f~x!5& (
n5N1

N2

hnf~2x2n!, ~7!

which is called the refinement or dilation equation.f is
known in the wavelet literature as a scaling function, and the
numbershn which define it are called filter coefficients. The
properties of these functions have been thoroughly investi-
gated, and methods for generating evenly spaced samples of
f exist.12–14

Here, basis and test functions for the solution of~6! are
constructed from the tensor products of scaled and translated
versions off, which are defined by

fm
j ~x!52 j/2f~2 j x2m!, ~8!

where bothj andm are integers. It is straightforward to show
from ~7! that fm

j (x) is nonzero only on the interval
22 j@N11m,N21m#, that is, it is compactly supported.

Rather than solving~6! as it stands, it was found to be
better to extend the range of integration to all ofR2, giving

g~x8,y8!5E
2`

` E
2`

`

K~x82x,y82y! f ~x,y!dxdy, ~9!

and to expressf (x,y) as a linear combination of functions
which have negligible energy outside the unit square. In the

problem of acoustic diffraction by thin objects it is known
that the potential difference vanishes at the edges of the ob-
ject, and that there is a singularity in the slope of this func-
tion at the edges.1 It is therefore desirable to choose scaling
functions which also respect these edge properties as much
as possible.

The family of orthonormal scaling functions constructed
by Daubechies12 was found to be unsatisfactory due to its
asymmetry. It was found that the use of asymmetric scaling
functions as a basis tended to result in asymmetric recon-
structions off even when this was known to be symmetric.
The cardinalB-spline functions are much better candidates
for basis and test functions. These functions are compactly
supported piecewise polynomials which satisfy Eq.~7!. Filter
coefficients for the first eight of these functions are listed in
Table I. Throughout this paper, theB-spline with coefficients

Nhn will be denoted asNf(x). All the functions in this fam-
ily are symmetric about their centers, and it can be shown
that Nf is CN22. Each B-spline has a biorthogonal dual
function, the translates of which could be used for the test
functions, but they were not sufficiently smooth for this pur-
pose. However, it is not essential that the basis and test func-
tions be orthogonal, and so theB-splines were used for both.
The firstB-spline suitable as a basis function is2f, the tri-
angular hat function. The basis, forN>2, is defined by

$Fmn
j ~x,y!5Nfm

j ~x!Nfn
j ~y!, m,nPM %,

M5$1, . . . ,2j21%. ~10!

In the caseN52, this basis ensures that the unknown is zero
on the edges of the unit square. The other edge property, that
there is a singularity in the slope at the edges, is not satisfied.
In fact, whenN.2 the basis in~10! fails to satisfy either of
the edge properties. However, asj increases, the basis func-
tions become increasingly localized and are better able to
represent the rapid variation at the edges. This behavior is
illustrated, in one dimension, in Fig. 1. Moreover, numerical
experiments showed that the solutions obtained forN52, 3,
and 4 agreed very closely both between themselves and with

TABLE I. Filter coefficients for the first eight B-spline scaling functions.

N n A2Nhn N n A2Nhn

1 0,1 1 2 21,1
1
2

0 1

3 21,2
1
4 4 22,2

1
8

0,1
3
4 21,1

1
2

0
3
4

5 22,3
1
16 6 23,3

1
32

21,2
5
16 22,2

3
16

0,1
5
8 21,1

15
32

0
5
8

7 23,4
1
64 8 24,4

1
128

22,3
7
64 23,3

1
16

21,2
21
64 22,2

7
32

0,1
35
64 21,1

7
16

0
35
64
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the collocation method described in Sec. IV. This agreement
was felt to justify the use of the basis.

In the comparisons between the Galerkin and collocation
methods presented in Sec. IV, the basis in~10! for N
5$2,3,4% was used for@0,1#2, and the test functions were
also chosen from this set. The Galerkin discretization of~9!
is then

gm8n85 (
m,nPM

Km8n8mnf mn , m8,n8PM , ~11!

where, letting*dS denote integration over thexy plane,

gm8n85E Fm8n8
j

~x,y!g~x,y!dS,

~12!

f ~x,y!5 (
m,nPM

f mnFmn
j ~x,y!,

and

Km8n8mn5E E Fm8n8
j

~x8,y8!

3K~x82x,y82y!Fmn
j ~x,y!dSdS8. ~13!

With a change of variable, the double integral in~13! may be
converted to

E K~x8,y8!E
2`

`

fm8
j

~x1x8!fm
j ~x!dx

3E
2`

`

fn8
j

~y1y8!fn
j ~y!dydS8. ~14!

It turns out that there is a useful property of scaling func-
tions, the correlation property, which enables the integrals
over x and y in ~14! to be evaluated analytically. It can be
shown that the correlation of two scaling functions is also a
scaling function, since the correlation function satisfies Eq.
~7!. To evaluate the integrals in~14! by way of this property,
first let f̂ denote the autocorrelation off, that is

f̂~x8!5E
2`

`

f~x1x8!f~x!dx. ~15!

By substituting forf in this expression, using Eq.~7! it can
be shown thatf̂ satisfies the dilation equation

f̂~x8!5& (
k52~N22N1!

N22N1

ĥkf̂~2x82k!, ~16!

where

ĥk5
1

&
(

l
hlhl 1k. ~17!

Then, by using~8!, the integral overx in ~14! is given by

E
2`

`

fm8
j

~x1x8!fm
j ~x!dx5f̂~2 j x81m2m8!

522~ j/2!f̂m82m
j

~x8!, ~18!

and of course a similar relationship holds for the integral
over y. Consequently,~13! becomes

Km8n8mn522 jE K~x,y!F̂m82m,n82n
j

~x,y!dS, ~19!

whereF̂kl
j (x,y)5Nf̂k

j (x)Nf̂ l
j (y). Values off̂ at the dyadic

rationals can be calculated by way of the algorithms given by
Strang,14 and so quadrature rules with evenly spaced points
can be used for the numerical evaluation of the nonsingular
parts of~19!. It can be shown that theB-spline scaling func-
tions satisfy the ruleNf̂52Nf, that is, the autocorrelation of
a B-spline is aB-spline of twice the degree. Thus the auto-
correlations of the set of functions$Nf, N52,3,4%, which
were used in the numerical tests of Sec. IV are$Nf,
N54,6,8%, respectively. The filter coefficients for all of
these functions are listed in Table I.

Because the basis has been constructed from the regular
translations of a single function, the integrals in~19! are
functions ofm82m andn82n and not of these indices in-
dividually. Consequently, one may putKm8n8mn

5Rm82m,n82n and ~11! may be written as the two-
dimensional Toeplitz system,

gm8n85(
m,n

Rm82m,n82nf mn , ~20!

which can be solved efficiently with the FFT in conjunction
with an iterative solver. In addition, since the size ofR is the
square root of the size ofK, the cost of construction of the
stiffness matrix is greatly reduced, and the use of much
larger numbers of variables in the basis is feasible.

II. EVALUATION OF SINGULAR INTEGRALS

When G is rectangular, Eq.~1! may be solved by the
Galerkin method presented in the previous section. In the
calculation of the matrix elements for this equation it is nec-
essary to evaluate certain singular integrals of the form

~CPV or HFP!E F̂kl
j ~x,y!~x21y2!2a/2dS. ~21!

As indicated, the existence of these integrals is dependent
upon their interpretation as either Cauchy principal values or
Hadamard finite parts, according to the value ofa. These
integrals arise from a consideration of the limit in Eq.~1!,
which is discussed in Sec. III. Here, a method for the accu-
rate numerical computation of the integrals in~21! is given.
The method is based upon the recursive definition of scaling
functions, which enables a recursive formula for these inte-
grals to be constructed. To derive this formula, one begins
with the definition

FIG. 1. Thek51 throughk52 j21 translates of2fk
j ~left! and4fk

j ~right!
are shown, for increasingj. The basis for@0,1#2 is constructed from tensor
products of these functions.
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Rkl
a 5 lim

e→0
E

R2\Ce

Fkl~x,y!~x21y2!2a/2dS, ~22!

whereR2\Ce denotes thexy plane with a disc of radiuse
centered on the origin removed, andFkl(x,y)
5fk(x)f l(y). ~The hat onF has been removed since the
following applies to all scaling functions, not only those
which are the autocorrelations of other scaling functions.! By
using the dilation equation forf it can be seen that

Rkl
a 52 (

m,n5N1

N2

hmhn lim
e→0

E
R2\Ce

F2k1m,2l 1n~2x,2y!

3~x21y2!2a/2dS, ~23!

and then, with a change of variable,

Rkl
a 52a21 (

m,n5N1

N2

hmhnR2k1m,2l 1n
a . ~24!

When bothk and l are in the set$2N2 ,...,2N1%, the inte-
grand of Rkl

a contains a singularity. Therefore, given that
N1,N2 , the integrals on the right-hand side of this system
include all of the singular integrals on the left-hand side as
well as integrals which are nonsingular, that is, cases in
which the support ofF2k1m,2l 1n does not include the origin.
By evaluating these nonsingular integrals using ordinary nu-
merical quadrature, Eq.~24! can be made into a square sys-
tem of equations and solved for the unknown singular inte-
grals. IfFkl in ~22! is replaced by its scaled relativeFkl

j then
the integral, denotedRkl

a, j , is given by

Rkl
a, j52~a21! jRkl

a , ~25!

which can be shown by a change of variable.
The solution of Eq.~24! can be demonstrated in the case

a51 with the function

1f~x!5H 1 0<x,1

0 otherwise
,

which is the first of theB-spline scaling functions. It satisfies
the dilation equation

1f~x!51f~2x!11f~2x21!. ~26!

Equation~24!, written in matrix-vector form for this func-
tion, is

F R2121
1

R021
1

R210
1

R00
1

G5
1

2 F 1

1

1

1

GF R2121
1

R021
1

R210
1

R00
1

G
1

1

2F R2222
1 1R2122

1 1R2221
1

R022
1 1R122

1 1R121
1

R-20
1 1R221

1 1R211
1

R10
1 1R01

1 1R11
1

G . ~27!

The second term on the right of~27! contains only integrals
which are nonsingular. By evaluating these numerically, the
system becomes

F 1

1

1

1

GF R2121
1

R021
1

R210
1

R00
1

G51.762 747F 1
1
1
1
G , ~28!

which yields the trivial solution 1.762 747 for each integral.
This value may be confirmed by analytic integration. Evalu-
ating Rkl

a in this fashion is too cumbersome for the higher-
orderB-splines, consequently aMATLAB code was written to
both construct and solve the system in~24!. To check the
validity of the method, the integralsRkl

1 for tensor products
of the B-spline 2f were derived by analytic means. These
values are given in the Appendix, and were found to be in
good agreement with those determined from~24!.

Whena>2, the integrals defined in~22! are divergent.
However, in the case wherea53, if Rkl

3 is redefined by

Rkl
3 5 lim

e→0
E

R2\Ce

Fkl~x,y!~x21y2!23/2dS

2
2pFkl~0,0!

e
, ~29!

then it turns out that these quantities also satisfy Eq.~24!
with a53. This definition is known as a Hadamard finite
part.15 It is necessary to calculate these quantities for the
solution of ~1! by the Galerkin method. Problematically, the
system of equations in~24! was found to be singular when
a53. However, experimentation revealed that solutions to
this system can be obtained whenf is symmetric about the
origin. In this case, the integrals obey the eightfold symmetry
relationRkl

a 5R6k,6 l
a 5R6 l ,6k

a , and so a considerable redun-
dancy exists in~24!. This redundancy can be eliminated by
adding together columns in the matrix representation of the
system which correspond to variables that are known to be
equal by symmetry. In general, the resulting overdetermined
system of equations must be solved in a least-squares sense.
Whether this solution is exact to within round-off error can
be checked by substitution into~24!. It was found by experi-
ment that such numerically exact solutions of~24! could be
obtained from the least-squares solution of the overdeter-
mined system. The process of constructing this modified sys-
tem can be easily automated, and in this manner it was pos-
sible to find the integralsRkl

1 andRkl
3 for the functions

$Fkl~x,y!5Nfk~x!Nf l~y!, N54,6,8%, ~30!

which were needed for the numerical tests described in Sec.
IV. The values of these integrals are given in Table II.

III. IMPLEMENTATION OF THE METHOD

Problems of radiation and scattering by thin objects
present numerical difficulties when the standard BIEs are
applied. It is known that discretizations of the Helmholtz
integral formula are poorly conditioned for small scatterer
thickness.11 To avoid this problem, a finitely thin scatterer
can be modeled as having zero thickness. In the limit of zero
thickness, the governing equation is the normal derivative of
the Helmholtz integral formula, which reduces to Eq.~1!
when the scatterer is rigid. The numerical analysis of this

3075 3075J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Nathaniel J. de Lautour: Diffraction by a screen



equation by the Galerkin method in the case of a flat scatterer
is discussed in this section. The method is implemented by
separating the kernel into its hypersingular, weakly singular,
and nonsingular parts. Integrals involving singular parts of
the kernel may be evaluated using the methods described in
Sec. II, while the nonsingular integrals may be evaluated
using numerical quadrature.

The derivation of the thin scatterer equation begins with
the Helmholtz integral formula

u~x8!5E
G
u~x!

]G~x,x8!

]n~x!
2G~x,x8!

]u~x!

]n~x!
dS~x!

1uinc~x8!. ~31!

In this equation,n(x) is the coordinate of the normal to the
surfaceG at x, uinc is the incident acoustic potential, andG is
the free space Green’s function which in three dimensions is

G~x,x8!5
eikux2x8u

4pux2x8u
. ~32!

In the case whereG is vanishingly thin, it is necessary to
distinguish the two sides ofG as G1 and G2 . Allowance
must be made for a discontinuity in both the potential and its
normal derivative onG, and so it is useful to make the defi-
nitions

Du5u12u2 and Dun5
]u1

]n
2

]u2

]n
, ~33!

where u15u(G1) and u25u(G2). Then, the normal de-
rivative of the acoustic potentialu(x) satisfies2,7

]u~x8!

]n~x8!
52E

G
Du~x!

]2G~x,x8!

]n~x!]n~x8!

2Dun~x!
]G~x,x8!

]n~x8!
dS~x!1

]uinc~x8!

]n~x8!
, ~34!

wherex8 is any point that does not lie onG, andn(x) is now
the coordinate along the normal toG1, pointing away from
G2 . The field at a pointx8PG can be interpreted as the
limiting value of the integral at a point which approachesx8
from the interior. Consequently, when the scatterer is rigid
and bothx8 andx lie on G, one has

]uinc~x8!

]n~x8!
5 lim

x9→x8
E

G
Du~x!

]2G~x,x9!

]n~x!]n~x9!
dS~x!. ~35!

It is important to note that the operations of taking the limit
and integration do not commute here. The kernel inside the
integral is hypersingular, and if the limit in~35! is taken
before integration, the integral will diverge.

The special case whenG is a region in thexy plane will
now be considered. Letx andx8 be points in thexy plane,
and letx9 be the point lying a distanceD vertically abovex8,
that is,x95x81(0,0,D). It can be shown that

]2G~x,x9!

]n~x!]n~x9!
5F S i3k

r
1k22

3

r 2DD22 ikr 11G eikr

4pr 3

5K~x82x,y82y,D !, ~36!

where r 5ux92xu. In this case, Eq.~35! is a convolutional
integral equation. The matrix elements of the Galerkin
method applied to this equation with the kernel given by~36!
are defined by

Km8n8mn5 lim
D→0

E
G
E

G
Fm8n8

j
~x8,y8!

3K~x82x,y82y,D !Fmn
j ~x,y!dSdS8. ~37!

The first step in the calculation of these integrals is the re-
duction of the quadruple integral to a double integral by
means of the correlation property of scaling functions dis-
cussed in Sec. I. Using the correlation property gives

Km8n8mn

5 lim
D→0

22 jE
G
F̂m82m,n82n

j
~x,y!K~x,y,D !dS. ~38!

Next, it is necessary to decompose the kernel into its singular
and nonsingular parts, so that the singular integrals may be
evaluated using the method given in Sec. II. Carrying out
this decomposition gives

TABLE II. The singular integralsRkl
1 and Rkl

3 for the functions$F̂kl(x,y)
5Nfk(x)Nf l(y), N54,6,8%. Values not listed can be found from the rela-
tion Rkl

a 5R6k,6 l
a 5R6 l ,6k

a .

N k l Rkl
1 Rkl

3

4 0 0 2.110 023 118 35 25.811 966 397 90
0 1 1.182 094 513 59 20.177 591 204 97
0 2 0.524 610 134 20 0.223 647 211 32
1 1 0.808 074 159 68 0.471 931 146 68
1 2 0.465 185 338 39 0.140 678 505 51
2 2 0.361 933 328 56 0.055 945 658 24

6 0 0 1.738 742 548 93 23.225 704 020 82
0 1 1.145 452 607 62 20.609 227 350 20
0 2 0.545 006 005 66 0.256 242 290 78
0 3 0.343 728 257 44 0.051 229 994 61
1 1 0.834 031 047 38 0.109 727 158 38
1 2 0.478 799 403 34 0.177 427 568 14
1 3 0.325 133 548 32 0.042 201 886 52
2 2 0.367 149 136 57 0.068 108 796 99
2 3 0.283 280 692 85 0.026 346 821 15
3 3 0.239 240 103 72 0.015 109 649 32

8 0 0 1.513 143 677 59 22.143 781 683 53
0 1 1.091 723 228 85 20.655 540 905 36
0 2 0.563 781 152 73 0.193 216 649 16
0 3 0.348 268 897 04 0.062 461 195 83
0 4 0.255 690 261 63 0.019 583 279 85
1 1 0.836 217 689 02 20.078 865 772 90
1 2 0.493 448 352 08 0.163 582 031 67
1 3 0.328 882 335 23 0.050 019 623 76
1 4 0.247 732 256 39 0.017 622 345 02
2 2 0.373 471 805 41 0.080 120 043 14
2 3 0.285 601 285 67 0.029 313 865 50
2 4 0.227 658 850 62 0.013 329 036 69
3 3 0.240 547 099 37 0.016 044 682 72
3 4 0.202 861 910 66 0.009 167 655 36
4 4 0.178 722 718 43 0.006 125 012 16
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K~x,y,D !52
3D2

4pr 5 1
1

4pr 3 1
k2

8pr

1
~12 ikr!~eikr212 ikr1 1

2 k2r2!

4pr3 1
ik3

8p
.

~39!

Here, r5(x21y2)1/2, r 5(r21D2)1/2, and the limitD→0
has been taken in the nonsingular part of this expression. The
first two terms on the right of~39! are responsible for the
divergent behavior of the integral in~35! when limx9→x8 is
taken inside the integral sign. It can be shown, given certain
restrictions onf, that

lim
D→0

E
G

f ~x,y!F2
3D2

r 5 1
1

r 3GdS

5 lim
e→0

E
G\Ce

f ~x,y!r23dS2
2p f ~0,0!

e
, ~40!

whereCe denotes a disc of radiuse centered on the origin.
The right-hand side is a Hadamard finite part which was
discussed in Sec. II in the context of scaling functions. There
it was shown how such integrals may be evaluated whenf is
the tensor product of scaling functions. The issue of exis-
tence of these integrals was not discussed. In fact, it can be
shown that iff is C1,a Hölder continuous, that~40! exists.9 In
the numerical tests of the Galerkin method the performance
of basis functions constructed from tensor products of the
B-splines$Nf, N52,3,4% was investigated. While the ten-
sor products of3f and 4f are C1,a, those of2f are not.
However, this presents no practical impediment to its use as
a basis function. IfDu is expanded in a basis using tensor
products of2f then the points at which the basis fails to be
C1,a form a set of measure zero, and consequently the inte-
grals in ~37! exist.

The third term on the right of~39! is weakly singular in
the limit D→0. It can be shown that

lim
D→0

E
G

f ~x,y!r 21dS5 lim
e→0

E
G\Ce

f ~x,y!r21dS, ~41!

that is, the limit of the integral on the left reduces to a
Cauchy principal value integral. The evaluation of the prin-
cipal value whenf is a tensor product of scaling functions
was also discussed in Sec. II.@It should be pointed out that
there is no real need to reinterpret the integrals involving the
singular terms in~39! as finite parts and principal values. It
can be shown that the limit asD→0 of the integrals in~40!
and~41! satisfies Eq.~24! with a53 anda51, respectively,
when f is the tensor product of scaling functions.#

With the aid of the decomposition in~39!, and the res-
caling relation in~25!, the matrix elements may be expressed
as

Km8n8mn5
2 j

4p
Rm82m,n82n

3
1

22 j k2

8p
Rm82m,n82n

1

1
22 j

4p
Rm82m,n82n

reg , ~42!

where

Rkl
reg5E F̂kl

j H r23~12 ikr!S eikr212 ikr1
1

2
k2r2D

1
ik3

2 J dS. ~43!

Those of the integralsRkl
3 andRkl

1 which are singular may be
calculated with the aid of Eq.~24!, and these values, for the
functions listed in~30!, are given in Table II. The regular
integrals denoted byRkl

reg, and those of the integralsRkl
3 and

Rkl
1 which are nonsingular, may be calculated with ordinary

numerical quadrature. For the work presented in Sec. IV
Simpson’s rule was used.

IV. NUMERICAL RESULTS

Previous reported solutions of~35! for flat screens have
been obtained using methods based on collocation.2,5,6,9,10

Here, the efficiency of a collocation-based boundary element
method ~CBEM! is compared to the Galerkin method by
calculating the field diffracted by a unit square screen irradi-
ated by a plane wave. The convergence of each method was
tested for three different angles of incidence. The elements
used in the CBEM were square, with a single collocation
point at their centers. On each element the potential differ-
ence was approximated by a constant, and the matrix ele-
ments were calculated by the method of Terai.2 Because of
the spatial uniformity of the BEM mesh, the stiffness matrix
was two-dimensionally Toeplitz, as in~20!.

Although higher-order finite-element functions could in
principle be used to representDu, the main concern in this
paper is the accuracy of representation of the data,
(]uinc/]n). This is not improved with the use of higher-order
finite-element functions, since the data enter the approxima-
tion only at the collocation points. The data are more effi-

FIG. 2. The real part of the diffracted field,k510, u530°.
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ciently represented in the Galerkin method, by projection
onto the set of test functions, which yields a comparatively
smaller system of equations.

For both methods it was necessary to solve the two-
dimensional Toeplitz system

gm8n85(
m,n

Rm82m,n82nf mn . ~44!

To obtain accurate solutions at high frequencies, from 103 to
104 basis functions were required. Because of the singularity
in the kernel, the system matrixK is generally well condi-
tioned, and so it is possible to obtain solutions by an iterative
method. The stabilized biconjugate gradient method16 was
found to be effective for the solution of this system~it is
available as the routine BICGSTAB inMATLAB 5 !. All itera-
tive methods work toward a solution by repeated multiplica-
tion of vectors byK, and so to be faster than direct methods
an efficient means of calculatingKx is essential. Because of
the two-dimensional Toeplitz structure ofK this product may
be calculated efficiently through the use of the FFT. To use
the FFT, Eq.~44! must be expressed as a circular convolu-
tion, which can be achieved by appropriate zero padding.

The rate of convergence of each method was tested by
calculating the field diffracted by a plane wave incident on a
screen occupying the unit square in thexy plane. The wave

vector of the incident plane wave was chosen to be parallel
to the xz plane, and the diffracted field was determined at
201 equispaced points on the circle satisfying (x21/2)2

1z251, in the planey51/2. The diffracted field at these
points due to the potential differenceDu was calculated nu-
merically from

udiff~x8!52E
G
Du~x!

]G~x,x8!

]n~x!
dS~x!. ~45!

There was good, but not perfect, agreement between values
of udiff calculated by the two methods. The typical best and
worst case comparisons are demonstrated in Figs. 2 and 3,
which show, respectively, the real part of the diffracted field
for k510 andu530°, and fork5100 andu560°.

Convergence was measured by solving the CBEM and
Galerkin systems with an increasing number of variables un-
til

(
i

uui
diff, n2ui

diff, n21u2,1024(
i

uui
diff, nu2, ~46!

where ui
diff, n is the diffracted field at thei th point on the

circle at iterationn. In the Galerkin method, increases in the

FIG. 3. The real part of the diffracted field,k5100,u560°.

FIG. 4. The basis size required for convergence of the collocation-BEM
~CBEM! and the Galerkin method~GM!, for u50° ~normal incidence!.

FIG. 5. The basis size required for convergence of the collocation-BEM
~CBEM! and the Galerkin method~GM!, for u530°.

FIG. 6. The basis size required for convergence of the collocation-BEM
~CBEM! and the Galerkin method~GM!, for u560°.
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size of the basis were not made by increasing the scalej, but
rather by fixing the scale and rescaling the geometry of the
problem when more variables were needed. This approach
provided more flexibility in setting the size of the basis.

The number of variables required for convergence, as
defined by~46!, was determined for the angles of incidence 0
~normal incidence!, 30, and 60°, for wave numbers fromk
510 to k5100 in steps of 10. The results, shown in Figs.
4–6, show that the Galerkin method outperformed the collo-
cation method for each of theB-spline functions used as a
basis. The basis derived from the cubicB-spline (4f) sig-
nificantly outperformed those derived from the linear (2f)
and quadratic (3f) B-splines. At the largest tested wave
number and with an incident angle of 60°, the Galerkin
method, using the cubicB-spline, converged with less than
one-third of the number of variables required for conver-
gence of the CBEM. Moreover, the advantage of the Galer-
kin method clearly increases with frequency.

The more compact representation of the system by the
Galerkin method results in reduced computation time. Fig-
ures 7–9 compare the computation time, measured by the
number of floating point operations used, for the cases pre-
sented in Figs. 4–6. The best performance of the Galerkin
method was obtained using the cubicB-spline, and only
these results are shown. As described previously, the itera-
tive solver employs the two-dimensional fast Fourier trans-
form ~FFT2! to compute the discrete convolution required at
each iteration. To enable the use of a fast radix-2 FFT, the

matrix R in ~44! was padded out to the nearest power of two.
The jump in computation time for the collocation method
evident in each figure is caused by going from a 1283128 to
a 2563256 point FFT2. By contrast, in the Galerkin method
the more compact basis enabled a 1283128 point FFT2 to
be used in each case.

As far as memory requirements are concerned, because
of the FFT-based iterative solution method, the entire system
matrix is never explicitly constructed. Memory is mainly ex-
pended on the storage of the matrixR in ~44! ~suitably pad-
ded with zeros! which in the numerical tests had dimensions
1283128 for the Galerkin method and in most cases 256
3256 for the collocation method. This is roughly 0.25 and 1
MB of memory, respectively, and so memory requirements
for both methods are not very significant.

V. SUMMARY

A hypersingular boundary integral equation, which mod-
els acoustic diffraction by a rectangular screen, has been
solved by means of a Galerkin method using scaling func-
tions as basis and test functions. The principal obstacle to the
implementation of such a technique, the evaluation of four-
dimensional singular and regular integrals, was overcome by
the recursive nature of scaling functions. The use of these
functions permits the accurate evaluation of the singular in-
tegrals and the reduction of the number of dimensions for
which numerical integration is required from four to two.
The numerical performance of the Galerkin method was
compared with a constant element collocation-based bound-
ary element method. It was shown that considerable reduc-
tions in basis size could be achieved, with consequent im-
provements in computation time over the collocation
method. This method seems at present to be limited to flat
surfaces, since the quadruple integral in Eq.~13! cannot oth-
erwise be reduced to a double integral.

APPENDIX: ANALYTIC VALUES OF SOME SINGULAR
INTEGRALS

To check that the computation of the singular integrals
by means of Eq.~24! was accurate, comparison with some
exact analytic values was made. A completely analytic

FIG. 7. Floating point operations~flops! used by the collocation-BEM
~CBEM! and the Galerkin method~GM! for u50° ~normal incidence!.

FIG. 8. Floating point operations~flops! used by the collocation-BEM
~CBEM! and the Galerkin method~GM! for u530°.

FIG. 9. Floating point operations~flops! used by the collocation-BEM
~CBEM! and the Galerkin method~GM! for u560°.
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evaluation is possible for certain Cauchy principal value in-
tegrals defined by Eq.~22!. The integralsR00

1 , R6161
1 , and

R61,0
1 were determined forFkl(x,y)52fk(x)2f l(y) analyti-

cally. The results were

R00
1 5

24&14

3
14 ln~11& !,

R6161
1 5

2

3
~&21!12 lnS 21A5

11&
D 1

2

3
~A52&22!

1
8

3
A524&18 lnS 2~&11!

A511
D

16 lnS A522

&21
D , ~A1!

R610
1 5R061

1 52 5
3 A514 ln~A511!24 ln~2!1 5

3

1 4
3&12 ln~&21!22 ln~&11!

22 ln~A522!.

In general, a completely analytic evaluation ofRkl
3 , defined

in Eq. ~29!, does not appear possible even for the simplest
B-splines. However, by a combination of analytic and nu-
meric integration, the integralsR00

3 and R6262
3 for

Fkl(x,y)54fk(x)4f l(y) were determined to be

R00
3 525.811 966 397 897 0,R6262

3 50.055 945 658 26.
~A2!

These values compare well with those found by solving Eq.
~24!, which are listed in Table II.
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Acoustic response of a periodic layer of nearly rigid spherical
inclusions in an elastic solid
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Reflection and transmission spectra of a plane longitudinal wave normally incident on a periodic
~square! array of identical spherical particles in a polyester matrix are measured at wavelengths
which are comparable to the particle radius and the interparticle distance. The spectra are
characterized by several resonances whose frequencies are close to the cutoff frequencies for the
shear wave diffraction orders. Arrays of heavy particles~lead and steel! exhibit a pronounced
resonance which occurs when the lattice resonant frequency is close to the frequency of the
rigid-body translation~dipole! resonance of an isolated sphere in an unbounded matrix. An
approximate low-frequency theory is developed which assumes that the inclusions are rigid, but
which takes into account the multiple-scattering effect. The comparison between theory and the
experiment is found to be good for arrays with particle area fraction as high as 32%. ©1999
Acoustical Society of America.@S0001-4966~99!01612-4#

PACS numbers: 43.20.Gp, 43.20.Ks, 43.35.Cg@DEC#

INTRODUCTION

Wave scattering by a periodic array of scatterers has
received a good deal of attention in optics, radio physics, and
hydroacoustics,1–5 where it is widely used in the analysis of
diffraction gratings or antenna arrays. More recently, the
propagation of an elastic wave through a single coplanar ar-
ray of either a random or a periodic distribution of elastic
inclusions has received some attention.6–8 Although this
problem is worth examining in its own right because of its
inherent value as a canonical problem in elastodynamics of
materials with microstructure, it also has applications in geo-
physics, quantitative nondestructive evaluation, and in the
design of ultrasound absorptive materials.

For the quasi-two-dimensional problem of an array of
circular cylinders in an elastic slab, Lakhtakiaet al.9 derived
an exact solution for the reflection and transmission of inci-
dent longitudinal and shear waves. The presented theoretical
and experimental reflection coefficient resembles the back-
scattering form factor of the single cylinder modified by the
presence of an infinite number of identical cylinders. In ad-
dition, it has sharp variations at frequencies where higher
diffraction orders become propagative. In the context of dif-
fraction gratings, a similar phenomenon was reported by
Wood10 in 1902, and has been extensively studied in optics.1

Achenbach and his co-workers have calculated the re-
flection and transmission of a plane wave by a coplanar array
of bounded scatterers in random or periodic arrangements in
an elastic medium using a plane space harmonic expansion
and the boundary integral equation method. Numerical re-
sults were presented for elastic inclusions,6,7 cracks,11,12 and
cavities.13,14 For the case of an array of cracks, the results
revealed an absence of resonances below the cutoff fre-
quency for the first shear wave diffraction order and a sharp

variation of the reflection coefficient at cutoff frequencies of
shear wave diffraction orders. In the case of array of elastic
inclusions in an elastic medium, numerical results were pre-
sented only for the special case when the density of the ma-
trix and the inclusion are taken to be equal.6,7 As expected, in
the frequency range from zero to the cutoff frequency of the
first shear wave diffraction order, the transmission coefficient
was found to vary very little from unity. In a recent article8

we have reported experimental transmission spectra of
square grids of lead particles. These spectra were found to
have a number of strong resonances attributed to the lattice
periodicity. It was conjectured that the largest spectral dip
was due to the dipole particle resonance modified by the
presence of other particles in the array.

In this work, we report the experimental measurements
of reflection/transmission of a normally incident plane longi-
tudinal wave from/through a coplanar square periodic array
of spherical particles embedded in a polyester matrix for
three different inclusion materials: stiff and heavy~steel!,
stiff but relatively light~glass!, and very heavy but not very
stiff ~lead!. Motivated by the experimental results, we de-
velop a simple theoretical model in which the inclusions are
assumed to be rigid and small. Only the monopole and dipole
scattering terms are retained. In spite of these approxima-
tions, excellent comparison is observed for the case of steel
and glass inclusions, and a satisfactory comparison is ob-
served for the case of lead inclusions in the frequency range
of kpa<1.

I. EXPERIMENTAL PROCEDURES

A schematic of the apparatus is shown in Fig. 1. The
specimen is immersed in water between a matched pair of
Panametrics broadband piezoelectric transducers with a crys-
tal diameter of 19 mm and a center frequency of 2.25 MHz.
A short-duration pulse is applied to the transmitter by a
Panametrics pulser/receiver~model 5052UA!. The received

a!Electronic mail: maslov@tamu.edu
b!Electronic mail: kinra@tamu.edu
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signal is amplified by the pulser/receiver and then digitized
by a Tektronix DSA 601 digital analyzer at a sampling in-
terval of 2 ns.

With the specimen removed, the transducers are aligned
with respect to each other by maximizing the amplitude of
the received signal. Additional fine angular adjustment is
made by maximizing the bandwidth of the received signal.
Similarly, the alignment of the sample relative to the trans-
ducers is accomplished by maximizing the signal reflected
from the sample surface. Since the experimental results were
found to remain independent of the distance between the
transducers and the specimen over a range from 0~direct
contact! to 10 cm, all data reported in this work was col-
lected at a fixed separation of 7 cm between the sample faces
and the transducers.

In order to estimate the precision of the experiments,
several measurements of each spectrum were made and the
mean spectrum and the standard deviation were calculated.15

The standard deviation was found to be less than 0.05. The
transmission coefficient,T, was determined by deconvoling
the fast Fourier transform~FFT! of a signal transmitted
through a layer of inclusions with respect to the FFT of the
signal transmitted through a neat reference specimen~an
identical specimen without inclusions!. The reflection coef-
ficient, R, was calculated by deconvolving the FFT of a sig-
nal reflected from a layer of inclusions with respect to the
FFT of the signal reflected from the rear free surface of a
reference specimen whose length was one-half the test speci-
men length.

It should be noted that in addition to the desired re-
flected or transmitted wave, both the transmitted and re-
flected signals contain spurious reflections from the
specimen/water interfaces. In order to extract the response of
a particle layer in an unbounded medium, the signal from the
array was isolated by applying a rectangular time window of
25-ms duration, the time taken by aP wave to complete a
roundtrip travel between the specimen face and the particle

layer. This limits the spectral resolution of the FFT to about
40 kHz.

Manufacturing procedures for the random and periodic
specimens have been described elsewhere in detail8 and for
brevity will not be repeated here. Cylindrical polyester speci-
mens 52 mm in diameter were manufactured, each contain-
ing a layer of identical spheres. All specimens were cut to a
length of 7 cm and polished. Specimen nomenclature follows
the patternAdMa, whereA denotes the layer arrangement
(S5square!, d is the lattice parameter~interparticle distance!
in millimeters,M represents the inclusion material~G5glass,
L5lead, S5steel!, anda is the inclusion radius in millime-
ters. Specimens were manufactured withd equal to 1.63,
2.63, and 3.95 mm. The corresponding area fractions,Af

5pa2/d2, are approximately 0.32, 0.16, and 0.07 with a
slight difference for glass, lead, and steel particles due to
their small difference in particle radius~see Table I!. A pho-
tograph of the periodic composite S1.86L0.6 is included in
Fig. 2.

The acoustic properties of the matrix~mean6largest
variation between specimens! and the particles are listed in
Table I. The acoustic properties of the several neat polyester
specimens were measured using the experimental procedure
detailed previously.15 The precision in measuring longitudi-
nal wave speedcp , the shear wave speedcs , and the mass
densityr of the matrix material was 0.02%, 0.2%, and 0.1%,
respectively. Matrix and inclusion mass densities were mea-
sured using Archimedes’ principle, and the particle radius
was then calculated from the weight measurements. The
acoustic properties of the inclusions are taken from
Selfridge.16

As expected, the attenuation,ap ~longitudinal! and as

~shear! were found to increase linearly with frequency within

FIG. 1. Schematic of the water-immersion apparatus.

FIG. 2. Photograph of a typical periodic specimen containing steel particles
with Af50.32,d52.63 mm, anda50.58 mm.

TABLE I. Acoustical properties of the constituents.

Material
Radius
~mm!

Wave speed
~km/s!

Shear wave speed
~km/s!

Density
~g/cm3!

Attenuationap,s

@ 1 MHz, ~cm21!

Polyester NA 2.4960.01 1.1860.04 1.2260.01 0.1760.04(p)
0.3560.1 (s)

Lead 0.6 2.21 0.86 11.3 0.13 (p)
Steel 0.585 5.94 3.2 7.8 Negligible
Glass 0.56 5.66 3.3 2.49 Negligible
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the measured range of 0.2 to 4 MHz. Unfortunately, the
variation ina from sample to sample was relatively large, as
much as 20%. Therefore,ap of the composite specimen may
be different from that of the reference specimen. As a result,
the measured reflection and transmission spectra may vary
significantly but systematically with frequency from their
true value. However, the locations of the resonant extrema
were found to be highly reproducible in spite of this system-
atic error.

II. RESULTS AND DISCUSSION

The experimentally measured transmission and reflec-
tion spectra of the square periodic array of particles in poly-
ester matrix for normally incident plane longitudinal wave
are shown in Figs. 6–12. A detailed discussion of the spectra
will be presented later. In all figures, one can see a rapid
variation of reflection and transmission-certain frequencies
which in fact are cutoff frequencies of consecutive shear
wave diffraction orders. In addition, a pronounced peak in
reflection and a complementary dip in transmission, whose
appearance strongly depends on particle mass density, can be
seen below first cutoff frequency. An exact theoretical solu-
tion of the problem at hand is extremely complex and te-
dious. However, in the frequency range of the experiment,
the particle radiusa is much smaller than the acoustic wave-
length (a/l,0.1). Therefore, for a normally incident plane
longitudinal wave it is possible to derive a simple approxi-
mate low-frequency solution retaining only the monopole
and dipole scattering terms of the solution of the Helmholtz
equation. As we shall see, this solution compares well with
the experimental result forkpa,1. Although the theoretical
model was motivated by the experiments, we found that the
paper is easier to follow when the analysis is presented be-
fore the experimental data.

A. Theoretical model

Consider a plane periodic array of spherical inclusions
of infinite extent with the centers of particles located atx
5Pd, andy5Qd, whereP andQ are integers. With refer-
ence to Fig. 3, let us introduce a spherical coordinate system
whose origin is located at the center of a particle. Here, angle
of the declination measured from thez-axis is designated by
u, and the azimuthal angle measured from thex-axis is des-
ignated byf.

In a spherical coordinate system, the displacement vec-
tor u in the matrix can be decomposed into longitudinal~L !
and transverse~M andN! displacement vectors17

u5L1M1N. ~1!

Vectors L , M , and N can be expressed in terms of scalar
potentials17

L5¹F,

M5¹3~er rx!, ~2!

N5¹3¹3~er rC!,

wherer is the radial coordinate, ander is the unit vector in
the radial direction. Scalar potentialsF, C, and x satisfy
scalar Helmholtz equations

~¹21kp
2!F50, ~¹21ks

2!~x,C!50, ~3!

wherekp andks are, respectively, the longitudinal and trans-
verse wave numbers in the matrix. The solution of the Helm-
holtz equation for each potential can be expressed as a series
of orthogonal spherical harmonics17

~F,x,C!5 (
n50

`

(
m50

n

Amn
~F,x,C!eimfPn

m~cosu!Zn~kr !,

~4!

whereAmn
(F,x,C) are coefficients of expansion forF, x, andC,

respectively,n is the index for the radial function,Zn(kr), m
is the index for the azimuthal function,eimf, andPn

m(cosu)
is the Legendre polynomial. Radial functionsZn(kr) are lin-
ear combinations of thenth-order spherical Bessel function,
j n(kr), which is bounded atr→0 and represents the field
incident upon a particle,17 and the spherical Hankel function
of first kind, hn(kr), which according to its asymptotic be-
havior atr→` represents the field scattered by the particle.17

Common term exp(ivt) is omitted in this and all following
equations.

In the low-frequency range, we will neglect termsLmn ,
Mmn , andNmn defined by~2! and ~4! for n>2. Moreover,
for the problem at hand only three of the remaining nine
terms are nonzero. From~4! and ~2! it easily follows that
M00 andN00 are always zero. For a normally incident plane
longitudinal wave on a rectangular array, the problem has at
least a twofold rotational symmetry with respect to the
z-axis, and a reflection symmetry with respect to thex–z
mirror plane. The first symmetry makes the three terms with
m51 in ~4! vanish. The second symmetry requires that the
displacement in theef-direction should be an odd function of
f; therefore,M0150. Accordingly, within the approximation
introduced in the foregoing, for the problem at hand, the
displacement vectoru can be expressed in terms of two sca-
lar potentialsF andC ~analogous to that for a single particle
in an unbounded elastic medium18,19!

u5er S ]F

]r
1

1

r S 1

sinu

]

]u S sinu
]

]u
C D D D

1e]S 1

r

]F

]u
2

]

]u S 1

r

]

]r
~rC! D D , ~5!

where

FIG. 3. Spherical coordinate system.

3083 3083J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 K. Maslov and V. K. Kinra: Acoustic response of a periodic layer



F' j 0~kpr !13i j 1~kpr !cosu1A0h0~kpr !

1A1h1~kpr !cosu1C0 j 0~kpr !1C1 j 1~kpr !cosu,

~6!

C'1B1h1~ksr !cosu1D1 j 1~ksr !cosu. ~7!

In ~6! and~7!, the Legendre polynomials have been replaced
by their explicit expressions:P0(cosu)51 and P1(cosu)
5cosu, and An , Bn , Cn , and Dn are unknown constants.
The first two terms in~6! are the first two terms of a spheri-
cal harmonic expansion of a plane, time-harmonic, longitu-
dinal incident wave traveling in the positivez-direction,
F ( i )5exp(ikpz). The third and fourth terms in~6! and the
first term in~7! represent longitudinal,F (s), and shear,C (s),
spherical waves scattered by the particle

F~s!'A0h0~kpr !1A1h1~kpr !cosu,
~8!

C~s!'B1h1~ksr !cosu.

The remaining terms represent the longitudinal,F (o), and
shear,C (o), waves incident upon the particle under consid-
eration from the remaining particles in the array

F~o!'C0 j 0~kpr !1C1 j 1~kpr !cosu,
~9!

C~o!'D1 j 1~ksr !cosu.

Equation~9! contains zero-order and the first-order terms of
the spherical harmonic expansion of the sum of scattered
fields of all particles in the array, except the particle under
consideration. In view of the fact that for a square lattice of
infinite extent, the scattered field of every particle is exactly
the same, the displacement in the matrix produced by any
particle can be found by using~5! and ~8! in a coordinate
system whose origin is located at the center of that particle.
The mathematical expressions for the coefficients of a
spherical harmonic expansion of spherical waves can be
found in Morse and Feshbach20 and Tversky.3,4 The summa-
tion of these coefficients over all particles relates constants
Cn andDn to An andBn . The relation betweenCn andAn

can also be found directly using translational invariance of
the gradient operator in~2! and orthogonality of spherical
harmonics in~9!. In the following, we will derive these re-
lations using simple physical considerations. As it follows
from ~9! and ~5!, the first order terms in~9! define uniform
displacement in thez-direction on a spherical surface with its
center atr 50. As r→0, these become

uz
~p!5~1/3!kpC1 , uz

~s!52~2/3!ksD1 . ~10!

These displacements are, respectively, the sums at a pointr
50 of the displacement vectors in the longitudinal and shear
waves scattered by all particles. From~8! and ~5!, these are

uz
~p!5kpA1(

q

` S h1~kpr q!

kpr q
D5kpA1S1

~p!~kpd!,

~11!

uz
~s!52ksB1(

q

` S h0~ksr q!2
h1~ksr q!

ksr q
D52ksB1S1

~s!~ksd!,

wherer q is the distance to theqth particle, and summation is
over all particles in the lattice except the particle under con-

sideration. Combining~10! and~11! one can relateC1 to A1 ,
andD1 to B1 as follows:

C153A1S1
~p!~kpd!, D15~3/2!B1S1

~s!~ksd!. ~12!

The zero-order term in~9! defines uniform radial displace-
ment on a spherical surface, which in the limitr→0, be-
comes equal to the dilatation component,¹3u, of the waves
incident on the particle from all the remaining particles in the
array. A straightforward calculation using~5!, ~8!, and ~9!
gives

C05A0(
q

`

h0~kpr q![A0S0
~p!~kpd!. ~13!

Equation~12! accounts for the dipole–dipole interaction of
the particles in the array, whereas Eq.~13! accounts for the
monopole–monopole interaction. The sums in~11! and ~13!
are the so-called lattice sums3–5 that depend only on the lat-
tice geometry, and are independent of the acoustical proper-
ties of the inclusions. For a square array, using the properties
of the Hankel functions, the lattice sumsS0

(p)(kpd), S1
(p)

3(kpd), andS1
(s)(ksd) are given by

S0
~p!~kpd!5(

q

`

h0~kpr q!

54 (
l 51,m50

`
exp~ ikpdAl 21m2!

ikpdAl 21m2
,

S1
~p!~kpd!524 (

l 51,m50

`
exp~ ikpdAl 21m2!

~kpd!2~ l 21m2!

3F12
1

ikpdAl 21m2G , ~14!

S1
~s!~ksd!54 (

l 51,m50

`
exp~ iksdAl 21m2!

iksdAl 21m2

3F12
1

iksdAl 21m2
2

1

~ksd!2~ l 21m2!G .

Since we were unable to find a closed-form solution for these
lattice sums, these had to be calculated numerically. Bound-
ary conditions at the surface of the particle give the remain-
ing equations necessary to find the six unknown constants in
~6! and ~7!.

The discussion so far applies to any spherical inclusion.
We now assume that the inclusion isrigid. As we shall see,
it turns out to be a reasonable assumption for stiff inclusions
~glass and steel! in a compliant matrix~polyester! tested in
this investigation. It also works sufficiently well for lead par-
ticles. In addition to the considerable simplification of the
model, this assumption assigns a direct physical sense to the
translational displacement of a particle; this we will exploit
in the following. At the boundary of a rigid sphere, i.e., at
r 5a, the monopole term of the displacement vector in the
matrix is equal to zero. The dipole components of the dis-
placement vector atr 5a are related to the rigid-body trans-
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lation of a spherical particle,U. Due to symmetry, the only
nonzero component ofU is in thez-direction. It follows that

ur5U cos~u!, uu52U sin~u!, ~15!

whereU is governed by Newton’s second law,

24pa3r i

3
Uv25E E ~t rr cosu2t ru sinu!

3a2 sinudu dwur 5a . ~16!

The surface integral in~16! is performed over the entire par-
ticle surface,r i is the particle mass density, and the tractions,
t rr andt ru , are given by19

t rr 52mH 2
kT

2

2
F2

2

r

]F

]r
2

1

r 2 DuF1
Du

r S ]C

]r
2

C

r D J ,

~17!

t ru52m
]

]u H 2

r

]F

]r
2

1

r 2 F1kT
2C1

2

r

]C

]r
1

2

r 2 C

1
2

r 2 DuCJ , Du5
1

sin u

]

]u S sin u
]

]u D .

Substituting~12! and ~13! into ~6! and ~7!, then~6! and
~7! into ~17!, then~17! into ~16!, and solving~16! and ~15!,
we find

A052
j 1~kpa!

h1~kpa!1S0
~p!~kpd! j 1~kpa!

,

~18!

A1523i
~9r̄E102~ r̄12!! j 1~kpa!2~~2r̄11!E1021!kpa j0~kpa!

~9r̄E102~ r̄12!!E12~~2r̄11!E1021!E0
,

wherer̄5r/r i is the ratio of the mass density of the matrix
to that of a particle, and

E05kpa~3S1
~p!~kpd! j 0~kpa!1h0~kpa!!,

E153S1
~p!~kpd! j 1~kpa!1h1~kpa!, ~19!

E105
3S1

~s!~ksd! j 1~ksa!12h1~ksa!

ksa~3S1
~s!~ksd! j 0~ksa!12h0~ksa!!

.

For a normally incident plane wave, particles in a square
periodic array have an exactly identical scattering field.
Therefore, the amplitude of a specularly reflected plane
wave, F (z) , can be calculated as an integral of the field
scattered by one particle over a remote plane surface parallel
to the array of particles, multiplied by the number of par-
ticles per unit area in the lattice.21 Recalling thath0(x)
5exp(ix)/(ix) and h1(x)52]h0(x)/]x from Eq. ~8!, we
have

F~z!'
1

d2 E
s

E ~A0h0~kpr !1A1h1~kpr !cosu!

3exp~2 ikpz!ds

5
2p

d2 E
z0

` H A0

exp~ ikpr !

ikpr
1A1

2]h0~kpr !

kp]r

2z

r J rdr

5
2p

d2kp
2 ~A01 iA1!exp~2 ikpz!. ~20!

The ratioF (z) /F ( l ) at (z50) is the plane wave reflec-
tion coefficient,R(v), of a layer at normal incidence. The
transmission coefficient,T(v), can be found in a similar
way by including the propagating incident field. Together
with Eqs.~18! and ~19!,

R~v!'
2p~A01 iA1!

d2kp
2 , T~v!'11

2p~A02 iA1!

d2kp
2 ,

~21!

provide an explicit solution for the reflection and transmis-
sion coefficients of a square array of rigid spheres in an
elastic matrix insonified by a plane longitudinal wave at nor-
mal incidence. In the Rayleigh limit askpd→0, Eqs.~18!
and ~19! reduce to that for the single particle scattering

A052
i ~kpa!3

3
, A15

~ r̄21!~kpa!3

3r̄
, ~22!

and the equation for the reflection coefficient of the layer
reduces to its familiar form22

R52 i
kLVfr i

2r
, ~23!

whereVf5(4/3)pa3/d2 is the volume fraction of particles in
a layer.

It can be shown by setting all lattice sums—with the
exception ofS1

(s)(ksd)—equal to zero, that the salient fea-
tures of the reflection and transmission spectra~for example,
the position of the maxima and minima! almost entirely de-
pend on shear wave interaction between the particles. It is a
natural consequence of the well-known fact that for a longi-
tudinal incident wave, atkpa,1, the amplitude of the shear
wave scattered in any transverse direction~i.e., in thex–y
plane! is significantly larger than that of the longitudinal
wave scattered in any transverse direction.23

In Fig. 4 the magnitude and phase of the lattice sum
S1

(s)(ksd) are presented versus the dimensionless frequency
V5ksd/2p. Note that due to a constructive interference of
scattered waves, the lattice sum has sharp maxima at lattice
resonance frequenciesV51,&,2,A5,A8,... These frequen-
cies are the cutoff frequencies for the appropriate shear wave
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diffraction orders of the periodic array of particles. At these
frequencies, shear waves can propagate in the lattice plane.24

Due to the translational symmetry of the lattice, these are
Floquet waves with thex–y components of the wave vector
k constrained by

kxd52pP, kyd52pQ, where P,Q50,61,... .
~24!

The dimensionless frequency for the@P Q# transverse wave
mode is given by

V5AP21Q2. ~25!

The integer pairs@P Q# play the role of Miller indices for the
square array. The lowest resonance frequency,@1 0#, corre-
sponds to a shear wave in the@1 0# direction. The group of
equivalent due to the symmetry of a square lattice directions
P, Q will be referred to as$P Q%.

Referring to~19!, the rigid-body translation of a particle
normalized by the displacement of the incident plane longi-
tudinal wave may be derived as

UN'2 i
r̄

~kpa!2

3
3~3E1021!

~9r̄E102~ r̄12!!E12~~2r̄11!E1021!E0
. ~26!

This equation serves as a measure of the resonance effects~if
any! of an array. In effect, it is the amplification of the par-
ticle displacement with respect to that of the incident wave.
The magnitude ofUN for periodic arrays of steel particles
used in the experiments (a50.58 mm,r57.8 g/cm3) is

shown in Fig. 5 for interparticle distances,d, of 1.86, 2.63,
3.95 and 5.26 mm. Corresponding dimensionless ratiosa/d
are 0.31, 0.22, 0.15, and 0.11, respectively. For comparison
purposes, the normalized amplitude of the displacement of
an isolated particle drawn to the same scale for the same
ratios a/d is also presented in Fig. 5. For the isolated steel
particle, there is a peak in the displacement amplitude at
kpa;0.3. This is the so-called translational rigid-body reso-
nance~RBR! of a single particle in an unbounded elastic
medium.25 One can see that as the RBR frequency ap-
proaches the lattice resonance frequency, the vibration am-
plitude of a particle in an array increases monotonically, and
at a/d50.11 it is one order of magnitude larger than the
displacement of the isolated particle, and much larger than
that of the incident wave. Normalized particle displacement
was also calculated for arrays of lead and glass particles in
square and hexagonal arrangements. The results are similar
to those presented in Fig. 5, and for brevity are not included.

B. Experimental results

In the following, we present results in the increasing
order of area fractions from a rather dilute suspension (Af

50.07) to a fairly concentrated mixture (Af50.32). Reflec-
tion and transmission coefficients for the steel specimen
~S3.95S0.58! are presented in Fig. 6; here,a/d50.15, Af

50.07, andr̄50.16. The lattice resonance frequencies are

FIG. 4. Magnitude and phase of the grid sumS1
(s)(ksd) versus dimension-

less frequencyV.

FIG. 5. Normalized translational particle displacement in a square coplanar
array of steel particles insonified by a normally incident plane longitudinal
wave.

FIG. 6. Transmission and reflection coefficients of the steel specimen with
a/d50.15,Af50.07, andr̄50.16 ~S3.95S0.58!. Maximum frequency cor-
responds to 1 MHz.

FIG. 7. Transmission and reflection coefficients of the lead specimen with
a/d50.15,Af50.07, andr̄50.11~S3.95L0.6!. Maximum frequency corre-
sponds to 1 MHz.
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marked by filled circles in Figs. 6–12. Below each lattice
resonance frequency there is a peak inR(v) and a corre-
sponding dip inT(v). With reference to Fig. 5, the fre-
quency at which the particle displacement reaches a maxi-
mum corresponds fairly closely to these frequencies.
Because this peak is by far the most dominant resonance, we
will refer to it as the ‘‘primary resonance.’’ Good compari-
son between the experiment and the theory is evident up to
V;2.

The amplitude of the primary resonance peak ofR(v) in
the experimental spectrum is less than that in the theoretical
spectrum. As was noted in the description of the experimen-
tal procedures, the frequency resolution of the measurement
procedure is about 40 kHz, which in some cases is less than
the width of the theoretical resonance peak. It follows that
for resonance peaks narrower than 40 kHz, the experiment
can yield peaks of magnitude lower than predicted. Since the
measured spectrum is the true spectrum of a layer convolved
with the Fourier transform of the rectangular time gate, it is
more appropriate to compare the measured spectrum with the
convolution of the theoretical spectrum with the Fourier
transform of the 25-ms rectangular window used in the ex-
periment. Theoretical spectra, modified in this manner, are
shown as dashed lines in Fig. 6 and in the following figures.
One can see that this modification results in a much better
comparison between theory and experiment.

Reflection and transmission spectra for a lead specimen

~S3.95L0.6! are presented in Fig. 7; here againa/d50.15,
Af50.07, butr̄50.11. In this case (r511.3 g/cm3) the pri-
mary resonance occurs atV;0.8, which compares withV
;0.9 for steel particles (r57.8 g/cm3).

Reflection and transmission spectra for the steel, lead,
and glass specimens~S2.63S0.58, S2.63L0.6, and
S2.63G0.56;Af;0.16,a/d;0.22! are presented in Figs. 8,
9, and 10, respectively. The primary resonance occurs atV
50.67, V50.8, andV;1, respectively. At primary reso-
nance, reflection from the layer of heavy steel and lead par-
ticles, both in theory and experiment, is nearly unity. The
depth of the corresponding transmission dip has a magnitude
of about240 dB. This may find application in the design of
selective filters for elastic waves. Good comparison between
experimental and theoretical data in the range whereV,2 is
evident for the steel and the glass samples. On the other
hand, in the case of the lead sample, there is a slight discrep-
ancy between the theoretically predicted (V50.71) and the
measured (V50.67) frequency of the primary resonance.
This shift may be attributed to the fact that since the longi-
tudinal and shear wave velocity in lead are less than the
corresponding velocities in the matrix, the rigid inclusion
assumption may not be justifiable.

For the highest area fraction studied (Af;0.3, a/d
50.31) spectra for the steel~S1.86S0.58,r̄50.16! and glass
~S1.86G0.56,r̄50.49! specimens are plotted in Figs. 11 and
12, respectively. For this relatively high-area fraction,kLa is

FIG. 8. Transmission and reflection coefficients of the steel specimen with
a/d50.23,Af50.16, andr̄50.16 ~S2.63S0.58!. Maximum frequency cor-
responds to 1.2 MHz.

FIG. 9. Transmission and reflection coefficients of the lead specimen with
a/d50.22,Af50.16, andr̄50.11~S2.63L0.6!. Maximum frequency corre-
sponds to 1.2 MHz.

FIG. 10. Transmission and reflection coefficients of the glass specimen with
a/d50.21,Af50.14, andr̄50.49 ~S2.63G0.56!. Maximum frequency cor-
responds to 1.2 MHz.

FIG. 11. Transmission and reflection coefficients of the steel specimen with
a/d50.31,Af50.32, andr̄50.16 ~S1.86S0.58!. Maximum frequency cor-
responds to 1.5 MHz.
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of the order of 1 atV;1; hence, in the spherical harmonic
expansion of the scattered field, terms which are higher than
the dipole term (n51) should be taken into account. Never-
theless, there is a good agreement between theory and ex-
periment forV,1 for both the heavy~steel, r̄50.16! and
light ~glass,r̄50.49! particles, i.e., the model works outside
the range of the underlying assumptions. Finally, the good
comparison between theory and experiment suggests that for
the particular arrays studied, atV,1 our very simple model
captures the essential physics of the interparticle interaction.

III. SUMMARY

Transmission and reflection spectra of a normally inci-
dent plane longitudinal wave for a coplanar periodic array of
spherical particles in a polyester matrix exhibit a series of
lattice resonances~Wood’s anomalies!. The dipole–dipole
interaction between particles in shear is responsible for the
uncommonly large magnitude of resonance, Wood’s
anomaly, which occurs when the frequency of the rigid-body
~dipole! resonance of an isolated sphere in an unbounded
matrix is close to the lattice resonance frequency. At reso-
nance, an almost complete reflection, and240-dB transmis-
sion occurs in a sparse (Af50.16) array of steel particles.
Therefore, a rather thin (kpa;0.5) layer of particles can
serve as a narrow-band reject acoustic filter. This effect may
find application in the acoustic filter design, for example,
when the second harmonic of a carrier frequency needs to be
selectively filtered out of a signal.
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Effect on ultrasonic signals of viscous pore fluids
in unconsolidated sand
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Ultrasonic attenuation measurements in unconsolidated sand with pore fluids ranging in viscosity
between 0.001 and 1 Pa•s were compared with the predictions of fluid flow and scattering theories.
Laboratory experiments were performed forP waves propagating through sand samples saturated
with water, castor oil and two different silicone oils. The attenuation shows a frequency squared
dependence for all measurements, regardless of viscosity, in the range between 100 and 1000 kHz.
The results show that for unconsolidated sand, fluid flow models which imply significant effects of
the viscous pore fluids on ultrasonic waves cannot explain the laboratory measurements. The main
attenuation effects observed in the laboratory can be simulated with a three-dimensional generalized
dynamic composite elastic medium model, which includes scattering from the pores and grains as
well as intrinsic attenuation caused by the viscous pore fluids. For the studied sand samples,
scattering is the main attenuation mechanism for ultrasonicP waves. © 1999 Acoustical Society
of America.@S0001-4966~99!03612-7#

PACS numbers: 43.20.Jr, 43.35.Cg, 43.35.Fj, 43.35.Mr@DC#

INTRODUCTION

Over the last three decades, enormous strides have been
made in understanding the connections between physical
properties of rocks and elastic wave propagation. In particu-
lar, the dependence of attenuation on material properties of
different fluids and their interaction with the matrix has been
the topic of various studies.1–5

The first major breakthrough in predicting the elastic
moduli of porous media at low frequencies was achieved by
Gassmann.6 Gassmann’s equations relate elastic moduli of
fluid saturated rocks to the properties of the dry frame and
the fluid and are still widely used, but they provide little
insight into the physics of wave propagation. Biot developed
a theory of wave propagation in fluid saturated porous
media7,8 that focuses on macroscopic fluid flow. Biot’s
theory shows that acoustic waves create relative motion be-
tween the fluid and the solid matrix due to inertial effects,
resulting in viscous dissipation of acoustic energy. However,
at seismic frequencies the predicted attenuation is usually
small compared to measured effects.1 Another fluid flow
mechanism, often called ‘‘local-flow’’ or ‘‘squirt-flow,’’ is
based upon microscopic fluid motion between pores and
cracks and within cracks.9 The combination of Biot’s theory
and local-flow models can usually be fit to experimental
data,10,11 but this approach does not have the predictive
power of Gassmann’s or Biot’s theory because it is highly
dependent on details of the microstructure. A different ap-
proach to the study of elastic waves in porous media is to
calculate the elastic scattering from pores and grains. Al-
though scattered energy is not absorbed by the rock as heat,
it is similar to intrinsic attenuation in that energy is lost from
the primary pulse.12–15

This study examines the role of pore fluids in determin-
ing attenuation at ultrasonic frequencies by comparing ex-
perimental laboratory data with fluid flow theories and scat-
tering theories. The major difference between these two
theories lies in the importance of the fluid viscosity. While
the fluid flow theories depend strongly upon the viscosity, it
has little impact on scattering theory at the frequencies under
consideration. We conductedP wave measurements through
unconsolidated quartz sand samples saturated with different
pore fluids ranging in viscosity from 0.001 to 1 Pa•s. After
describing the experimental method, the measured data are
analyzed in terms of physical models of elastic wave propa-
gation in unconsolidated sand at ultrasonic frequencies.

I. EXPERIMENTAL PROCEDURE AND RESULTS

We measured the attenuation of ultrasonicP waves
through an unconsolidated quartz sand in order to determine
the effect of different fluid viscosities. For the laboratory
measurements, a subrounded quartz sand sieved between 60
and 70 mesh~210 and 250mm openings, respectively! was
chosen. The four different pore fluids were water, two dif-
ferent silicone oils and castor oil, which had a three decade
variation in viscosity ranging from 0.001 to 1 Pa•s ~Table I!.
To saturate the specimens, the fluids were first poured onto
the transducer, which was jacketed by a flexible Teflon
sleeve. Dissolved air was extracted from the fluids by a
vacuum pump before the washed and dried sand was care-
fully poured into the fluid to avoid trapped air in the sample.
Finally, the specimens were packed to a porosity of about
35%. The sand samples were cylindrical with a diameter of
50.5 mm and an average length of 36.5 mm. They were
placed between a transmitter and receiver in a triaxial cell
where confining and axial stresses on the samples were

a!Now at McKinsey and Company, Munich, Germany.
b!Now at Swiss Federal Office of Metrology, Bern-Wabern, Switzerland.
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maintained at 70 and 140 kPa, respectively. More informa-
tion about the geometry of the triaxial cell can be found in
Geller and Myer.16

We used the pulse transmission technique to measure
travel time and amplitude ofP waves propagating through
the samples fully saturated with each of the fluids. Ultrasonic
pulses had a passband between 100 and 2000 kHz with a
central frequency of approximately 900 kHz. Sample dimen-
sions and porosities for the samples saturated with different
fluids are listed in Table II. Figure 1~a! shows the waveforms
for the sand samples saturated with the four different pore
fluids. The amplitudes have been normalized by the first ar-
rival.

The spectral ratio method17,18 was used to calculate the
frequency dependent attenuation and the low frequencyP
wave andS wave velocity. As the reference standard we
chose water with the same length as the samples to avoid
geometrical spreading effects.19 The spectrumU ref of the ref-
erence standard was calculated with half a cycle of the first
arriving pulse

U ref5Aref exp~ if ref!5Aref expS 2 i
v

Vref
L refD , ~1!

whereAref is the amplitude spectrum,f ref the phase spec-
trum, v the angular frequency,Vref the phase velocity and
L ref the length of the reference standard. Similarly, the spec-
trum U of theP wave andSwave was calculated with half a
cycle of the first arriving pulse

U5Aexp~ if!5Aref exp~2aL ! expS 2 i
v

V
L D , ~2!

whereA is the amplitude spectrum,f the phase spectrum,a
the attenuation,V the phase velocity andL the length of the
sample. The spectral ratio of Eqs.~1! and ~2! is

U

U ref
5

A

Aref
exp@ i ~f2f ref!# ~3!

or

U

U ref
5exp~2aL !expF2 ivS L

V
2

L ref

Vref
D G . ~4!

Comparing Eqs.~3! and ~4!, the attenuation is

a52
1

L
ln

A

Aref
, ~5!

and the phase velocity is

V5FL ref

L

1

Vref
2

f2f ref

Lv G21

. ~6!

In Eq. ~5! we have assumed that the attenuation of water is
negligible. The phase velocity obtained in Eq.~6! is not
equivalent to velocities determined from the first break of the
signal, which are higher, but it is consistent with the low
frequency velocity derived by composite elastic medium
theories.15,20,21 The measuredP wave velocities in the low
frequency limit for the different samples are listed in Table
II. The P wave velocities are slightly different from the water
reference, which could cause geometrical spreading effects,
but because we chose the same length for the samples and
the reference, this effect is actually very small.19 Also, the
near source effects are not significant because the wave-

FIG. 1. Panel~a! shows the measuredP wave traces for sand samples
saturated with the pore fluids water, cs10, cs100 and castor oil. The high-
lighted time windows are those used to calculate the frequency dependent
attenuation which is shown in panel~b!. Attenuation is considered signifi-
cant only if a, 0.6 mm21, which is shown as a gray line.

TABLE I. P wave velocityvP , density r and dynamic viscosityh for
different fluids after Selfridge~Ref. 26!, if not otherwise noted.

Pore fluid vP ~m/s! r ~kg/m3) h ~Pa•s!

Water 1497 998 0.001
Oil, silicone10 Dow 200~cs10! 968 940 0.01
Oil, silicone100 Dow 200~cs100! 980 968 0.1
Oil, castor 1507a 942a 1.0

aMeasured properties.

TABLE II. Sample length, porosity and measured low frequencyP wave
velocity and matrixS wave velocity for the different samples of saturated
sand. TheS wave velocity of the samples and matrixP wave velocity were
calculated with Berryman’s equations~Ref. 20!. All samples were 50.5 mm
in diameter.

Saturated
sand L ~mm! f ~%! vP

a ~m/s! vS
b ~m/s!

Matrix
vP

b
Matrix

vS
a

Water 37.0 36.4 1825 694 2522 1029
cs10 oil 36.5 35.5 1310 511 2093 742
cs100 oil 36.5 35.5 1346 501 2322 725
Castor oil 35.5 33.7 1802 719 2335 1012

aMeasured properties.
bCalculated properties.
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lengths are much smaller than the sample length at the 900
kHz central frequency.

At low frequencies the attenuation shows a frequency
squared dependence regardless of the pore filling fluids@Fig.
1~b!#. At higher frequencies the signals are highly attenuated,
and we found that the signal to noise ratio becomes too small
for reliable amplitude measurements if the amplitudes are
smaller than about 10% of the reference signal. With an av-
erage sample length of 36.5 mm, the measured attenuations
are therefore significant only ifa,0.06 mm21 @Fig. 1~b!#.

II. EVALUATION OF DIFFERENT THEORIES OF
ATTENUATION CAUSED BY PORE FLUIDS

A. Fluid flow theories

Fluid flow theories predict attenuation of the incident
elastic wave due to fluid flow in pores and cracks, which
leads to viscous dissipation of acoustic energy. All of the
different mechanisms can be characterized by critical fre-
quencies where the attenuation is greatest and which are in-
versely proportional to the viscosity of the pore fluid. If fluid
flow theories are applied to our experiment, one would pre-
dict large changes in attenuation as the fluid viscosity is var-
ied by three orders of magnitude. However, Fig. 1~b! shows
no such relationship. The samples saturated with silicon oils
show slightly stronger attenuation than the water saturated
sample, but the sand saturated with the 1000 times more
viscous castor oil shows almost identical attenuation. Hence,
fluid flow theories are not capable of explaining our experi-
mental results, at least in the frequency range considered in
this study, and have to be rejected as a possible physical
model.22

B. Scattering theories

A comparison of the results in Fig. 1~b! with the fluid
properties in Table I suggests that the attenuation is more
likely to be related to the fluid velocity and density than the
fluid viscosity. Thus a scattering mechanism would appear to
be a plausible physical model, as such mechanisms depend
strongly on the impedance contrast between the fluid and the
matrix.

Depending on the ratio of wavelength to the size of the
scatterer, different scattering regimes exist. In our experi-
ment, pore and grain sizes are much smaller than the wave-
length at the central frequency of the reference. The scatter-
ing effects can therefore be described by the Rayleigh
scattering regime, which predicts that the attenuation is pro-
portional to the fourth power of frequency.12,13,15However,
Kaelin and Johnson have shown that exact scattering func-
tions are required to adequately describe scattering
phenomena.15 They have also shown that the coherent signal
is not confined to one dominant pulse, but widens and be-
comes oscillatory due to scattering. This makes it especially
difficult to extract the coherent part of the wave front from
experimental data. In our experimental setup the second half
of the first cycle already includes reflections from the back of
the transducers. Hence, we used the dynamic composite elas-
tic medium theory~DYCEM!,15 which includes multiple for-
ward scattering from spherical pores and grains as well as

intrinsic attenuation of viscous fluids, to compute full wave-
forms that could be compared with the experimental data.

Before the waveforms for the different samples can be
calculated, we first have to determine theP velocities andS
velocities of the matrix. In unconsolidated porous media, the
velocities of elastic waves in the matrix are generally smaller
than those of the single crystals.6,23 It has been generally
accepted that this effect is caused by cracks within the grains
and grain contacts. All our samples showed very slow low
frequencyS wave velocities, which made it impossible to
determine the exactSwave velocity. However, we were able
to determine the high frequencyS wave velocity, i.e., theS
velocity of the matrix, by using smaller sample lengths and
gradually increasing the sample lengths. The measuredS
wave velocities of the matrix for the different samples are
shown in Table II.

In order to obtain theP wave velocity of the matrix and
the S wave velocity of the samples we used Berryman’s
theory,20 which is equivalent to the low frequency limit of
the dynamic composite elastic medium theory. Thus with the
measured porosities and phase velocities in Table II and the
fluid properties in Table I, the elastic moduli of the matrix
and of the samples can be calculated using the equations of
Berryman.20

m5FfF 2
~12f!

mMa1F G21

2F,

KMa5~12f!F 1

K14m/3
2

f

K f14m/3G21

24m/3,

F5
m

6

9K18m

K12m
, ~7!

r5~12f!rMa1fr f ,

mMa5rMa~vs!Ma
2 ,

K5rvp
224m/3.

Here,K f is the bulk modulus andr f the density of the fluid,
while KMa , mMa , rMa and K, m, r are the bulk modulus,
shear modulus and density of the matrix and the saturated
sample, respectively. The results are shown in Tables II and
III.

TABLE III. Calculated P wave and measuredS wave velocities of the
matrix after Berryman~Ref. 20! for the different samples. The adhesion
tension between pore fluids and quartz grains has been calculated with the
measured surface tension and the capillary rise in a glass tube with 1 mm
diameter. The mean spherical pore radius has been calculated with the dy-
namic composite elastic medium theory.

Saturated
sand

Matrix
vP

a

~m/s!

Matrix
vS

b

~m/s!

Spherical
pore

radiusa

~mm!

Surface
tensionb

~dyne/cm!

Capillary
riseb

~mm!

Adhesion
tensiona

~dyne/cm!

Water 2522 1029 120 70.5 13 33.1
cs10 oil 2093 742 95 23.1 6 14.5
cs100 oil 2322 725 115 23.8 6 14.5
Castor oil 2335 1012 130 40.7 13 31

aCalculated properties.
bMeasured properties.
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The calculated matrix velocities in Table III vary signifi-
cantly for the different samples, even though we have used
the same quartz sand. We suspect that differences in the
physical fluid properties have caused changes in the effective
elastic matrix properties. Table III shows that the variation in
velocity, particularly theS velocity, correlates well with the
adhesion tension between the different fluids and the quartz
grains. Adhesion tension was calculated for the different flu-
ids from the measured surface tension and the capillary rise
in a glass tube of 1 mm diameter. We hypothesize that the
fluids form thin films between the quartz grains and that the
fluids with high adhesion tension provide better contact be-
tween the grains, thus increasing the effective stiffness of the
matrix. However, a detailed study of the adhesion tension
effect on the ultrasonic waves is beyond the scope of this
study.

The pore size distribution was determined from a fully
water saturated sand sample by progressively desaturating it
while increasing the capillary pressure. By using the capil-
lary bundle model,24 we can relate the pore radius to the
cumulative relative frequency~Fig. 2!. Since the capillary
bundle model is an idealization of the pore geometry repre-
sented by a collection of capillary tubes of different radii, we
have used only the measured pore size distribution and left
the mean pore radius as an adjustable parameter. We found
that the sum of two log-normal distributions can explain the
measured pore size distribution reasonably well~Fig. 3!. The
log-normal distributions both had a mean of 26.3mm and
standard deviations of 2.63 and 38.2mm, respectively. The

weight of the distributions was 47% and 53%. The grain size
was determined from the sieve openings between 210 and
250 mm, which corresponds to 230620 grain diameter or
115610 mm grain radius.

To obtain the mean pore radius of spherical pores, we
calculated the frequency dependent attenuation with the dy-
namic composite elastic medium theory and the material
properties in Table I, the matrix velocities in Table III and
the pore size distribution in Fig. 3. By minimizing the dif-
ference between the calculated and the measured attenuation
@Fig. 1~b!#, the mean pore radius for each sample was ob-
tained~Table III!. Since each sample represents one realiza-
tion of the grain and pore size distribution only, we used the
average pore radius and its standard deviation of the four
samples, which is 115615 mm.

For comparison of the synthetic data and the laboratory
measurements, we calculated a Green function using the dy-
namic composite medium method and convolved it with the
reference spectrum. Figure 4 shows the calculated and the
measuredP waves after propagation through sand samples
saturated with fluids of different viscosity. The amplitudes
have been normalized by the first arrival. The frequency de-
pendent attenuation has been computed with half a cycle of
the first arrival, analogous to the measured traces. Figure 5
shows the attenuation as a function of frequency for calcu-
lated and measured data for~a! water, ~b! 10cs silicone oil,
~c! 100cs silicone oil and~d! castor oil. The mean synthetic
attenuation and the uncertainty limits shown in Fig. 5 were
obtained from the average pore radius of 115mm and two
standard deviations of 30mm, respectively.

The measurements lie within the uncertainty limits for

FIG. 2. Pore size distribution from capillary pressure measurements on the
primary drainage curve, assuming the pores can be represented by the cap-
illary bundle model. To fit the measurements, we have used two log-normal
distributions with a mean pore radius of 26.3mm and standard deviations of
2.63 and 38.2mm, respectively.

FIG. 3. Two log-normal distributions representing the measured pore radii
distribution of Fig. 2. The first distribution takes up 47%, and the second
53%, of the summed distribution.
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all fluids and the attenuation always shows a frequency
squared dependence with small shifts caused by viscosity.
The differences between the different samples is mainly
caused by weaker or stronger scattering due to the velocity
differences between matrix and fluids. Since the dynamic
composite elastic medium theory accounts for both scattering
and viscous intrinsic attenuation, we can conclude that the
viscous attenuation is much weaker than the scattering at-
tenuation at the studied ultrasonic frequencies. Hence, scat-
tering is the dominant attenuation mechanism for unconsoli-
dated sand with grain diameters of 230mm or larger in the
frequency range between 100 and 1000 kHz.

III. CONCLUSIONS

The P wave attenuation of an unconsolidated sand with
different viscous fluids shows a frequency squared depen-
dence for frequencies between 100 and 1000 kHz. The at-
tenuation shows no correlation with the viscosity of the dif-
ferent pore fluids and thus theories that depend upon fluid
flow cannot explain these data. It has been shown that a
generalized scattering theory can predict the correct fre-
quency dependence, with the calculated values lying within
the uncertainty of the measurements. Thus we conclude that
for grain diameters larger than 230mm theP wave attenua-
tion in this frequency range is caused mainly by scattering

attenuation, with the viscosity of the pore fluid contributing
only a minor effect. Note, however, that at lower frequencies
scattering attenuation becomes weaker and the effect of vis
cous fluids may become more important in a relative sense.25

This possibility that the dominant attenuation effects are dif-

FIG. 4. Synthetic~dashed lines! and measured~solid lines! ultrasonic waves
through a sand sample fully saturated with fluids of different viscosity. The
synthetic traces were calculated with the dynamic composite elastic medium
theory.

FIG. 5. Attenuation calculated as a function of frequency for the synthetic
and measured data shown in Fig. 4 for~a! water, ~b! cs10 silicone oil,~c!
cs100 oil and~d! castor oil. Attenuation values are considered significant
only when less than 0.6 mm21, which is marked by the horizontal dashed
line.
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ferent at high and low frequencies might explain some of the
differences observed when comparing laboratory and field
measurements.
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Computation of transient radiation in semi-infinite regions
based on exact nonreflecting boundary conditions
and mixed time integration
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Transient radiation in a semi-infinite region, bounded by a planar infinite baffle with a local acoustic
source is considered. The numerical simulation of the transient radiation problem requires an
artificial boundaryG, here chosen to be a hemisphere, which separates the computational region
from the surrounding unbounded acoustic medium. Inside the computational region we use a
semidiscrete finite element method. OnG, we apply the exact nonreflecting boundary condition
~NRBC! first derived by Grote and Keller for the free-space problem. Since the problem is
symmetric about the infinite planar surface, in order to satisfy the rigid baffle condition it is
sufficient to restrict the indices in the spherical harmonic expansion which defines the NRBC and
scale the radial harmonics which drive auxiliary equations on the boundary. The Fourier expansion
in the circumferential angle appearing in the NRBC may be used to efficiently model axisymmetric
problems in two dimensions. A new mixed explicit-implicit time integration method which retains
the efficiency of explicit pressure field updates without the need for diagonal matrices in the
auxiliary equations onG is presented. Here, the interior finite element equations are integrated
explicitly in time while the auxiliary equations are integrated implicitly. The result is a very natural
and highly efficient algorithm for large-scale wave propagation analysis. Numerical examples of
fully transient radiation resulting from a piston transducer mounted in an infinite planar baffle are
compared to analytical solutions to demonstrate the accuracy of the mixed time integration method
with the NRBC for the half-space problem. ©1999 Acoustical Society of America.
@S0001-4966~99!04712-8#

PACS numbers: 43.20.Px, 43.20.Bi@ANN#

INTRODUCTION

We consider the problem of determining the transient
acoustic field radiated from an arbitrary shaped transducer or
vibrating structure in a semi-infinite three-dimensional re-
gion, bounded by a planar infinite baffle. Modeling of local
acoustic sources in a half-space has broad application includ-
ing numerical simulation of piezoelectric transduction sys-
tems; ultrasonics and nondestructive testing, and noninvasive
therapeutic applications such as high-intensity focused ultra-
sound. Examples include ring transducers used in sonar
devices1 and geometrically focused transducers.2 Often, the
transducer must deliver a precise acoustic near-field radiation
pattern which is difficult to measure experimentally.3 For this
reason, in recent years, there has been increased interest in
the use of numerical simulation to predict the acoustic radia-
tion field and to aid in the design of optimal transduction
systems, e.g., Refs. 4 and 5.

When modeling transient radiation/scattering from struc-
tures in an acoustic medium which extends to infinity with
finite element/difference/volume methods, the computational
domain must be truncated at a finite distance from the struc-
ture. The impedance of the unbounded domain exterior to the
artificial truncation boundary is then represented on this
boundary by either absorbing boundary conditions, infinite
elements, or matched ‘‘sponge’’ layers. Survey articles of
various boundary treatments are given in Ref. 6. If accurate
boundary treatments are used, the finite computational region

can be reduced so that the truncation boundary is relatively
close to the radiator/scatterer, and fewer acoustic elements
than otherwise would be possible may be used, resulting in
considerable savings in both cpu time and memory. In the
frequency domain, several accurate and efficient methods for
representing the impedance of the far field are well under-
stood, including the Dirichlet-to-Neumann~DtN! map,7,8 and
infinite elements.9 However, efficient evaluation of accurate
boundary treatments for the time-dependent wave equation
on unbounded spatial domains has long been an obstacle for
the development of reliable solvers for time domain simula-
tions. Ideally, the artificial boundary would be placed as
close as possible to the source, and the radiation boundary
treatment would be capable of arbitrary accuracy at a cost
and memory not exceeding that of the interior solver.

A standard approach is to apply local~differential!
boundary operators which annihilate leading terms in the ra-
dial multipole expansion for outgoing wave solutions. A
well-known sequence of boundary conditions developed for
a spherical truncation boundary are the local operators de-
rived by Bayliss and Turkel.10 Because these operators in-
volve only local spatial derivatives, while derived for a
spherical boundary in free space, they may be used without
alteration for semi-infinite regions, such as the problem of a
transducer mounted in an infinite half-space. However, these
and other approximate local boundary conditions exhibit sig-
nificant spurious reflection for high-order wave harmonics,
especially as the position of the truncation boundary ap-
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proaches the source of radiation.11,12,13 In addition, as the
order of these local non-reflecting boundary conditions in-
creases, they become increasingly difficult to implement in
standard semidiscrete finite element formulations due to the
occurrence of high-order time derivatives on the truncation
boundary.

In recent years, new boundary treatments have been de-
veloped which dramatically improve both the accuracy and
efficiency of time domain simulations compared to approxi-
mate local radiation boundary conditions. One promising ap-
proach is the application of the ‘‘perfectly matched layer’’
~PML! technique14,15 which introduces an external layer de-
signed to absorb outgoing waves. In Refs. 16 and 17, exact
nonreflecting boundary conditions~NRBCs! are derived for
the free-space problem involving solution of an auxiliary
Cauchy problem for linear first-order systems of time-
dependent differential equations on a spherical boundary for
each harmonic. In Ref. 18, the NRBC is rederived based on
direct application of a result given in Lamb,19 with improved
scaling of the first-order system of equations associated with
the NRBC. This rescaling improves the numerical condition-
ing of the first-order system of equations when solved with
implicit methods. Formulation of the NRBC in standard se-
midiscrete finite element methods with several alternative
implicit and explicit time-integrators is reported in Refs. 18
and 20. When implemented in the finite element method,
NRBC requires inner products of spherical harmonics and
standardC0 continuous basis functions with compact sup-
port, appearing in the force vector. As a result, the NRBC
may be implemented efficiently and does not disturb the
symmetric and banded/sparse structure of the finite element
matrix equations. In Ref. 21, an efficient method is described
for calculating far-field solutions concurrently with the near-
field solution based on the exact NRBC.

In Ref. 20, a modified version of the exact NRBC for the
free-space problem with improved accuracy for high-order
harmonics is formulated. To obtain a symmetric finite ele-
ment variational equation, an additional auxiliary function is
introduced on the artificial truncation boundary. This modi-
fied version may be viewed as an extension of the second-
order local boundary operator derived by Bayliss and
Turkel.10 In Ref. 20 an implicit time discretization scheme is
developed to integrate the semidiscrete finite element equa-
tions. However, in three dimensions because of the difficulty
in obtaining diagonal matrices for the auxiliary equations, a
fully explicit time discretization which uncouples the system
of equations was not possible.

Motivated by the excellent accuracy of the NRBC for
the free-space problem, it is natural to extend these ideas to
the problem of radiation in a semi-infinite acoustic domain
resulting from transducers or vibrating structures mounted in
a half-plane. However, as a result of the nonlocal spherical
transform and expansion on a spherical boundary in free
space, the NRBC must be modified for the infinite half-space
problem. In this work, we give the extension of the exact
NRBC originally derived by Grote and Keller16 for the free-
space problem for application to semi-infinite problems de-
fined by an infinite planar baffle. Two alternative forms of
the NRBC which satisfy the symmetry condition imposed by

the rigid baffle are possible; in the first we orient the baffle
normal ~perpendicular! to a z axis of revolution defined in
spherical coordinates, while in the second the baffle is
aligned~parallel! with the z axis. The advantage of the first
approach is that axisymmetric radiation in a half-space may
be modeled efficiently in two dimensions.

For the symmetric form of the modified NRBC we give
a new mixed explicit-implicit time integration method which
retains the efficiency of explicit time discretization for the
finite element matrix equations, without the need for diago-
nal matrices in the auxiliary equations on the artificial trun-
cation boundary. Here, the interior finite element equations
are integrated explicitly in time while the auxiliary equations
are integrated implicitly in time. By treating the auxiliary
equations on the boundary implicitly, a very natural and
highly efficient algorithm is developed for large-scale wave
propagation analysis which allows the pressure field to be
updated without assembling or factoring the interior finite
element matrices.

In Refs. 18 and 20 numerical experiments for radiation
from a sphere in free-space are presented which demonstrate
the accuracy of the NRBC compared to steady-state analyti-
cal solutions and standard local absorbing boundary condi-
tions. In this work, numerical results for fully transient solu-
tions for a circular transducer mounted in an infinite rigid
planar baffle are compared to analytical solutions. The nu-
merical results are used to assess the accuracy of the mixed
explicit-implicit time integration method with the NRBC re-
stricted for the half-space problem.

I. TRANSIENT RADIATION IN ACOUSTIC HALF-
SPACE

We consider time-dependent scattering/radiation in a
three-dimensional semi-infinite region bounded by a bound-
ary composed of an arbitrary shaped radiation surfaceS and
a planar infinite baffle~see Fig. 1!. We denote the space
above this plane as the semi-infinite regionR. The numeri-
cal simulation of the transient radiation problem requires an
artificial boundaryG, here chosen to be a semi-sphere of
radiusuuxuu5R, which separates the computational regionV
from the surrounded unbounded acoustic medium. AtR we
impose an absorbing boundary condition to reduce spurious
reflection from it. Inhomogeneities and nonlinear sources

FIG. 1. Illustration of semi-infinite region lying on one side of a boundary
composed of an arbitrary radiation surfaceS and thexy plane. The compu-
tational domainV is surrounded by a semi-spherical truncation boundaryG.
Exterior region denoted byD.
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may be incorporated within the computational domain while
the remainder of the problem is treated as a homogeneous
acoustic medium occupying an infinite half-space and is
dealt with through the domain truncation boundary.

Within V the acoustic pressurep(x,t) satisfies the scalar
wave equation:

¹2p2
1

c2

]2p

]t2
52 f , x in V, t.0, ~1!

with initial conditions

p~x,0!5p0~x!,
]p

]t
~x,0!5 ṗ0~x!, xPV, ~2!

and driven by a normal velocityv52v–n, prescribed on the
radiation boundaryS:

]p

]n
5r0v̇~x,t !, xPS, t.0. ~3!

In the above,c(x) is the velocity of sound in the acoustic
medium,r0(x) is the mass density, a superimposed dot de-
notes a time derivative, andn is an outward pointing normal
vector. The normal velocity represents the time-dependent
motion of the transducer. The normal velocityv(x,t), acous-
tic sourcef (x,t), and initial data are assumed to be confined
to the interior of the regionV, so that in the infinite half-
space, i.e., the region outsideG, the acoustic pressure field
p(x,t) satisfies the homogeneous form of the wave equation
with constant wave speedc,

¹2p2
1

c2

]2p

]t2
50 x in D, t.0, ~4!

p~x,0!50,
]p

]t
~x,0!50, xPD, ~5!

and the homogeneous Neumann boundary condition imposed
by the rigid baffle,

]p

]n
50, xPS, t.0. ~6!

In the following, we introduce spherical coordinates
(r ,u,w),

x5r cosw sinu, ~7!

y5r sinw sinu, ~8!

z5r cosu, ~9!

such that thez axis is alignedperpendicular~normal! to the
planar baffle.

With this parametrization, the artificial boundary is de-
fined by the hemisphere,

Gª$r 5R, 0,u<p/2, 0,w<2p%,

and a general solution to the wave equation~4! in the exte-
rior regionD5$r>R, 0<u<p/2, 0<w,2p% may be ex-
panded as

p~r ,u,w,t !5 (
n50

`

(
m50

n

8 Pn
m~cosu!~pnm

c ~r ,t ! cosmw

1pnm
s ~r ,t ! sinmw!. ~10!

HerePn
m is the associated Legendre function of the first kind,

and the prime on the sum indicates that a factor of1
2 multi-

plies the term withm50. The radial harmonics associated
with the even and odd trigonometric functions are computed
from

pnm
c 5

2

Nnm
E

0

2pE
0

p/2

p~r ,u,w,t !Pn
m

3~cosu! cosmw sinu dudw, ~11!

pnm
s 5

2

Nnm
E

0

2pE
0

p/2

p~r ,u,w,t !Pn
m

3~cosu! sinmw sinu dudw, ~12!

where Nnm is the normalization factor for the orthogonal
spherical harmonics:

Nnm5
2p~n1m!!

~2n11!~n2m!!
. ~13!

For the semi-infinite region defined by the half-spaceD, the
multiplier 2 appearing in~11! and ~12! results from integra-
tion restricted over the hemisphere only, the limits of inte-
gration ranging from 0<u<p/2.

Since the problem is symmetric about the rigid planar
baffle atu5p/2, i.e.,

]p

]u U
u5p/2

52r
]p

]zU
z50

50, r>R, ~14!

it is sufficient to restrict the expansion~10! in spherical har-
monics to indicesn1m even. While this modification is
trivial, it is not necessarily obvious. To prove this result, we
evaluate the expansion~10! at u5p/2,

]p

]u U
u5p/2

5 (
n50

`

(
m50

n

8 Pn
m~0!~pnm

c ~r ,t ! cosmw

1pnm
s ~r ,t ! sinmw!. ~15!

From properties of the associated Legendre functions,22

Pn8
m~0!5H 0, n1m5even,

~21!(m1n21)/2
1•3•5•••~n1m!

2•4•6•••~n2m21!
,

n1m5odd,
~16!

only the combinationn1m5 even satisfiesPn8
m(0)50, and

it follows that expansion~10! satisfies~15! only with the
restrictionn1m5 even.

II. EXACT NRBCs ON A HEMISPHERE

On the artificial boundaryG the radial functionspnm
c and

pnm
s appearing in~10! satisfy the boundary condition derived

in Refs. 16 and 18 for a spherical boundary in free-space:
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B1@pnm#52
1

r
cn•znm~ t !, r 5R, ~17!

where

B1@pnm#ªS ]

]r
1

1

c

]

]t
1

1

r D pnm ~18!

is the ‘‘first-order’’ local boundary operator of Bayliss and
Turkel.10 The constantn-component vectorcn5$cn

j % is de-
fined with coefficients

cn
j 5n~n11! j /2R, j 51,2, . . . ,n, ~19!

while the vector functionsznm(t)5$znm
j (t)%, j 51, . . . ,n, of

ordern satisfy the first-order system of ordinary differential
equations,

d

dt
znm~ t !5Anznm~ t !1cFnm~ t !,

~20!
znm~0!50,

with constant n3n matrices An5$An
i j % defined with

coefficients18

An
i j 55

2n~n11!c

2R
, if i 51,

~n1 i !~n2 i 11!c

2iR
, if i 5 j 11,

0, otherwise.

~21!

For the semi-infinite half-space problem considered
here, the system~20! is driven by the time-dependent vector
function,

Fnm~ t !5@cpnmur 5R,0, . . . ,0#T, ~22!

with radial modes evaluated atr 5R, pnmur 5R , computed
from ~11! and ~12!.

The exact nonreflecting boundary condition~NRBC! for
the half-space problem on the hemisphereG is obtained by
multiplying ~17! by spherical harmonics, summing overn
andm, settingr 5R and using~10!,

B1@p#52
1

R (
n51

`

(
m50

n

8 Pn
m~cosu!~wnm

c ~ t ! cosmw

1wnm
s ~ t ! sinmw!, n1m5even, ~23!

wherewnm
c 5cnm•znm

c andwnm
s 5cnm•znm

c are scalar functions
defined by the even and odd harmonics inw. This condition
is the same as the free-space problem derived in Refs. 16 and
18, except that for the rigid baffle symmetry condition, the
indices are restricted ton1m5 even, and the radial harmon-
ics include a factor of 2 resulting from integration over a
hemisphere.

Alternatively, thez axis may bealigned ~parallel! with
the infinite baffle such that the hemisphere is defined by
Gª$r 5R, 0,u<p, 0,f<p%. With this orientation, the
symmetry condition imposed by the rigid planar baffle is
satisfied by restricting the Fourier expansion in~10! to even
functions cosmf. In this case, the exact nonreflecting bound-
ary condition for the hemisphere may be written as

B1@p#52
1

R (
n51

`

(
m50

n

8 cn

•znm~ t !Pn
m~cosu! cosmf on G, ~24!

where the system of equations~20! for znm is driven by the
radial modes,

pnmur 5R5
2

Nnm
E

0

pE
0

p

p~R,u,f,t !Pn
m

3~cosu! cosmf sinu du df, ~25!

with integration restricted over the range 0<f<p.

III. AXISYMMETRIC PROBLEMS

For general problems in three dimensions, the two forms
of the NRBC ~23! and ~24! have the same storage require-
ments and operation counts. An advantage in expressing the
NRBC in the form~23! is that axisymmetric problems in a
half-space defined by a planar baffle may be solved effi-
ciently with a periodic Fourier expansion inw and imposing
the planar symmetry condition in the Legendre function ex-
pansion inu. In this case an efficient solution is obtained by
reducing the axisymmetric problem to a sequence of un-
coupled two-dimensional problems with a Fourier expansion
in the circumferential directionw about az axis of revolution
perpendicular to the planar baffle. This reduction is not pos-
sible with the NRBC expressed in the form~24! since the
Fourier harmonics are restricted by the baffle condition. An
example of axisymmetric radiation in a half-space is given
by the classic model of transient radiation from a circular
piston mounted in an infinite planar baffle~see numerical
examples in Sec. V!.

To be specific, for radiation surfacesS with axisymmet-
ric geometry about az axis perpendicular~normal! to the
planar baffle, and driven by acoustic sources~3! which are
periodic in the angle of revolutionw, i.e.,

v̇~x,t !5 (
m50

`

8 @gm
c ~r ,u,t ! cosmw1gm

s ~r,u,t! sinmw#, ~26!

then the pressure may be expressed by the Fourier series,

p5 (
m50

`

8 @pm
c ~r ,u,t ! cosmw1pm

s ~r ,u,t ! sinmw#. ~27!

In this case, the pressure field decouples for different Fourier
harmonicsm due to the orthogonality of the trigonometric
functions and the problem simplifies to solving for the Fou-
rier modespm

c (r ,u,t) and pm
s (r ,u,t) in a two-dimensional

half-plane defined by the cylindrical coordinates (r,z), with
r5r sinu andz5r cosu. Outgoing solutions for the modes
pm are absorbed exactly by imposing the NRBC in the form
~23! with the variation inw suppressed, i.e.,

B1@pm#52
1

R (
n51

`

cn•znm~ t !Pn
m~cosu!, n1m5even.

~28!

In the abovecn•znm(t)5wnm
c (t) for modespm5pm

c , and
cn•znm(t)5wnm

s (t) for modespm5pm
s . For the rigid baffle
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condition, the indices in the Legendre function expansion
remain restricted ton1m even, and the system of equations
~20! for znm are driven by radial modespnm computed from
the restricted Legendre transform,

pnmur 5R5
2p

Nnm
E

0

p/2

pm~r ,u,t !Pn
m~cosu! sinu du. ~29!

When driven by sourcesv̇5g0 which are independent
of the angle of revolutionw, the pressure field is defined by
the single modep5p0(r ,u,t), and the exact NRBC reduces
naturally by setting the indexm50 in ~23!, with the result

B1@p#52
1

R (
n52,4, . . .

`

cn•zn0~ t !Pn~cosu!. ~30!

Here the system of equations~20! for zn0 is driven by the
radial modes,

pn0ur 5R5~2n11!E
0

p/2

p~R,u,t !Pn~cosu! sinudu,

~31!

with integration restricted over the quarter circle,
0<u,p/2.

IV. MODIFIED NRBCs ON A HEMISPHERE

In practice, the infinite sum overn in ~23! or ~24! is
truncated at a finite valueN. In this case, we denote the
boundary condition by NR1(N), whereN defines the number
of harmonics included in the truncated series. Use of NR1
(N) on a hemisphere with boundaryG will exactly represent
all harmonicspnm(r ,t), for n<N in the outgoing solution to
the initial-boundary value problem for the half-space. For
n.N, then NR1(N) approximates the harmonics with the
local operatorB1@p#50 on G, with leading error of order,
B1@p#5O(1/R3). Accuracy of the approximated harmonics,
n.N, may be improved by increasing the radius of the trun-
cation boundaryR, but at the added expense of a larger com-
putation regionV, resulting in increased memory and cpu
times.

To improve the approximation to the truncated harmon-
ics n.N, without affecting the modesn<N, the second-
order local boundary operator,

B2@pnm#ªS ]

]r
1

1

c

]

]t
1

3

r DB1@pnm#, ~32!

of Bayliss and Turkel10 may be used to obtain a modified
boundary condition for the radial modes:17,20

B2@pnm#5
1

r
c̃n•znm~ t !, r 5R. ~33!

Here the coefficient vectorc̃n5$c̃n
j % is given by

c̃n
j 5n~n11! j ~ j 21!/2R2, j 51,2, . . . ,n, ~34!

and the vector functionsznm(t) appearing in~33! satisfy the
same first-order system of ordinary differential equations
~20!, driven by ~22!. This modified condition was first de-
rived in Ref. 17 for a spherical boundaryG in free-space and
modified in Ref. 20 with improved scalingc̃nm .

To obtain an equivalent but more tractable form for fi-
nite element implementation, the second-order radial deriva-
tive appearing in the localB2 operator defined in~32! is
eliminated using the radial wave equation for the modes
pnm ,

]2pnm

]r 2
5

1

c2

]2pnm

]t2
2

2

r

]pnm

]r
1

n~n11!

r 2 pnm , ~35!

with the result

r

c

]

]t
B1@pnm#1B1@pnm#1

n~n11!

2r
pnm5

1

2
c̃n•znm~ t !,

r 5R. ~36!

With the z axis oriented perpendicular~normal! to the
infinite planar baffle, then multiplying~36! by the spherical
harmonics defined in~10! gives the modified NRBC:

B̂2@p#5
1

2 (
n52

N

(
m50

n

8 Pn
m~cosu!~w̃nm

c ~ t ! cosmw

1w̃nm
s ~ t ! sinmw!, n1m5even, ~37!

B̂2@p#ª
R

c

]

]t
B1@p#1B1@p#2

1

2R
DG@p#, ~38!

DG@p#ª
1

sinu

]

]u S sinu
]p

]u D1
1

sin2 u

]2p

]w2
, ~39!

where w̃nm5 c̃n•znm(t). This modified condition takes the
same form as the free-space problem derived in Ref. 20.
Here, the indices are restricted ton1m5 even in order to
satisfy the rigid baffle condition.

We denote~37! by NR2(N). Use of NR2(N) will ex-
actly represent all harmonicspnm(r ,t), for n<N on a semi-
spherical truncation boundary for the half-plane. Forn.N,
the truncated condition~37! reduces toB2@p#50 onG. This
condition approximates the harmonicsn.N, with leading
error of the order,B2@p#5O(1/R5). Therefore, when trun-
cated at a finite valueN, the modified condition approxi-
mates the truncated harmonicsn.N with greater accuracy
than NR1.

In Ref. 20, we show how a modified boundary condition
in the form ~37! can be implemented in a symmetric finite
element variational formulation for the free-space problem
by introducing additional auxiliary functionsqnm(t) and
c(u,w,t), such that

B1@p#2
1

2R
DG@c#5

1

2 (
n52

N

(
m50

n

8 Pn
m~cosu!

3~qnm
c ~ t ! cosmw

1qnm
s ~ t ! sinmw!, ~40!

S R

c

]

]t
11DDG@c#5DG@p#, c~u,w,0!50, ~41!

andqnm
c andqnm

s satisfy
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S R

c

d

dt
11Dqnm~ t !5 c̃n•znm~ t !, qnm~0!50. ~42!

The three equations~40!–~42! define an equivalent form of
the exact NRBC~37!, suitable for implementation in a sym-
metric finite element formulation. With thez axis oriented
perpendicular~normal! to the planar rigid baffle, it is suffi-
cient to restrict the expansion in spherical harmonics given in
~40! to indicesn1m even.

Alternatively, with thez axis aligned~parallel! with the
planar baffle, the rigid condition is satisfied with the expan-
sion

B1@p#2
1

2R
DG@c#5

1

2 (
n52

N

(
m50

n

8 qnm~ t !Pn~cosu! cosmf.

~43!

Again, the advantage of the form~40!, based on a Fou-
rier expansion inw about az axis of revolution oriented
normal to the planar baffle, is that axisymmetric problems in
a half-space can be modeled efficiently in two dimensions.

V. FINITE ELEMENT FORMULATION

Finite element discretization of the bounded acoustic re-
gion V allows for a natural coupling to an elastic radiator on
the surfaceS. The finite element formulation of the NR1(N)
defined in~23! or ~24!, and the symmetric form of NR2(N)
defined in~40! or ~43! for the half-space problem posed on a
rigid planar baffle, follows the same form as given in Refs.
18 and 20 for the free-space problem. By introducing finite
element approximations, a system of ordinary differential
equations are obtained which must then be integrated in
time. In the following, we summarize the semidiscrete ma-
trix equations resulting from the symmetric form of NR2(N)
and then present a new mixed explicit/implicit time-
integration method for advancing the solution.

A. Finite element discretization

The finite element discretization is obtained by approxi-
mating the variational equation associated with the wave
equation and the nonreflecting boundary condition. The
variational equation withinV is obtained by multiplying~1!
with a weighting functiondp and using the divergence theo-
rem. For the symmetric NR2(N) condition, an auxiliary
equation onG is obtained by multiplying~41! with a differ-
ent weighting functiondc, then integrating by parts. Using
independent finite element approximations,

p~x,t !'Np~x!p~ t ! in Vø]V, ~44!

c~x,t !'Nc~x!c~ t ! on G, ~45!

where Np and Nc are standard vector arrays ofC0 basis
functions with compact support associated with each node of
the finite element mesh inVø]V, and on the boundaryG,
results in the following coupled, symmetric system of semi-
discrete matrix equations,

M p

d2p~ t !

dt2
1Cp

dp~ t !

dt
1K pp~ t !5F~ t !2Ac~ t !, ~46!

Cc

dc~ t !

dt
1Kcc~ t !5ATp~ t !. ~47!

The time-dependent vectorp(t) determines the global
solution at each node in the mesh, whilec(t) is a vector of
auxiliary parameters associated with the nodes on the trun-
cation boundary. The symmetric arrays associated with the
pressure field take the same form as the free-space problem
given in Ref. 20:

M p5E
V

1

c2
Np

TNpdV, ~48!

Cp5E
G

1

c
Np

TNpdG, ~49!

K p5E
V

~¹Np!T~¹Np!dV1
1

R E
G
Np

TNpG. ~50!

Similarly, the symmetric arrays associated with the auxiliary
function c take the form

Cc5
R2

2 E
G

1

c
~¹sNc!T~¹sNc!dG, ~51!

Kc5
R

2 E
G
~¹sNc!T~¹sNc!dG. ~52!

The coupling array betweenp andc is given by

A5
R

2 E
G
~¹sNp!T~¹sNc!dG, ~53!

where¹s denotes the surface gradient on a sphere anddG
5R2 sinu dudw.

In deriving the matrix equations, second-order tangential
derivatives appearing inDG were reduced to first-order de-
rivatives using integration-by-parts on the hemisphereG,
i.e.,

E
G

dpDGcdG52R2E
G

¹sdp•¹scdG. ~54!

For thez axis normal to the planar baffle, the above result
follows from the symmetry condition in the angleu, i.e.,
]c/]u50 at u5p/2, and the periodic condition inw, i.e.,
dp(R,u,0)5dp(R,u,2p).

The auxiliary functionsc only appear as a surface gra-
dient¹sc. As a result, a family of solutions forc that differ
by a constant will satisfy~47!. To obtain a unique solution,
the functionc may be constrained at one arbitrary node on
the truncation boundary. The value used to constrain the aux-
iliary function c at that node is inconsequential to the unique
solution forp, and may be set to zero.20

The semidiscrete equations are driven by the initial con-
ditions and discrete force vector,F(t)5FS1FG composed of
a standard load vector,

FS~ t !5E
V

Np
Tf ~x,t !dV1E

S
Np

Tr0v̇~x,t !dS, ~55!

and a part associated with the auxiliary functions appearing
in the NRBC,

3100 3100J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 L. L. Thompson and R. Huan: Nonreflecting boundary conditions



FG~ t !5
1

2 (
n52

N

(
m50

n

8 ~qnm
c ~ t !fnm

c 1qnm
s ~ t !fnm

s !, ~56!

where

fnm
c
ªE

G
Np

TPn
m~cosu! cosmwdG, ~57!

fnm
s
ªE

G
Np

TPn
m~cosu! sinmwdG. ~58!

With the z axis normal to the rigid planar baffle, the indices
appearing in~56! are restricted ton1m5 even. The func-
tions qnm(t) are solutions to the first-order equation~42!,
driven by the auxiliary variablesznm(t). The vector func-
tions znm in turn satisfy~20! driven by the radial modes on
the hemisphere:

pnm
c ~R,t !5

2

R2Nnm

fnm
cT
•pG~ t !, ~59!

pnm
s ~R,t !5

2

R2Nnm

fnm
sT
•pG~ t !, ~60!

where pG(t)5$pI(t)%, I 51,2,... ,NG , is a vector of nodal
solutions on the artificial boundaryG with NG nodes.

Implementation of the nonreflecting boundary condition
only requires inner products of spherical harmonics and fi-
nite element basis functions with compact support within the
force vector fnm . As a result, the nonreflecting boundary
condition is easy to implement using standard force vector
assembly over each boundary element onG, and does not
disturb the symmetric and banded/sparse structure of the fi-
nite element matrix equations.

For axisymmetric radiation from a rigid baffle, the force
vector ~56! naturally specializes with the index restricted to
m50, i.e.,

FG~ t !5pR2 (
n52,4, . . .

N

qn0~ t !E
0

p/2

Np
TPn~cosu! sinu du,

~61!

where the system of equations~20! for zn0 is driven by the
radial modes given in~31!.

VI. MIXED-TIME INTEGRATION ALGORITHM

Both implicit and explicit time marching schemes have
been developed in Ref. 18 to integrate the semi-discrete
equations associated with the NR1(N) form of the exact non-
reflecting condition on a spherical boundary in free-space.
These time-integration algorithms may be used to implement
the boundary condition~23! or ~24! for the half-space prob-
lem with no significant modifications. For NR2(N), implicit
time marching procedures developed in Ref. 20 may be ap-
plied directly to the coupled system of equations~46! and
~47!. However, direct application ofexplicit time stepping
schemes which uncouple the system of equations is not pos-
sible due to the difficulty in generating an accurate diagonal
matrix Cc appearing in the auxiliary equations~47!. Fully
explicit time discretization with diagonal matrices drastically

reduces computational cost and memory requirements. To
obtain the efficiency of explicit time discretization without
the need for a diagonal matrixCc , we present a new mixed
explicit-implicit time integration method for solving the
coupled system. Here, the interior finite element equations
~46! are integrated explicitly in time and the auxiliary equa-
tions ~47! on G are integrated implicitly in time. By treating
the auxiliary equations implicitly, a very natural algorithm
results which avoids the need to update either the pressure
solutions or the auxiliary functions at intermediate time
steps.

Let Fk5F(tk) be the force at time steptk5kDt. To
compute the solutionpk115p(tk11), we apply the second-
order accurate,explicit central difference method to the inte-
rior finite element matrix equations given in~46!, with the
result

M̂pk115Rk, ~62!

with effective mass matrix

M̂5
1

Dt2
M p1

1

2Dt
Cp ~63!

and

Rk5Fk2Ack2 S K2
2

Dt2
M pD pk

2S 1

Dt2
M p2

1

2Dt
CpD pk21. ~64!

The algebraic equations given in~62! are decoupled us-
ing standard lumping techniques to diagonalizeM p andCp ,
e.g., using nodal~Lobotto! quadrature, row-sum technique,
or the HRZ lumping scheme defined in Ref. 23. Using nodal
lumping the effective massM̂ is diagonal, and the system of
equations~62! can be solved without factorizing a matrix;
i.e., only matrix multiplications are required to obtain the
right-hand-side effective load vectorRk, after which the
nodal pressurespI can be updated using

pI
k115

RI
k

m̂II

, ~65!

wherepI
k11 andRI

k denote theI th components of the vectors
pk11 and Rk, respectively, andm̂II is the I th diagonal ele-
ment of the effective mass matrix obtained from the lumped
mass and damping matrices. Furthermore, the matrix-vector
productsAck andK ppk can be evaluated at the element level
by summing the contributions from each element to the ef-
fective load vector, without matrix assembly ofA or K p ,
rendering a highly efficient algorithm for large-scale wave
propagation analysis.

The system of equations~47! for the auxiliary param-
etersc are not readily decoupled because of the difficulty
generating an accurate diagonal matrix forCc using standard
lumping techniques. In this case, we computeck11 using the
implicit, second-order Adams-Moulton method~trapezoidal
rule!, i.e.,
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Ĉ ck115S Cc2
Dt

2
KcD ck1

Dt

2
AT~pk111pk!, ~66!

with

Ĉ5Cc1
Dt

2
Kc . ~67!

Using a direct solver, and a constant time stepDt, the
banded/sparse matrixĈ is factorized only once intoĈ
5LDL T, whereL is a lower triangle andD is a diagonal
matrix. For constant wave speedc on the artificial boundary
G, then Kc5(c/R)Cc and the system~66! may be solved
even more efficiently with the following procedure:

Compute: r k115AT~pk111pk!, ~68!

Solve: Ccyk115r k11, ~69!

Update: ck115
b

a
ck1

Dt

2a
yk11, ~70!

wherea511g, b512g, andg5cDt/2R.
Similarly, the numerical solutionznm

k11 to the first-order
system~20! and the solutionqnm

k11 to the first-order equation
~42! may be computed concurrently using the implicit and
unconditionally stable second-order Adams-Moulton
method, i.e.,

Bnznm
k115S I1

Dt

2
AnD znm

k 1
Dt

2
~Fnm

k111Fnm
k ! ~71!

with

Bn5I2
Dt

2
An , ~72!

and then update

qnm
k115

b

a
qnm

k 1
g

a
c̃n•~znm

k111znm
k !. ~73!

After the initial conditions are established, the complete
mixed time-integration algorithm proceeds as follows for a
fixed time step size,Dt:

~1! Calculate effective loads at timet from ~64!.
~2! Update the pressure field at timet1Dt from ~65!.
~3! Solve for auxiliary functionsc at timet1Dt from ~66!.
~4! For each mode, solve the functionsznm at time t1Dt

from ~71!.
~5! For each mode, update the functionsqnm at time t1Dt

from ~73!.
~6! Update the time step, and repeat.

The key to the effectiveness of this algorithm is that the
pressure update relies only on the auxiliary functions at the
current time step, i.e.,ck and qnm

k , and the update of the
auxiliary functions relies only on the most recently computed
pressure at time steptk11 . The result is a very natural algo-
rithm which avoids the need for intermediate updates be-
tween equations as would be the case in a staggered-step
time integration. We also note that this mixed time-
integration method also provides an efficient way to imple-
ment the local B2 boundary condition of Bayliss and

Turkel10 in symmetric form; in this case the functionsznm

and qnm are not used, so that steps~4! and ~5! may be
skipped in the above algorithm.

VII. NUMERICAL STUDIES

In Refs. 18 and 20 numerical experiments for radiation
from a sphere in free-space are presented which demonstrate
the accuracy of the NRBC compared to steady-state analyti-
cal solutions and standard local absorbing boundary condi-
tions. In this work, numerical studies of fully transient solu-
tions for a circular piston transducer mounted in an infinite
rigid planar baffle are presented. Numerical results are used
to assess the accuracy of the mixed explicit-implicit time
integration method and the NRBC defined in~40!–~42! for a
half-space problem defined by a rigid baffle. Both sinusoidal
and Gaussian pulse surface velocities are used to drive the
transient solutions. A circular transducer radiating into an
acoustic fluid is considered since this case has been widely
studied and is important to many researchers.

A. Circular piston in a rigid planar baffle

We first consider a circular transducer of radiusa, oscil-
lating perpendicular to the plane of a rigid infinite baffle. The
sound pressure field is determined by the wave equation and
boundary conditions,

]p

]z
5H 2r0v̇~ t !H~ t !, on piston P5$0<r<a,u5p/2%,

0, on baffle B5$r .a,u5p/2%,

~74!

where H(t) is the Heaviside~unit step! function. Here,z is
the coordinate normal~perpendicular! to the piston and
baffle,v(t) is the normal velocity of the piston, and a super-
imposed dot denotes a time derivative.

The sound fieldp(r ,u,t) is rotationally symmetric about
thez axis normal to the center of the piston and independent
of w. Since the problem is axisymmetric, it is convenient to
introduce cylindrical coordinates (r,z), wherer5r sinu is
the polar radius.

1. Sinusoidal input

We first assume that the piston velocity in Eq.~74! is
sinusoidal fort>0, with

v~ t !512cosvt, ~75!

resulting in a pressure gradient fort>0,

]p

]z
52r0v sinvt on piston P, ~76!

wherev is a radian frequency.
The steady-state response along thez axis for the sinu-

soidal input~75! is available in a closed-form analytical so-
lution given in Ref. 24:

p~0,z,t !5Imag$ i r0ceivt@e2 ikz2e2 ikAz21a2
#%, ~77!

wherec is the speed of sound andk5v/c is the wave num-
ber. A study of the pressure amplitude on the axis of this
piston reveals that the axial response exhibits strong interfer-
ence effects, fluctuating between 0 and 2r0c. These zero
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pressure amplitudes occur at pointszm satisfying the condi-
tion

zm

a
5

1

m

a

l
2

m

4

l

a
, ~78!

wherel52p/k andm5 even.
Immediately after the circular piston~transducer! is

switched on, the acoustic field will undergo a transient solu-
tion that is quite different from the steady-state condition; the
radiation impedance consists of high-frequency components
only, and then rapidly approaches the steady-state value.
Since the rigid vibrating piston can be considered to be a
distribution of point sources, the sound field occupies a re-
gion in space which is obtained by locating spheres of radius
c t from each point on the piston. Thus the pressure on the
piston itself is transient for the first 2a/c seconds, which is
the time required for a signal to propagate from one edge of
the piston across to the opposite edge. The pressure on the
piston after the first 2a/c seconds is the same as in the steady
state.

The transient sound field is available in a closed-form
expression that can be integrated numerically.25 The velocity
potential fieldf is represented as the time convolution of the
normal velocity of the piston and a radiation impulse re-
sponse:

f~r,z,t !5v~ t !* h~r,z,t !, ~79!

where the asterisk is used to denote the convolution opera-
tion, h is the velocity potential impulse response,t is the
time, anda is the radius of the circular piston. The acoustic
velocity in the medium is the negative gradient of the veloc-
ity potentialf, given byv52¹f. The pressure may then
be obtained from the velocity potential using the relationship
p5r0ḟ.

The impulse response functionh(r,z,t) is the time-
dependent velocity potential field resulting from a Dirac im-
pulsivez-velocity of the piston:25

h~r,z,t !55
c, r,a, z,ct,R1 ,

c

p
cos21S c2t22z21r22a2

2rAc2t22z2 D , R1,ct,R2 ,

0, elsewhere,
~80!

where R15Az21(a2r)2 and R25Az21(a1r)2 are the
shortest and longest distances, respectively, from the obser-
vation point to the circumference of the piston.

For observation points on thez axis, R15R2

5Az21a2, so thath is a delayed rectangular pulse, and the
time convolution given in~79! may be evaluated in closed-
form:

p~0,z,t !5r0cH vS t2
z

cDHS t2
z

cD
2vS t2

Az21a2

c DHS t2
Az21a2

c D J , ~81!

where and H(t) is the Heaviside function. The pressure on
the z axis is thus seen to consist of two signals of opposite

strength equal to the characteristic impedancer0c.
Since the problem is axisymmetric, it is sufficient to

compute the finite element solution in the two-dimensional
domain V defined by the (r ,u) plane for 0<r<R and 0
<u<p/2. The pressure field is approximated with four-node
bilinear axisymmetric acoustic elements with a nonreflecting
boundary applied to a quarter-circle truncation boundaryG
ª$r 5R , 0,u<p/2%.

For the finite element solution, the truncation boundary
G is positioned close to the radius of the piston atR/a
51.25, resulting in a relatively small computational domain.
The piston radius and wave speed are normalized such that
a51 andc51. The calculation is then driven with a normal-
ized frequencyva/c54p on a mesh with 150 evenly spaced
elements along thez axis from 0<z<1.25, and 90 evenly
spaced elements from 0,u<p/2. For this frequency and
piston radius, the zero amplitude points along thez axis oc-
cur atz250.75, and at the originz450.0.

A time-harmonic solution is obtained by starting from
rest with initial datap0 and ṗ0 equal to zero and driving the
solution to steady state with a time stepDt50.003 s. The
mesh and time step size are small relative to the wavelength
l50.5, so that numerical error is due primarily to the the
radiation boundary condition onG.

Figure 2 shows time-dependent solutions at several ob-
servation points along thez axis obtained using the localB1

and B2 operators, and the nonreflecting boundary condition
NR2~20!, compared to the analytical solution. Figure 3
shows time histories at several locations on the truncation
boundaryG. The numerical solution obtained using NR2~20!
can barely be distinguished from the analytical solution at all
locations, including the interference pointz50.75, where the
steady-state amplitude is zero. The solution usingB2 exhibits
relatively accurate solutions for points off-axis, however,
significant amplitude errors occur for points on thez axis.
The B1 operator yields both large amplitude and phase er-
rors, at all observation points except the piston originz50,
where all the operators accurately represent the solution,
even during the zero steady-state amplitude phase. This in-
teresting result is expected since at this location and for a
piston of infinite radius it can be shown that the pressure and
normal velocity atz50 are related by the simple plane-wave
relationshipp5r0cv, which is accurately represented by all
of the boundary conditions considered.

The instantaneous error measured inL2 norm on thez
axis is defined as

E~ t !5H E
0

R

@ph~z,t !2p~z,t !#2dzJ 1/2

, ~82!

whereph is the approximate finite element solution,p is the
exact steady-state solution, andR51.25. The magnitude of
the absolute errorE(t) can be scaled by any constant, and
will only serve as a means to compare the relative accuracy
of the different boundary conditions. Figure 4 shows the in-
stantaneous error on the piston axis and over the steady-state
time interval 4.7,t,5.5. The results illustrate the reduction
in error obtained from NR2(N) by increasing the number of
terms in the truncated series fromN510 to N520. The
accuracy of the NR2~20! solution is significantly improved
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over the localB2 operator. We also observe that the error
using the nonreflecting boundary condition NR2~20! reduced
by an order of magnitude compared to the localB1 boundary
condition.

2. Gaussian pulse
We next study the response due to a transient pulse

which excites a range of frequencies. The piston velocity is
assumed to be the Gaussian pulse,

v~ t !5e20.5f 0
2(t2t0)2

H~ t !, ~83!

where t050.5 s andf 058. The frequency spectrum of this
wavelet is

v~v!5
A2p

f 0
e20.5v2/ f 0

2
. ~84!

Figure 5 shows the pulse and its amplitude spectrum.

FIG. 2. Sinusoidal input. Time histories at on-axis observation points:~a!
z50.0; ~b! z50.75; ~c! z51.0.

FIG. 3. Sinusoidal input. Time histories at off-axis observation points on
truncation boundary atR51.25, andu530, 60, 90 degrees.
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For this input, the pressure on thez axis consists of two
Gaussian pulses of opposite amplitude. The time delay of the
initial pulse corresponds to the propagation time from the
center of the piston to the spatial point, and the time delay of
the second pulse corresponds to the propagation time from
the edge of the piston to the spatial point.

The computations are performed with the element size,
and time-step unchanged from the previous study. Figures 6
and 7 show contours of the pressure field solution using
NR2~20! at several time steps. Figure 8 shows transient so-
lutions at several observation points on thez axis. Figure 9
shows time histories at different locations on the truncation
boundaryG. Comparisons are made between the analytical
solution and finite element solutions using the local operators
B1 and B2 and the nonreflecting condition NR2(N), with
series truncationN520. The solution obtained using
NR2~20! can barely be distinguished from the analytical so-
lution at all observation points. The early time response is
accurately represented on thez axis using any of the bound-
ary conditions studied. However, the numerical solution for
B1 exhibits large errors during the second pulse, both over-
shooting and undershooting the exact solution. The solution
using B2 shows significant error at the trailing end of the
second pulse. On the truncation boundary, at angles off the
piston axis, the local boundary operators exhibit spurious
reflections during both the initial and secondary pulses. It is
observed that both the local operators and nonreflecting con-
dition NR2(N) accurately represent the solution at the center
of the pistonz50, for all time.

VIII. CONCLUSIONS

An extension of the exact nonreflecting boundary condi-
tion ~NRBC!, first derived by Grote and Keller17 for the free-
space problem, is formulated on a hemisphere for the time-
dependent wave equation in a half-space defined by a planar
baffle. Since the problem is symmetric about the infinite pla-
nar surface, we show that it is sufficient to restrict the spheri-
cal harmonic expansion which defines the NRBC to indices

n1m even, and scale the radial harmonics by a factor of 2,
in order to satisfy the rigid baffle condition. In this case, we
position the baffle normal~perpendicular! to a z axis in
spherical coordinates. Since the symmetry condition is im-
posed with the Legendre function expansion inu, the Fourier
expansion in the circumferential anglew may be used to
efficiently model axisymmetric problems in two dimensions.
Alternatively, the NRBC for the half-space problem may be
formulated based on az axis aligned parallel to the planar
baffle. In this case the Fourier expansion in the circumferen-
tial angle is restricted to even functions in order to satisfy the
rigid baffle symmetry condition. While this alternative form
of the NRBC has the same number of operation counts and
memory requirements in general three-dimensional prob-
lems, it cannot be used for the axisymmetric problem since
the Fourier harmonics are restricted by the baffle condition.
Symmetry conditions for the planar baffle may also be ap-
plied to recently developed asymptotic radiation boundary
conditions given in Ref. 26 which have improved efficiency
over the exact condition.

For the symmetric form of the modified NRBC we de-

FIG. 4. Instantaneous errorE(t) along thez axis and at steady-state due to
a sinusoidal radiating circular piston with normalized frequencyva/c
54p and truncation boundary radiusR/a51.25. Results compared for lo-
cal operatorsB1, B2, and boundary condition NR2(N), with series trunca-
tion N510 andN520.

FIG. 5. Gaussian pulse and its Fourier transform:~a! Gaussian pulse versus
time; ~b! the amplitude spectrum versus frequencyv.
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veloped a new mixed explicit-implicit time integration
method which retains the efficiency of explicit time discreti-
zation for the finite element matrix equations, without the
need for diagonal matrices in the auxiliary equations on the

artificial truncation boundary. Here, the interior finite ele-
ment equations are integrated explicitly in time while the
auxiliary equations onG are integrated implicitly in time. By
treating the auxiliary equations implicitly, a very natural al-
gorithm results which avoids the need to update either the
pressure solutions or the auxiliary functions at intermediate

FIG. 6. Solution contours of pressure field using NR2~20! for transient
radiation from a circular piston in infinite planar baffle with Gaussian nor-
mal velocity at time~a! t50.45; ~b! t50.9; ~c! t51.35.

FIG. 7. Solution contours of pressure field using NR2~20! for transient
radiation from a circular piston in infinite planar baffle with Gaussian nor-
mal velocity at time~a! t51.8; ~b! t52.25; ~c! t52.7.

FIG. 8. Gaussian pulse. Time histories at on-axis observation points:~a! z
50.0; ~b! z50.75; ~c! z51.125. Solid lines denote analytic solution;
dashed lines denote NR2~20!; dash-dotted lines denoteB2; dotted lines de-
noteB1 .
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time steps and which retains the second-order accuracy of
the underlying methods. The key to the effectiveness of the
scheme is that the pressure update relies only on the auxil-
iary functions at the current time step, and the update of the
auxiliary functions relies only on the most recently computed
pressure at time steptk11 . The result is a very natural and

highly efficient algorithm for large-scale wave propagation
analysis which allows the pressure field to be updated with-
out assembling or factoring the interior finite element matri-
ces. This mixed time-integration method also provides an
efficient way to implement the localB2 boundary condition
of Bayliss and Turkel.

Numerical examples of fully transient radiation from a
circular piston transducer mounted in an infinite rigid planar
baffle demonstrate the improved accuracy of the NRBC and
the new mixed explicit-implicit time integration method
compared to the first- and second-order local boundary con-
ditions of Bayliss and Turkel. For a sinusoidal normal veloc-
ity input, the transient solution obtained using NR2~20! can
barely be distinguished from the analytical solution at all
points in the computational domain, including the difficult
interference point on the piston axis where the steady-state
amplitude is zero. The solution using the local second-order
operator exhibits relatively accurate solutions for points off-
axis, however significant amplitude errors occur for the dif-
ficult points on the piston axis. The local first-order operator
yields both large amplitude and phase errors, at all observa-
tion points except the piston origin. Similar results are found
for a Gaussian pulse input. The accuracy of the local opera-
tors may be improved by moving the artificial truncation
boundary further away from the source of radiation at the
expense of a larger computational domain with increased
work. In other numerical studies,17 it is shown that the extra
work in employing the local conditions with a large mesh is
several times larger than the work required to compute the
spherical harmonics in the exact NRBC on a smaller mesh.
An important area of future work is to determine the benefit
of increased accuracy using the modified NRBC with the
extra expense in computing the auxiliary functionsc at each
node on the artificial boundary.
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The design of a wide frequency band neutralizer, vibration absorber and/or structural fuzzy, in the
form of multiple-sprung masses, is extensively reported in the open literature. The action of the
device is reported in terms of the joint point impedance of the sprung masses. This joint impedance
is merely the sum over the impedances of the individual sprung masses at the common point to
which the device is to be attached to a master structure. The normalized frequency bandwidth of a
device composed of a single-sprung mass is proportional to the loss factor of that sprung mass. To
increase this bandwidth, a device composed of more than one sprung mass, with distributed
resonance frequencies, is utilized. To keep suppressed the undulations in the joint impedance of a
set composed of a multiplicity of sprung masses, the loss factors are rendered larger than the
normalized separations between adjacent antiresonance frequencies. This modal overlap condition,
together with consideration of weight, are central to the design of the device. The analysis of the
device is enriched by considering two distinct distributions of resonance frequencies for each set of
sprung masses. Moreover, the ranges and parameters which specify that device are limited to
reasonably moderate values; e.g., the useful frequency bandwidth of a given device is limited to
one-third of its center frequency and the number of sprung masses in a device is restricted not to
exceed one-score. In a set employing the first resonance frequency distribution, as the number of
sprung masses is initially increased, an increase in the bandwidth is accompanied by an increase in
the level of the joint impedance. As the number of sprung masses is further increased, the bandwidth
and the level of the joint impedance become saturated. In a set incorporating the second resonance
frequency distribution, an ongoing increase in the bandwidth, as the number of sprung masses
increases, is accompanied by an ongoing decrease in the level of the joint impedance. The
examination of these and other characteristics in the joint impedance of the sprung masses is
provided by data obtained in computer experiments performed on a few selected sets of sprung
masses. ©1999 Acoustical Society of America.@S0001-4966~99!00812-7#

PACS numbers: 43.20.Wd, 43.40.Tm, 43.50.Gf@DEC#

INTRODUCTION

Ever since structural fuzzies began reverberating within
the noise control community, sprung masses, as vibration
control devices, have become hot commodities.1–5 The im-
pedanceZj (v) that thejth sprung mass presents to a struc-
ture at the ‘‘point’’ xj of attachment is simple enough. The
impedanceZj (v) is constructed of the parallel combination
of the impedanceivM j of the mass and the impedance
K j / iv of the stiffness elements of the sprung mass; namely,

Zj~v!5 ivM j@$11h j
22~v/v j !

2%2 i ~v/v j !
2h j #

•@$12~v/v j !
2%21h j

2#21;
~1!

~v j !
25~K0 j /M j !; K j5K0 j~11 ih j !,

where M j , v j , and h j are the mass, theresonance fre-
quency, and the loss factor of thejth sprung mass.3,5 The loss
factor is associated with the stiffnessK j of the spring. Con-
sider initially a device consisting of a single-sprung mass.3–6

The resonance frequency of that sprung mass is designated
v1 , yielding, thereby, afrequency of resonancegiven by

~v/v1!25~11h2!, ~2!

whereh is the loss factor associated with that single-sprung-
mass device.5 At and in the vicinity of the frequency of reso-
nance, the impedanceZ(v) of the sprung mass is resistance
controlled and of the approximate form

Z~v!.~vM /h!; u12~v/v1!2u&h!1, ~3!

whereM is the mass of this single-sprung mass device.5 The
notion that a resistance-controlled impedance, that is in-
versely proportional to a loss factor, can be presented to a
vibrating structure conjures a vision of the ultimate noise
control device.3,5,6 Equation ~3! states that in order to in-
crease that resistance-controlled impedance, without the pen-
alty of added weight, the loss factorh must be kept small. A
small h implies a narrow-frequency-band device. To over-
come this dilemma among others, e.g., the questions of fa-
tigue and impedance matching, it is proposed to increase the
number of sprung masses at apoint.7 In this proposal the
sprung masses are assigned a distribution of resonance fre-
quencies to cover the desired wider frequency bandwidth.1–5

Sprung masses that perceive a common response at their re-
spective points of attachment can be considered to act at a
point. A typical set of sprung masses at a point is sketched in
Fig. 1~a!.5 The expression for the joint impedanceZN(v)
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that a set of (N21)-sprung masses presents at apoint is
readily derived, i.e., it is merely the sum of the individual
impedances of the sprung masses,

ZN~v!5(
j 52

N

Zj~v!, 2< j <N, ~4!

where the indexj 51 is reserved for identifying the master
structure to which the (N21)-sprung masses are to be at-
tached at a point.2–5,8 The overall normalized frequency
bandwidthDv/v of the set of these sprung masses is related
to the highest resonance frequencyv2 and the lowest reso-
nance frequencyvN in the set. Formally, this normalized
frequency bandwidth may be expressed in the form

~Dv/v!5hd2N1~Dv/v1!N>3~12d2N!, N>2, ~5!

wherev1 is a normalizing frequency,h is the loss factor,
andv1h is the frequency bandwidth of a set composed of a
single-sprung mass,d2N is the Kronecker delta and
(Dv/v1)N>3 is the frequency bandwidth of a set composed
of two or more sprung masses@cf. Eqs. ~2! and ~3!#. It is
noted that the normalized frequency bandwidth of a set com-
posed of two or more sprung masses is

~Dv/v1!N>35@~v22vN!/v1#

5 (
j 52

N21

@~v j2v j 11!/v1#, N>3. ~6!

It took a few years, however, to relate appropriately the nor-
malized on the averageseparationdv/v between adjacent
resonance frequencies andon the averageloss factorhc .
Similar time elapsed to appropriately relate the normalized
local separationdv j /v j between adjacent antiresonance fre-
quencies and thelocal loss factorh j .5,9,10 These relation-
ships define the condition of modal overlap.11 The on the
averagecondition of modal overlap is expressed in the form

hc*~dv/v!,
~7a!

~dv/v!5~N22!21@~v22vN!/v1#, N>3,

where use is made of Eq.~6!. On the other hand, thelocal
condition of modal overlap is expressed in the form

h j*~dv j /v j !, N>3, ~7b!

and it is noted that thelocal separationdv j /v j between
adjacent antiresonance frequencies in a set composed of
more than a single-sprung mass is

~dv j /v j !5@~v j
12v j

2!/v1#~12d j 2!~12d jN!

12@~v22v2
2!/v1#d j 212@~vN

12vN!/v1#d jN ,

2< j <N, N>3, ~8!

wherev j
1 and v j

2 are, respectively, the antiresonance fre-
quencies on the higher and lower frequency sides of the reso-
nance frequencyv j , as illustrated in Fig. 1~b!. Thus, the
condition of modal overlap is defined with respect to either
on the average, as stated in Eq.~7a!, or locally, as stated in
Eq. ~7b!. When the condition of modal overlap is not met,
undulations in the joint impedanceZN(v), as a function of
frequency, exist. The undulations are decreased as the con-
dition of modal overlap is approached; the decreased undu-
lations converge onto steady values as the condition of
modal overlap is just reached.12 When the condition of
modal overlap is met, the undulations are suppressed alto-
gether.

It has been speculated that the mean values of the undu-
lations assume values that are independent of the loss factors
of the individual sprung masses.3,4,12,13Therefore, these val-
ues are commensurate with the values on which the undula-
tions converge as the overlap condition is just met and be-
yond. This speculation is tested herein, and further in a
companion paper, and the limits on its validity are formu-
lated and revealed.14 Practitioners of noise control do not
advocate large fluctuations in the response and, therefore, the
condition of modal overlap is usually approached or reached
in the design of a set of sprung masses. It is further held that
an increase in damping, beyond that which just satisfies the
modal overlap condition, is detrimental to this design.5 These
notions are also to be tested and, if possible, quantified
herein and in a companion paper.14 It is within this context
that the influence of the damping, on the design of a set of
sprung masses, is investigated. The investigation undertaken
is facilitated by relatingh anddv/v to the designedon the
averageloss factorhN , andh anddv j /v j to the designed
local loss factorhN j . The relationships are

hN

hN j
J 5~b!Fhd2N1 H ~dv/v!

~dv j /v j !
J ~12d2N!G , ~9a!

~9b!

FIG. 1. ~a! A generalized sketch of a set of sprung masses acting at a
‘‘point.’’ ~b! Locations of resonances designated byv j and adjacent anti-
resonances designated on the right byv j

1 and on the left byv j
2 . ~c! Num-

ber of sprung masses and their resonance frequency distributed with re-
spected to the central frequencyv1 .
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where dv/v and dv j /v j are stated in Eqs.~7a! and ~8!,
respectively, and it is convenient to define theoverlap factor
b in the form

b55
1
3, modal overlap condition is not satisfied,

2
3, modal overlap condition is approached,

3
2, modal overlap condition is just satisfied,

2, modal overlap condition is

comfortably satisfied.

~10!

To collate the investigation conducted in this paper, the
distribution of the resonance frequencies of the sprung
masses in a set is defined by

~v j /v1!5@11$2~ j 21!2N%gN#21/2;
~11!

gN~N22!,1, 2< j <N,

where gN is a universal parameter as yet to be assigned.
Substituting Eq.~11! in Eqs.~6!, ~7a!, and~8! one obtains

@~v22vN!/v1#5@$12~N22!gN%21/2

2$11~N22!gN%21/2#, ~12a!

~dv/v!5@$12~N22!gN%21/22$11~N22!gN%21/2#

3~N22!21, ~12b!

~dv j /v j !5†ˆ12gN@11$2~ j 21!2N%gN#21
‰

21/2

2ˆ11gN@11$2~ j 21!2N%gN#21
‰

21/2
‡,

~12c!

respectively. A practical limit needs to be imposed on the
frequency bandwidth stated in Eq.~12a!. This limit is then
imposed in the form

@~v22vN!/v1#& 1
3, N>3, ~13!

which indirectly moderates the admissible values ofgN and
N. From Eqs.~12a! and ~13! one finds that

@~v22vN!/v1#.@gN~N22!#& 1
3, N>3. ~14!

Similarly, from Eqs.~12b! and ~13! one finds that

~dv/v!.gN , ~15!

and from Eqs.~12c! and ~13! one finds that

~dv j /v j !.~v j /v1!2gN , ~16!

where v j /v1 , and, therefore also (v j /v1)2, are stated in
Eq. ~11!. The investigation is enriched by considering two
distinct distributions of resonance frequencies for each set of
sprung masses. These distributions are distinguished by as-
signing togN the two distinct forms

gN5 H ~g/2!~N21!21,
g0 ,

~17a!
~17b!

respectively. In Eqs.~17!, g andg0 are specified numerical
increments that are independent ofN. In both distributions,
the center frequencyv1 spans equal numbers of resonance

frequencies on the lower and higher frequency ranges. The
center frequencyv1 is the resonance frequency of a device
that is composed of a single-sprung mass, e.g., as illustrated
in Fig. 1~c!. The center frequencyv1 is also used as a nor-
malizing frequency, e.g., in Eq.~5!. It follows, from Eqs.
~11!, ~17a!, and ~17b!, that the difference between the two
distributions of resonance frequencies is sustained by the du-
ality of gN . However, ifN5N0 , andg andg0 are related in
the form

~g/2!~N021!215g0 , ~17c!

then, for this value ofN the value ofgN is degenerate in the
two distributions. It follows that forN5N0 the correspond-
ing parameters and quantities in the two distributions are
identical and, therefore, for example, the joint impedances in
the two distributions are identical forN5N0 .

The introduction of an auxiliary structure to a master
structure often raises the question of weight. An equation for
the designed weight of a set of sprung masses is stated rela-
tive to the effective weight of the master structure; namely

(
j 52

N

M j5~aM1!, ~18a!

whereM1 is an effective mass of the structure to which the
set of sprung masses is to be attached anda is the ratio of the
total mass in the set of sprung masses to this mass. An ac-
ceptable value fora is 1021. Were the individual masses in
the sprung masses assumed to be equal, Eq.~18a! yields

M j5M5~aM1!@~N21!#21, M j5M , ~18b!

whereM is the mass of each of the sprung masses.
It is asserted that the loss factorshN andhN j , as stated

in Eq. ~9!, the distributions of the resonance frequencies, as
stated in Eqs.~11! and~17!, and the distribution of mass, as
stated in Eq.~18b!, adequately prescribe a set of sprung
masses. Of course, the loss factors, the masses, and the dis-
tribution of the resonance frequencies may be defined vari-
ously from those stated in Eqs.~9!, ~11!, ~17!, and ~18!.
Here, however, the definitions in these equations prove con-
venient and varied enough. These definitions are, therefore,
adopted as typical examples.10 Using these adopted defini-
tions, computer experiments are conducted to examine the
nature of the joint impedanceZN(v) for a few sets of sprung
masses. Of particular interest in this examination are the in-
fluences on the characteristics of this joint impedance, by the
variations and the restrictions just presented.

A major question remains: Given that the joint imped-
anceZN(v) of a set of sprung masses may be designed with
specific characteristics, how is the potential noise control ef-
fectiveness of this set to be assessed? To answer this ques-
tion, one needs to develop a noise control criterion that is
based upon the performance of a specific set of sprung
masses. The performance is to be assessed within the context
of the response of the structure to which this set is attached,
i.e., the master structure. Such a criterion may be expressed
in terms of an overall gainG1N(v) defined in the form

G1N~v!5u11@ZN~v!/Z1~v!#u2, ~19!
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whereZ1(v) is thepoint impedance of the master structure
in reference to thepoint of attachment.5,7 However, the de-
tailed answer to the question just posed is deferred to a com-
panion paper.14

I. COMPUTATIONS AND DISPLAYS OF NORMALIZED
FREQUENCY BANDWIDTHS AND ‘‘ ON THE
AVERAGE’’ AND ‘‘ LOCAL ’’ LOSS FACTORS

The main events in this paper are related to exhibiting
various criteria that can be used to design specific character-

istics and assess their benefits to a successful device.
The device is a composition of several sprung masses at
a point. ~The device ultimately is intended to induce noise
control in a master structure to which the device is to
be attached at a point.! The sprung masses in a device are
specified, as just established, in terms of a set of parameters
which are defined for each of two distinct resonance
frequency distributions. With the use of Eqs.~5!, ~9!, ~11!,
and ~14–17!, the dual sets of parameters are derived in the
forms

~Dv/v!.hd2N1 H ~g/2!~N22!~N21!21

g0~N22! J ~12d2N!,
~20a!
~20b!

hN.~b!Fhd2N1 H ~g/2!~N21!21

g0
J ~12d2N!G , ~21a!

~21b!

hN j.~b!Fhd2N1 H ~g/2!~N21!21

g0
J ~v j /v1!2~12d2N!G , ~22a!

~22b!

~v j /v1!25 H @11$2~ j 21!2N%~g/2!~N21!21#21

@11$2~ j 21!2N%g0#21 J .
~23a!
~23b!

The first two parameters, i.e.,Dv/v andhN , are displayed,
as functions ofN, in Figs. 2 and 3, and the last two param-
eters, i.e.,h j and (v j /v1)2, are displayed as functions of~j!,
in Figs. 4 and 5 forN56, 11, and 18. Figures 2~a!–5~a!
pertain to the first form of the resonance frequency distribu-
tion, as stated in Eq.~17a! and, in the same vein, Figs. 2~b!–
5~b! pertain to the second form of the resonance frequency
distribution, as stated in Eq.~17b!. The appropriate values of
$h,g% and$h,g0% for Figs. 2–4 and the appropriate values of
(g,g0) for Fig. 5 are stated in the respective figure captions.
Moreover, in Figs. 3 and 4 the value of the overlap factorb
is selected to be32 @cf. Eq. ~10!#. The asymptotic approaches
of the displayed parameters in the dependent variable,N and
j, respectively, are apparent in these figures. Another ex-
ample: forN>3, Eqs.~20a! and ~20b! evaluateDv/v to be
proportional to (N22)(N21)21 and toN22, respectively.
These proportionalities clearly emerge in Fig. 2~a! and ~b!,
respectively. In particular, asN increases, the asymptotic
plateau and the monotonicincreaseof Dv/v are, respec-
tively, discernible in these figures.

The numerical incrementsg andg0 are selected in Figs.
2–5 to cause the dual distributions of the resonance frequen-
cies to degenerate whenN5115N0 . Indeed, in Figs. 2–5,
the values of two corresponding parameters, each pertaining
to the one of the two distributions, are identical forN511,
e.g., the curve forN511 in Fig. 5~a! is identical to the curve
for N511 in Fig. 5~b! @cf. Eq. ~17c!#.

II. NATURE OF THE IMPEDANCE OF A SET OF
SPRUNG MASSES

The impedanceZj (v) of the jth sprung mass is stated in
Eq. ~1!. The joint impedanceZN(v) of a set of sprung
masses is stated, in terms of the impedances of the individual
sprung masses, in Eq.~4!. Utilizing Eqs. ~9!–~12! to define
the quantities and parameters of the set, the normalized joint
impedanceZ̄N(v/v1) of that set is derived for theon the
averageloss factorhN in the form

Z̄N~v/v1!5 i ~v/v1!@a/~N21!#~11 ihN!

3(
j 52

N

$~11 ihN!2~v/v1!2

3@11$2~ j 21!2N%gN#%21, ~24a!

and for thelocal loss factorhN j in the form

Z̄N~v/v1!5 i ~v/v1!@a/~N21!#

3(
j 52

N

~11 ihN j!$~11 ihN j!

2~v/v1!2@11$2~ j 21!2N%gN#%21,

~24b!

where

Z̄N~v/v1!5@ZN~v!/~v1M1!#, ~25!
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andv1M1 , being a real quantity, serves to normalize imped-
ances. The behavior of the normalized joint impedance
Z̄N(v/v1), as stated in Eq.~24!, is investigated by present-
ing data that are acquired from computer experiments. As
Eq. ~24! indicates the computations ofZ̄N(v/v1), as a func-
tion v/v1 , for a set of sprung masses, require the specifica-

tions of the number N, indicating that there are
(N21)-sprung masses in the set; the mass ratioa; the dual-
ity of the universal parametergN , i.e., in terms of the nu-
merical incrementsg andg0 ; and, finally, the loss factorshN

and hN j . The natures of the loss factorshN and hN j have

FIG. 2. The frequency bandwidthDv/v as a function ofN. ~a! $h,g% @cf. Eq.
~20a!#. ~b! $h,g0% @cf. Eq. ~20b!#.

FIG. 3. The on the average loss factorhN , as a function ofN, with the

overlap factorb5
3
2 @cf. Eq. ~10!#. ~a! $h,g% @cf. Eq. ~21a!#. ~b! $h,g0% @cf.

Eq. ~21b!#.

FIG. 4. The local loss factorhN j , as a function ofj, with the overlap factor

b5
3
2 @cf. Eq. ~10!#. ~a! $h,g%5$0.02,0.4% for N56, 11, and 18@cf. Eq.

~22a!#. ~b! $h,g0%5$0.02,0.02% for N56, 11, and 18@cf. Eq. ~22b!#.

FIG. 5. The normalized quadratic resonance frequency (v j /v1)2, as a func-
tion of j. ~a! g5~0.4! for N56, 11, and 18@cf. Eq.~23a!#. ~b! g05(0.02) for
N56, 11, and 18@cf. Eq. ~23b!#.
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just been investigated in the preceding section@cf. Eq. ~9!
and Figs. 3 and 4#. The displays of the computations of the
normalized joint impedanceZ̄N(v/v1) are presented in Figs.
6–14 in terms of Re$Z̄N(v/v1)%, Im $Z̄N(v/v1)% and/or
uZ̄N(v/v1)u, as functions of the normalized frequency
v/v1 ; e.g., these three normalized quantities for a set com-
posed of a single-sprung mass are depicted in Fig. 6~a!–~c!,
respectively. The parametric values pertaining to each figure
are identified and tabulated in Table I. In Figs. 6–13, the
curves are assigned in reference to the overlap factorb, and
the assignments are indicated on the figures. In Fig. 14, on
the other hand, the curves are assigned in reference to the
number (N21) of sprung masses in the device. By and
large, the characteristics in the behavior of the normalized
joint impedanceZ̄N(v/v1) clearly emerge in the data pre-
sented in Figs. 6–14. A few of the characteristics are none-
theless emphasized and enumerated as a guide to the reader:

~i! Under careful scrutiny it is observed that Fig. 7,
which employs theon the averageloss factor, yields
the less symmetric~uniform! undulations and, natu-
rally, Fig. 8, which employs thelocal loss factors,
yields undulations that are fairly symmetric~uniform!.
@The symmetry is about the center frequencyv1 .] It

is noted, however, that in the range displayed in these
figures, the difference between the two forms of loss
factors, theon the averageandlocally based loss fac-
tors, is at best a factor of 2. From a noise control view
a design that calls for the control of loss factors to
better than a factor of~2! is impractical. In that sense
then, the comparison for differences between Figs. 7
and 8 is merely of an academic interest.5

~ii ! Further examination of Figs. 7 and 8 reveals that the
excursions in the undulations are the more pro-
nounced the less is the value ofb. The undulations
reveal the presence of individual contributions by the
sprung masses to a dynamic quantity. The presence of
undulations often invokes mean-value representa-
tion.12 Thus, Figs. 7 and 8 suggest that the undulated
values of the normalized joint impedance may not
only possess mean values, but that these mean values
converge onto common values that coalesce with
those that are just suppressed as the overlap factorb
reaches, from below, the neutral value of3

2 @cf. Eq.
~10!#. If this observation is sustained by further evi-
dence, this convergence may define the manner by
which the undulations can be meaningfully
averaged.12

FIG. 6. Normalized joint impedanceZ̄2(v/v1), as a function ofv/v1 , of a
set of a single sprung mass. The sprung mass is defined bya50.1 and
h50.02 @cf. Table I#.

FIG. 7. Normalized joint impedanceZ̄11(v/v1), as a function ofv/v1 , of
a set of ten sprung masses. The set is further defined bya50.1 andg50.4
and by ‘‘on the average loss factors’’@cf. Eq. ~9a! and Table I#.
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~iii ! In addition, when the undulations are subdued to sup-
pression,b* 3

2, the signatures of the individual con-
tributors are no longer apparent in the display of a
dynamic quantity, e.g., in Figs. 7 and 8. Before bring-
ing in this further and fresh evidence, a gross varia-
tion on the theme is introduced. In this variation Fig.
8~c! is repeated in Fig. 9, except that the overlap fac-
tor b is changed from the three standard values of1

3,
2
3,

and 3
2 to the four values of32, 2, 4, and 8, respectively.

An erosion of the level ofuZ̄N(v/v1)u when the over-
lap condition is overly satisfied is clearly discernible
in Fig. 9. Indeed, in the light of Fig. 9, one may de-
duce that the solid line curves in Figs. 7 and 8, which
pertain to an overlap factorb5 3

2, already bear tinges
of erosion and hence the marginal deviations of these
curves from strictly a common mean-value curve.12

The erosion is initially most pronounced at the edges
of the frequency band. Further increases in the loss
factors, through increases inb, result in further ero-
sion. The erosion is initially slight, whenb* 3

2, but it
magnifies with excessive increases inb. The overlap

factorb is excessive when it is an order of magnitude
or more;b*(8) @cf. Figs. 8 and 9#. To qualify and
quantify the statement just presented, Fig. 8 is re-
peated in Figs. 10–13. In the first pair of figures, i.e.,
Figs. 10 and 11, the numerical increment (gN) is de-

FIG. 8. Normalized joint impedanceZ̄11(v/v1), as a function ofv/v1 , of
a set of ten sprung masses. The set is further defined bya50.1 andg50.4
and by ‘‘local loss factors’’@cf. Eq. ~9b! and Table I#.

FIG. 9. Absolute value of the normalized joint impedanceZ̄11(v/v1), as a
function of v/v1 , of a set of ten sprung masses. The set is further defined
by a50.1 andg50.4 and by ‘‘local loss factor’’@cf. Eq. ~9b! and Table I#.

FIG. 10. Normalized joint impedanceZ̄3(v/v1), as a function ofv/v1 , of
a set of two sprung masses. The set is further defined bya50.1 andg50.4
and by ‘‘local loss factors’’@cf. Eq. ~9b! and Table I#.
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fined by Eq.~17a! and in the second pair by Eq.~17b!.
In the two pairs, instead of setting the overlap factor
b5 1

3,
2
3, and 3

2 as in Fig. 8, the overlap factorb is set
equal to1

3,
2
3, 1, and 8. Also, in Figs. 10 and 12,N is

equal to 3 and in Figs. 11 and 13,N is equal to 6; in
Fig. 8, N511.

~iv! Finally, in Fig. 14, the values of the levels of the
normalized joint impedanceuZ̄N(v/v1)u are pre-
sented as a function ofv/v1 for a number ofN’s,
N52, 3, 4, 6, 8, 11, 14, and 18. In Fig. 14 the overlap
factor b is equal to the neutral value of32 @cf. Eq.
~10!#. In Fig. 14~a!, gN takes the definition in Eq.
~17a! and in Fig. 14~b!, gN takes the definition in Eq.
~17b!. Again, g and g0 are selected as 0.4 and 0.02,
respectively, so thatN0 as defined in Eq.~17c!, is 11.
Obvious in Fig. 14~a! is the dramatic decrease in the
mean levels of the joint impedance, which is accom-
panied by a dramatic increase in the frequency band-
width, asN increases from 2 to 3.@This phenomenon,
which is exemplified in Fig. 14~a! is commensurate

with a dramatic change in the loss factor, asN
changes from 2 to 3. This kind of a change in the loss
factor is depicted, for example, in Fig. 3~a!.# The in-
crease of the frequency bandwidths and the accompa-
nied increase in the mean levels ofuZ̄N(v/v1)u within
these frequency bands, asN is increased beyond 3 is
clearly exhibited in Fig. 14~a!. Then, the saturation of
both, the bandwidths and the mean levels, with further
increases inN, is also clearly exhibited in Fig. 14~a!.
On the other hand, the continuous broadening of the
frequency bandwidths and the accompanied diminish-
ing in the mean levels ofuZ̄N(v/v1)u within those
frequency bands, asN increases, emerges loud and
clear in Fig. 14~b!. Nonetheless, despite these funda-
mental differences between the trends in the curves in
Fig. 14~a! and ~b!, the curve in Fig. 14~a! for N511
5N0 and the corresponding curve in Fig. 14~b!, are
identical as dictated by Eq.~17c!.

A brief recapulation: A set of sprung masses at apoint
constitutes a device that is intended to control the response
of a master structure to which the device may be attached at
a point. The potential viability of the device is assessed in

FIG. 11. Normalized joint impedanceZ̄6(v/v1), as a function ofv/v1 , of
a set of five sprung masses. The set is further defined bya50.1 andg50.4
and by ‘‘local loss factors’’@cf. Eq. ~9b! and Table I#.

FIG. 12. Repeats Fig. 10 except thatg050.02 replacesg50.4 ~cf. Table I!.
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terms of its joint impedanceZN(v). The joint impedance is
equal to the sum of the individual impedances of the sprung
masses. The joint impedance is dependent on the number
(N21) of sprung masses in the set; on the mass ratio~a!,
which accounts for the weight of the device relative to the
effective weight of a master structure in the vicinity of the
point attachment; on the loss factor associated with the indi-
vidual sprung masses~this association is based eitheron the
averageloss factorhN or local loss factorhN j ; and last, but
not least, on the distribution of the resonance frequencies of
the sprung masses, which is prescribed in terms of the uni-
versal parametergN . The loss factors are related to the dis-
tributions of resonance frequencies in terms of the overlap
factor b. Whenb is less than3

2 undulations exist in the joint
impedance as a function of the normalized frequencyv/v1 ,
revealing, thereby, the individual presence of the sprung
masses. Asb increases to3

2 the undulations are suppressed;
these undulation-free values of the joint impedance serve as
the mean values of the undulated values of the joint imped-
ance. Whenb increases beyond32, erosions occurs in the
values of the joint impedance; the erosion is the more severe
the higher the value of the overlap factorb. Two distinct
resonance frequency distributions are defined; each pertains

to a particular form of the universal parametergN . The dual
forms for gN define two resonance frequency distributions
that raise two contrasting behaviors for the joint impedance
as a function ofv/v1 . This duality in the distributions is
degenerate for a set containing (N021)-sprung masses; e.g.,

FIG. 13. Repeats Fig. 11 except thatg050.02 replacesg50.4 ~cf. Table I!.

FIG. 14. ~a! Absolute value of the normalized joint impedanceZ̄N(v/v1),
as a function ofv/v1 , for a number of sets of sprung masses;N52, 3, 4, 6,
8, 11, 14, and 18. A set is further defined bya50.1 andg50.4 and by
‘‘local loss factors’’ @cf. Eq. ~9b! and Table I#. ~b! Repeats~a! except that
g050.02 replacesg50.4 @cf. Table I#.

3117 3117J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 G. Maidanik and K. J. Becker: Multiple-sprung masses. I



the joint impedanceZN0
(v) of the set is the same in the two

resonance frequency distributions. The definitions of the pre-
scribing parameters and the parametric dependences and
their influences on the characteristic behaviors of the joint
impedance of a device composed of a multiplicity of sprung
masses is investigated by computer experiments. The data
from these experiments are displayed graphically in Figs.
6–14. Finally, the potential value of a set of sprung masses,
as a device for wideband noise control, is assessed and dis-
cussed in a companion paper.14 That companion paper uti-
lizes and expands the analytical and experimental material
just presented herein.
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TABLE I. A parametric identification for Figs. 6–14.

Figure N a h g g0

Re

$Z̄%

Im

$Z̄N% uZ̄Nu hN hN j

6 2 0.1 0.02 ¯ ¯ a b c ¯ ¯

7 11 0.1 0.02 0.4 ¯ a b c A ¯

8 11 0.1 0.02 0.4 ¯ a b c ¯ A
9 11 0.1 0.02 0.4 ¯ ¯ ¯ A ¯ A

10 3 0.1 0.02 0.4 ¯ a b c ¯ A
11 6 0.1 0.02 0.4 ¯ a b c ¯ A
12 3 0.1 0.02 ¯ 0.02 a b c ¯ A
13 6 0.1 0.02 ¯ 0.02 a b c ¯ A
14~a! 2,3,4,6,8,

11,14,18
0.1 0.02 0.4 ¯ ¯ ¯ A ¯ A

14~b! 2,3,4,6,8,
11,14,18

0.1 0.02 ¯ 0.02 ¯ ¯ A ¯ A
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Criteria for designing multiple-sprung masses for wideband
noise control
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In a companion paper the characterization of a multiple-sprung masses design for wideband noise
control is presented. The characterization is largely conducted in terms of thepoint impedance of a
set of sprung masses. The sprung masses in the set are collectively acting at apoint. In that
companion paper the dependencies of the joint impedance on the number of sprung masses, the
modal overlap factors, the total mass, and the resonance frequency distribution are of particular
interest. In the present paper this characterization of a set of sprung masses is utilized to define a
number of design criteria that determine the potential viability of the set as a noise control device.
In the final analysis, the device must be assessed in anin situ setting. In that setting the device is
tested in terms of theoverall gain. The determination of the overall gain requires, in addition to the
joint impedance of the device, the impedance of the hosting master structure at thepoint of
attachment.~The device is meant to control the noise in the master structure.! It is argued that
although the overall gain is the final judge, the potentialviability of a device may be a useful critique
of the intended performance of the device. In this vein, aviability and acriterion of promiseare
defined to assist with the design processes of this noise control device. In assessing theviability and
in satisfying thecriterion of promise, the desired characteristics in a set of sprung masses can be
judicially selected. ©1999 Acoustical Society of America.@S0001-4966~99!00912-1#

PACS numbers: 43.20.Wd, 43.40.Tm, 43.50.Gf@DEC#

INTRODUCTION

In a companion paper the characteristics of a set of
sprung masses, as a device for achieving a wideband noise
control, is presented both analytically and experimentally.1

The experiments are conducted on computer models and the
data are illustrated graphically. The characterization is based
largely on the behavior of the joint impedance of a set of
sprung masses at apoint.1 The dependence of the joint im-
pedance upon the number of sprung masses, the modal over-
lap factors, the total mass, and the resonance frequency dis-
tribution, all of which prescribe the set, are of particular
interest. To enrich the characterization, two distinct reso-
nance frequency distributions are employed and contrasted.
The increase of the frequency bandwidth, which is central to
both papers, entails an amplification to saturation in level of
the joint impedance in one distribution and a continual dimi-
nution in level in the other.1 One may suspect that when the
frequency bandwidth of the device is increased the amplifi-
cation or the diminution in the level of the joint impedance,
within its viable frequency band, may cause the noise control
effectiveness of the device to rise or to fall, respectively. In
order to assess this potential noise control effectiveness, a
noise control criterion is proposed in terms of theoverall
gain. As already mentioned in Ref. 1, given that the joint
impedanceZN(v) of a set of (N21)-sprung masses may be
designed with specific characteristics, the overall gain
G1N(v) may be defined in the form

G1N~v!5u11@ZN~v!/Z1~v!#u2, ~1!

whereZ1(v) is a testpoint impedance for a master structure
in reference to thepoint of attachment.2,3 A number of com-

puter experiments are performed to examine the overall gain
G1N(v) that some selected sets of sprung masses may be
able to muster. The characteristics of the joint impedance
ZN(v) in these experiments are drawn from material pre-
sented in Ref. 1. The significance of the utilization of the
material presented in Ref. 1 is emphasized by calling directly
upon equations and figures in Ref. 1. These equations and
figures are recognized by assigning to them, in this paper, the
numeral I; e.g., Eq.~6a! and Fig. 6~b! of Ref. 1 are stated
herein merely as Eq.~I.6a! and Fig. I.6~b!, respectively. On
the other hand, the test impedanceZ1(v), which is assigned
to the master structure at apoint in these experiments, is to
be one of the two distinct forms

$Z1~v!/~v1M1!%5 H i ~v/v1!,

15~4/A3!$~mhcl !/~v1M1!%,
~2a!
~2b!

where in Eq.~2a! the point impedanceZ1(v) is that of the
massM1 and in Eq.~2b! the point impedanceZ1(v) is that
of an unbounded plate and in that platem, h, andcl are the
mass per unit area, the thickness, and the longitudinal speed,
respectively.3 Typically, these two forms are sketched in Fig.
1~a! and~b!, respectively. A case in which the master struc-
ture itself is a sprung mass is presented extensively under a
separate cover.4 Here it is briefly mentioned that this case is
accounted for by

$Z1~v!/~v1M1!%5 i ~v/v1!@~12~v1 /v!2~11 ih1!#, ~2c!

wherev1 and h1 are the resonance frequency and the loss
factor of the master-sprung mass, respectively@cf. Eq. ~I.1!#.
A sketch of this dynamic system is given in Fig. 1~c!. In
contrast to using Eqs.~2a! and ~2b!, only a cursory use is
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made of Eq.~2c! in a subsequent computation and display.
It has been argued that to assess the effectiveness of a

noise control device, constituted by a set of sprung masses
acting at apoint, one is obliged to invoke the overall gain.
Nonetheless, it may be useful to consider the viability of this
set, not exclusively by itsin situ performance, but merely by
its potential promise as a noise control device. In this less
imperative case, theviability may be assessed without the
immediate examination of the overall gain; a specific behav-
ior of the set may, in itself, be a useful design process. In this
vein, aparameter of promiseand acriterion of promiseare
defined to be usefulmeasuresof the potential noise control
that a set of sprung masses at a point may harbor. Thecri-
terion of promiseis akin to the ‘‘gain bandwidth product’’
introduced and defined in Ref. 2.

I. OVERALL GAIN OF A SET OF SPRUNG MASSES
ATTACHED TO A MASTER STRUCTURE

The overall gainG1N(v) for a set of sprung masses is
stated Eq.~I.19! and, again, in Eq.~1!. Utilizing Eqs.~1! and
~2!, the overall gain may be stated in the form

G1N~v/v1!5u11@ Z̄N~v/v1!/Z̄1~v/v1!#u2, ~3!

where the normalized point impedanceZ̄1(v/v1) in the
master structure may be cast in the forms

Z̄1~v/v1!5H i ~v/v1!, (4a)

1, ~4b!

i ~v/v1!@12~v1 /v!2~11 ih1!#. ~4c!

It is recognized that an overall gainG1N(v/v1) that is unity
is gainless, less than unity is ineffective, and greater than
unity is effective in gaining a beneficial noise reduction.
Clearly, given an adequate frequency bandwidth, the more
the overall gain exceeds unity in that frequency band the
better is thein situ performance of the referenced noise con-
trol device. Indeed, the employment of a multiplicity of
sprung masses is an attempt to widen the frequency band-
width and sustain, on balance, an effective overall gain
within that wider frequency band. Figures 2~a!, ~b!, 3~a!, and
~b! depict the overall gain, as a function ofv/v1 , derived by
converting data presented in Fig. I.14~a! and Fig. I.14~b!, à
lá Eq. ~3! under the guidance of Eqs.~4a! and ~4b!, respec-
tively. The identical solid line curves in Figs. 2~a! and 3~a!
and in Figs. 2~b! and 3~b! pertain to a set consisting of a
single-sprung mass that is attached at a point on a master
structure. The test impedances at this attachment point are as
stated in Eqs.~4a! and ~4b!, respectively. These identical
curves in Figs. 2~a! and 3~a! exhibit a narrow ridge in the
overall gain. That ridge peaks atv/v151 and is accompa-
nied by a nadir at a slightly higher frequency. At the peak,
the overall gain is effective; at the nadir it is ineffective.
Analogously, in Figs. 2~b! and 3~b!, the ridge, in the identi-
cal solid line curves, is also narrow and it peaks atv/v1

51. In variance, however, at and in the vicinity ofv/v1

51, the peak stands alone. At the peak the overall gain is
effective; outside the narrow band, which is centered on the
peak, the overall gain bottoms on unity. Thus, for a set con-
sisting of a single-sprung mass, Figs. 2 and 3 readily exhibit
an effective overall gain. However, this effectiveness is con-
fined to a narrow frequency band. Indeed, the narrowness of
the frequency band in which the effective overall gain lies,
i.e., the solid line curves in Figs. 2 and 3, is the reason for
proposing a device incorporating a set composed of a multi-
plicity of sprung masses.2,5–8 A query arises in this connec-
tion: Is such a proposal viable in the sense that an extended
bandwidth can be attained with an overall gain that is effec-
tive in that wider frequency band? To prepare the answer to
this question, the data presented in Figs. 2 and 3 are more
extensively studied. In this vein, it is observed that in Fig. 2
a pronounced decrease in the effectiveness of the overall
gain, accompanied by a pronounced increase in the fre-
quency bandwidth, occurs immediately asN increases from 2
to 3.1 As N increases beyond 3, a recovery commences in the
effectiveness and the frequency bandwidth increases. How-
ever, both processes approach saturation asN increases
further.1 On the other hand, in Fig. 3 the decrease in effec-
tiveness and the increase in frequency bandwidth, of the
overall gain, occur gradually and continuously with increase
in N.1,2 More specific observations reveal that with an in-
crease inN beyond 3, Fig. 2~a! exhibits more prominent
frequency bandwidths, a shift in the peaks to lower frequen-
cies and an enhancement in the effectiveness.~One is re-
minded that in Figs. 2–4, as in Fig. I.14, the increase inN is
identified by assigned curve designations; the higher theN,
the less complex is the curve designation.! It is also observed
that asN increases, the ineffectiveness in the overall gain
becomes more severe and the nadirs are shifted to lower
frequencies. However, the prominence in the bandwidths, the

FIG. 1. ~a! A master structure as a mass~cf. Fig. I.1!. ~b! A master structure
as an unbounded plate. The device is attached at a ‘‘point’’ through an
impedanceless platform.~c! A master structure possessing at a point the
impedance of an oscillator~a sprung mass!.
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frequency shifts of the peaks and nadirs, and the enhance-
ment in the effectiveness and the ineffectiveness all saturate
in Fig. 2~a! with a further increase inN.1 This saturation
renders the changes, with increase inN, largely insignificant
once N exceeds the critical numberNc . Therefore, (Nc

21) is auseful upper limiton the number of sprung masses,
in a device, for attaining a potentially effective gain. Adding
complications, such as increasing the number of sprung
masses, without definitive benefits is not a good design pro-

cedure. Similarly, with increases inN, Fig. 3~a! exhibits a
steady broadening of the frequency bandwidths, a shift in the
frequencies of the peaks and the nadirs, and a reduction in
the effectiveness and the ineffectiveness. The continuity of
these changes, with increases inN, cannot be beneficially
maintained beyond the critical numberNc ; whenN increases
beyondNc , the reduced effectiveness in the overall gain is
rendered unacceptable. It emerges, then, that except for spe-
cific purposes, in general, the overall gain presented in Figs.

FIG. 2. The overall gainG1N(v/v1) as functions ofv/v1 @cf. Eq. ~3!#. ~a!

ComputedG1N(v/v1) from Fig. I.14~a! and Z̄1(v/v1)5 i (v/v1) @cf. Eq.
~4a!#. ~b! ComputedG1N(v/v1) from Fig. I.14~a! and Z̄1(v/v1)51 @cf.
Eq. ~4b!#. ~c! Repeats~b! except thatg is halved, from 0.4 to 0.2. The value
of N056 @cf. Eq. ~I.17c!#.
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2~a! and 3~a! for (Nc>N>3) cannot be considered a major
improvement over that for a set of a single-sprung mass for
which N52. Thus, although ostensibly the values of the lev-
els of the normalized joint impedance, as displayed in Fig.
I.14~a! and I.14~b!, hold a promise for an effective overall
gain, that promise is largely evaporated in Figs. 2~a! and

3~a!. The normalized test impedance that is assigned to Figs.
2~a! and 3~a! is that stated in Eq.~4a!; namely, Z̄1(v/v1)
5 i (v/v1). How crucial is that assignment? The answer to
this question is, in part, given in presenting Figs. 2~b! and

FIG. 3. The overall gainG1N(v/v1) as a function ofv/v1 @cf. Eq. ~3!#.
~a! ComputedG1N(v/v1) from Fig. I.14~b! and Z̄1(v/v1)5 i (v/v1) @cf.
Eq. ~4a!#. ~b! ComputedG1N(v/v1) from Fig. I.14~b! andZ̄1(v/v1)51 @cf.
Eq. ~4b!#.

FIG. 4. The overall gainG1N(v/v1) as a function ofv/v1 @cf. Eq. ~3! and
note change of ordinate scales from those in Figs. 2 and 3#. ~a! Computed
G1N(v/v1) from Fig. I.14~b! and Z̄1(v/v1) as specified in Eq.~4c! with
h151021. ~b! ComputedG1N(v/v1) from Fig. I.14~b! and Z̄1(v/v1) as
specified in Eq.~4c! with h151022.
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3~b! in which the normalized test impedanceZ̄1(v/v1) is
assigned by Eq.~4b!. Figures 2~b! and 3~b! show that, asN
increases, the frequency bandwidths become more pro-
nounced and wider, respectively. It is noted, however, that in
both cases the bandwidths remain centered aboutv/v151.
These figures also show that the overall gain levels bottom
on unity and, therefore, the overall gain is never ineffective.
The saturation of the frequency bandwidth and levels in Fig.
2~b! again defines a critical numberNc ; a larger number of
sprung masses than (Nc21) contributes little to the overall
gain in both frequency bandwidth and level. It appears that
the saturated frequency bandwidth and the saturated level in
that frequency band relate inversely to each other. This state-
ment is vividly illustrated in Fig. 2~c!. In this figure the value
of the numerical incrementg is set equal to 0.2, while in Fig.
2~b! it is equal to the standard value of 0.4.1 In Fig. 2~c!, as
compared with Fig. 2~b!, a reduction in the saturated fre-
quency bandwidth is traded for an increase in the saturated
level. On the other hand, in Fig. 3~b!, one finds that the
steady broadening of the frequency bandwidths is accompa-
nied by a reduction in the levels of the overall gain in that
frequency band. Again, this inverse relationship, between a
frequency bandwidth and a corresponding level, defines the
critical numberNc . When N increases beyondNc , the re-
sulting reduction in level~effectiveness! renders the level
unacceptable. Moreover, and as an aside, sinceg0 in Fig.
3~b! is retained at the standard value of 0.02, and the stan-
dard value of 0.4 forg is halved to 0.2 in Fig. 2~c!, Eq.
~I.17c! dictates that the corresponding curves, in these two
figures, for N565N0 are identical.1 It emerges that pro-
vided the demand for a higher effectiveness can be relaxed in
favor of a wider bandwidth, and in contrast to Figs. 2~a! and
3~a!, the overall gains presented in Figs. 2~b! and 3~b! for
(Nc>N>3) indicate an improvement over the overall gain
pertaining to a set of a single-sprung mass for whichN52.
In all these figures, the latter is depicted by the solid line
curves. Thus, the promise that may be held by the absolute
values of the normalized joint impedance, as presented in
Figs. I.14~a! and I.14~b!, materializes, but only in part, in
Figs. 2~b! and 3~b!. In these figures, the normalized test im-
pedanceZ̄1(v/v1) on the master structure is as stated in Eq.
~4b!, namely,Z̄1(v/v1)51.

Again, and more insistently, one may ask: How crucial
is the role of Z̄1(v/v1) in the determination of the noise
control benefits that can be accrued from a device incorpo-
rating a multiplicity of sprung masses? In part, the answer to
this question has already been advanced. The noise control
benefits accrued in Figs. 2~b! and 3~b! are superior to those
in Figs. 2~a! and 3~a!. To enrich the answer, yet two more
figures, Fig. 4~a! and ~b!, are displayed. These figures use
data presented in Fig. I.14~b! together with the normalized
test impedance stated in Eq.~4c! to compute the overall gain
G1N(v/v1) as a function of the normalized frequency
(v/v1). In Fig. 4~a! the loss factorh1 is set equal to 1021

and in Fig. 4~b! to 1022. Figure 4~a! and ~b! exhibits more
extreme regions of effectiveness and ineffectiveness than the
corresponding regions in Fig. 3~b!. In fact, as already shown
in Fig. 3~b! there are no regions of ineffectiveness. More-
over, the regions in Fig. 4~b! are more extreme than in Fig.

4~a!. Therefore, the loss factorh1 of the master sprung mass,
as well as the fact that the master structure is a sprung mass,
significantly influences the levels of these extremes.4 The
attempt toeffectivelybroaden the frequency bandwidth by a
set that incorporates a multiplicity of sprung masses be-
comes, in Fig. 4, even more inconclusive than in the preced-
ing Figs. 2 and 3. Nonetheless, in spite of these inconclusive,
if not confusing, observations one can, with caution, develop
a few criteria to assist with the design of a viable noise
control device prior to the specification of its insitu attach-
ment. In this design process, the characteristics of the noise
control device only are specified. The influence of the test
impedance of the master structure on these criteria is merely
neglected, notwithstanding that in the final analysis thein
situ performance of the device is all that really counts and,
for this purpose, a knowledge of this test impedance is an
essential ingredient in the final design.2

II. CRITERIA OF PROMISE FOR A NOISE CONTROL
DEVICE INCORPORATING A SET OF SPRUNG
MASSES

The noise control viability of a device composed of a
single-sprung mass may be assessed in terms of its normal-
ized impedanceZ̄2(1) at resonance and its normalized band-
width (Dv/v)2 about this resonance. Using Eqs.~I.3a! and
~I.25! both of these quantities are readily stated in the forms

Z̄2~1!5~a/bh!, ~Dv/v!25~bh!, ~5!

whereh, b, anda are defined in Eqs.~I.9!, ~I.10!, and~I.18!,
respectively.1 The viability for this single-sprung mass de-
vice may be stated in the form

Z̄2~1!@1, ~bh!!~a!. ~6!

The device incorporating a single-sprung mass, as discussed
earlier, suffers from a lack of adequate frequency bandwidth.
This may be accounted for by defining aparameter of prom-
ise C2(b) defined by the product of the normalized imped-
ance at resonance and the corresponding frequency band-
width. From Eqs.~5! and ~6! one obtains

C2~b!5Z̄2~1!~Dv/v!25~a!. ~7!

Thus, theparameter of promise C2(b) is proportional to the
mass ratioa. To increase the promise of this device, the ratio
a of the mass of the sprung mass to that of the effective mass
of the master structure needs to be increased, not a happy
design compromise. Also, as discussed earlier, the narrow
bandwidth of a device composed of a single-sprung mass
motivates one to consider a device incorporating a multiplic-
ity of sprung masses. If such a device is, indeed, designed
with the intention of endowing it with a wider frequency
bandwidth, that intention can be qualified in the form

~Dv/v1!N>35@~v22vN!/v1#.@~N22!gN#.~bh!,

N>3, ~8!

where use is made of Eqs.~I.6! and ~I.14!. The viability for
this device is cast in terms of the average normalized level of
the joint impedancêuZ̄N(v/v1)u&, where the angular brack-
ets indicate mean-value averaging over the frequency band
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defined in Eq.~8!. The viability demands that̂uZ̄N(v/v1)u&
exceeds unity in that frequency band; namely,

^uZ̄N~v/v1!u&*1, N>3 ~9a!

@cf. Eq. ~6!#. Only under this condition can one necessarily
ensure the potential viability of the overall gain for this de-
vice. To evaluate the average quantity^uZ̄N(v/v1)u&, a di-
version is in order.

Following the suggestion made in Eq.~5!, one obtains
from Eqs.~I.9!, ~I.16! and ~I.25! that

Z̄N~1!5 i @a/~N21!gN#(
j 52

N

$~ ib !~v j /v1!2

1@~N12!22 j #%21, N>3, ~10a!

which can be reasonably approximated in the form

Z̄N~1!.@a/~N21!gN#AN~b!, N>3, ~10b!

where

AN~b!5(
j 52

N

i $~ ib !1@N1222 j #%21, N>3. ~11a!

The quantityAN(b) is real and, provided the overlap factorb
is about 3

2, it is of the order of unity. This statement, with
regards toAN(b), is illustrated in Fig. 5~a!. In this figure,
AN(b) is displayed as a function ofN for b5 1

3,
2
3,

3
2, and 4.

The undulations inAN(b) when b is less than3
2 is clearly

discernible in Fig. 5~a!. The undulations are between the
maxima at a resonance for the evenN’s and the minima at an
antiresonance for the oddN’s when the overlap condition is
not met. When this condition is met, i.e., whenb equals or
exceeds3

2, the undulations, as usual, are largely suppressed.
The erosion that sets intoAN(b) when the conditions of
modal overlap is overly satisfied,b. 3

2 is also clearly dis-
cernible in Fig. 5~a!.1 Thus, themeasure AN(b) as a function
of N behaves with respect to the overlap factorb as does the
measure Z̄N(v/v1) as a function ofv/v1 ~cf. Figs. I.7–
I.13!. $A measureis a dynamic quantity or a factor thereof,
e.g.,Z̄N(1) is ameasureand so isAN(b) @cf. Eq. ~10!#.% To
impose a mean-value averaging on theviability, stated in Eq.
~9a!, one introduces an undulation-free construct of Eq.
~10b!. This construct is of the form

^uZ̄N~v/v1!u&.@a/~N21!gN#ĀN~b!>1, N>3, ~9b!

where

ĀN~b!5@AN~b!A~N61/2!~b!#1/2, N.3, ~12!

with AN(b) as stated in Eq.~11a! and with its counter factor
A(N61/2)(b) stated in the form

A~N61/2!~b!5~ i /2!(
j 52

N

@$~ ib !1~N1122 j !%21

1$~ ib !1~N1322 j !%21#, N>3. ~11b!

Similar to themeasure AN(b), the measure A(N61/2)(b) is
real and, provided the overlap factorb is about3

2, it is of the
order of unity. Themeasure A(N61/2)(b) is computed and
displayed, as a function ofN for b5 1

3,
2
3,

3
2, and 4, in Fig.

5~b!. Again similar toAN(b) in Fig. 5~a!, the undulations in
A(N61/2)(b), whenb is less than3

2, are clearly discernible in
Fig. 5~b!. The undulations inA(N61/2)(b) are half of the two
minima at the antiresonances on either side of the resonance
at v/v151 for the evenN’s, and are half of the two maxima
at the resonances on either side of the antiresonance at
v/v151 for the odd N’s. Therefore, the undulations in
AN(b) and inA(N61/2)(b) are similar except for a displace-
ment of unity with respect toN @cf. Fig. 5~a! and ~b!#. The
quantityĀN(b), stated in Eq.~12!, is thus real and is free of
undulations in the sense that it is the geometric average of
the product ofAN(b) andA(N61/2)(b).9 The undulation-free
measure ĀN(b) is computed as a function ofN for b5 1

3,
2
3,

3
2 , and 4; the results of these computations are displayed in
Fig. 6~a!. It is noted that the undulations that beset Fig. 5~a!
and ~b! are suppressed, as intended, in Fig. 6~a!. Moreover,
the erosion that sets in when the conditions of modal overlap
are overly satisfied; i.e., whenb exceeds3

2, is clearly exhib-
ited in Fig. 6~a! ~cf. Fig. I.9!. Figure 6~a! shows thatĀN(b)
saturates asN increases. IsĀN(b) a proper construct of
AN(b)? A proper construct is one for which the steady
monotonic values largely coincide with the mean values of
the undulations in the originalmeasure, and the undulation-
free values in the originalmeasurelargely coincide with
those in the construct.9 Thus, the constructedmeasure
ĀN(b), stated in Eq.~12! and displayed in Fig. 6~a!, is a

FIG. 5. ~a! The quantityAN(b) as a function ofN @cf. Eq.~11a!#. The values
of the overlap factorsb are as assigned@cf. ~b!#. Overlaid isĀN(b) as stated
in Eqs. ~11! and ~12! with b as assigned and the lighter curves.~b! The
quantity A(N61/2)(b) as a function ofN @cf. Eq. ~11b!#. The values of the
overlap factorsb are as assigned.
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proper construct of the originalmeasure AN(b), stated in Eq.
~11a! and displayed in Fig. 5~a!. Briefly stated,ĀN(b) is a
proper mean-values counterpart ofAN(b). This propriety is
shown in Fig. 5~a! on which Fig. 6~a! is superposed. This
superposition is displayed in terms of curves that are appro-
priately assigned as indicated on the figure. A question
arises: Are all mean values the same, i.e., isĀN(b) indepen-
dent of ~b!? The answer to this question is of particular in-
terest to this paper. In part, the answer to this question has
been cavalierly given already. In the range of moderate para-
metric values, the preceding figures indicate that, although
for large overlap factors (b. 3

2) the values ofAN(b) and
ĀN(b) are the same, both these values are eroded in the
sense that they lie below those pertaining to the neutral over-
lap factor (b' 3

2). The erosion is particularly severe for the
smaller values ofN and the larger values ofb. On the other
hand, for small but different overlap factors (b& 3

2), the
mean values of the undulations inAN(b), as well as the
corresponding values of the undulation-free construct
ĀN(b), are closer to each other and this closeness is the
cozier, the larger the values ofN. The quantification of these
observations can now be conducted. Imposing thatN is large
compared withb and unity, one may asymptotically evaluate
ĀN(b).10 From Eqs.~11! and ~12! one obtains

ĀN~b!→~p/2!, N@b, N@3. ~13!

The validity of Eq.~13! is dependent onN andb. However,
once the condition of validation is satisfied, the evaluated
ĀN(b) is independent ofN andb.6,7,11Thus, the convergence
of ĀN(b) with increase inN, which is central in Fig. 6~a!, is
explained. Also explained is the role played by the overlap
factor b. Whenb equals or exceeds32, AN(b).ĀN(b), and
when b is less than3

2 the mean values ofAN(b) equal the
values ofĀN(b). One is reminded, however, that whenb is
the smaller, the undulated strokes ofAN(b) are the larger.
@AN(b) is apropermean-values counterpart ofAN(b).] The
propriety remains intact even ifb approaches zero. Although
the strokes of the undulations inAN(b) become unwieldy as
b→0, their mean values, nonetheless, coincide with the
undulation-free values ofĀN(b). In this caseĀN(b).p/2
even ifN is not much greater than 3. The saturation ofĀN(b)
and its independence ofb for large values ofN, i.e., N@3
andN@b, are recognized attributes, but they are not always
stated and presented in the manner adopted herein6,11–13@cf.
Eqs.~9!–~12! and Fig. 6~a!#. One may attempt to find a fit for
ĀN(b) based on Eq.~13!; this attempt yields the approximate
expression

ĀN~b!.~p/2! exp@2g~N! f ~b!#, N>3, ~14!

where

g~N!5~2N21!@2~N21!N#21 →
N@3

~1/N!, ~15a!

f ~b!5~ 1
2!

1/2@~b!1~10!21#. ~15b!

The approximate measure AN̄(b), as expressed in Eqs.~14!
and ~15!, is overlaid on Fig. 6~a!, in terms of the lighter
curves. This figure depicts theexact measure AN̄(b) as ex-
pressed in Eqs.~11! and ~12!, in terms of the darker curves.
The match between the twomeasuresof ĀN(b) is deemed
close enough and, therefore, Eqs.~14! and~15! may be used
to decipher the dependence ofĀN(b) on bothN andb.

Following the procedure that leads from Eqs.~5! and~6!
to Eq.~7! for a single-sprung mass, one may define aparam-
eter of promise CN(b) for a set of multiplicity of sprung
masses. The definition and evaluation of theparameter of
promiseis cast in terms of the product of the average nor-
malized joint impedancêuZ̄N(v/v1)u& and the bandwidth
(Dv/v)N>3 .2 In this paper these quantities are evaluated in
Eqs. ~8!–~10!. Based on these approximate evaluations, the
product yields theparameter of promisein the form

CN~b!5^uZ̄N~v/v1!u&~Dv/v1!N>3

.@a/~N21!#~N22!ĀN~b!, N>3, ~16!

which is independent ofgN and, therefore, of the distribution
of the resonance frequencies. Acriterion of promise C̄N(b)
may then be defined as the ratio of theparameter of promise
CN(b) of a noise control device incorporating
(N21)-sprung masses to theparameter of promise C2(b) of
a noise control device incorporating but a single-sprung

FIG. 6. ~a! The undulation-free quantityĀN(b) as a function ofN @cf. Eqs.
~11! and~12!#. The values of the overlap factorsb are as assigned. Overlaid
is ĀN(b) as stated in Eq.~14! with b as assigned and the lighter curves.~b!

Criterion of promise C̄N(b) as a function ofN @cf. Eqs.~12! and~17!#. The
values of the overlap factorb are as assigned.
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mass.2 From Eqs.~7! and ~16! the criterion of promiseis
derived

C̄N~b!5@CN~b!/C2~b!#.~N21!21~N22!ĀN~b!,

N>3. ~17!

The largerC̄N(b), the greater the promise that the device
may potentially hold.@A similar quantity, defined as the
‘‘gain bandwidth product,’’ was presented in Ref. 2. In this
reference only the second distribution of resonance frequen-
cies was employed. Since theparameter of promise CN(b) is
independent ofgN , thecriterion of promiseis also indepen-
dent of gN . Therefore,C̄N(b) in Ref. 2 qualifies as a uni-
versal measure.# The criterion of promise C̄N(b) is com-
puted as a function ofN for b5 1

3,
2
3,

3
2, and 4; the results of

these computations are displayed in Fig. 6~b!. It is noted that
the undulations that beset Fig. 5 are suppressed, as intended,
in Fig. 6. Indeed, Eq.~17! states thatC̄N(b) is proportional
to ĀN(b). It is also proportional to the factor (N21)21(N
22). This factor is deficient at the low values of~N!, e.g.,
@(N21)21(N22)#N535 1

2, rapidly approaching unity asN
is increased. Therefore,C̄N(b) is slightly deficient with re-
spect toĀN(b) in the lower ranges ofN, and is rapidly ap-
proachingĀN(b) as N is increased. AsĀN(b) in Fig. 6~a!,
C̄N(b) in Fig. 6~b! saturates with the increase ofN. Indeed,
the behavior ofC̄N(b) closely resembles that ofĀN(b). In
particular, the saturation ofC̄N(b) defines a critical number
Nc for N. Most of the promised benefits are accrued for a
device incorporating (Nc21)-sprung masses. A demand for
a larger number of sprung masses may become an excessive
design sophistication.

How do theviability, as stated in Eq.~9!, and thecrite-
rion of promise, as stated in Eq.~17!, pertain to the design of
devices that incorporate sets of sprung masses that are char-
acterized and typified in Figs. I.7–I.14 and Figs. 2–6. Ac-
cording to Eqs.~I.17! and Eqs.~9! and ~17!, these criteria
require that

g
g0

J &ĀN~b!H ~2a!,
@a/~N21!#,

~18a!
~18b!

C̄N~b!→ĀN~b!; N*Nc.6, ~19!

respectively. Since, as depicted in Fig. 6~a!, ĀN(b) is sub-
stantially equal to unity forb< 3

2, the choice in Fig. I.14 of
a51021, h50.02, andg50.4 or g050.02 satisfies only
marginally the inequality stated in Eq.~18!. On the other
hand, as Fig. 6~a! and ~b! shows, thecriterion of promise
C̄N(b), for ab5 3

2 and under the condition stated in Eq.~19!,
exceeds unity by a factor of better than&. Again, although
this is not dramatic, it may prove significant in certain situ-
ations.@It should be remarked that a rigorous evaluation of
the normalized bandwidth (Dv/v)2 equates it more closely
to (p/2)(bh) than to (bh). The latter value is that assigned
to it in Eq. ~5!. Under this upgraded evaluation thecriterion
of promise C̄N(b) approaches at best the value of unity and
not the value of& just quoted. Again, hair splitting with
respect to loss factors up to better than a factor of 2 is largely
of academic interest.1,14# Thus, the failure of the data in Fig.

I.14, via Eqs.~3! and ~4!, to achieve dramatically effective
wideband-overall gains in Figs. 2~a!, ~b!, 3~a!, ~b!, 4~a!, and
~b! is explained. Although shorter on bandwidth, the more
effective overall gain in Fig. 2~c! is also explained.

III. A DIFFUSED SPECULATION AND A GENERAL
CONCLUSION

One may now address the speculation that the mean val-
ues of the undulations and the values of the undulation-free
measuresof a set of sprung masses are largely equal and are,
therefore, independent of the loss factors.$The loss factors of
the individual sprung masses are here determined by the dis-
tribution of the resonance frequencies and the overlap factor
b. Thus, for a given distribution of the resonance frequen-
cies, the loss factors are solely determined byb @cf. Eqs.~I.9!
and~I.10!#.% This declaration of independence is found to be
only obliquely valid. The validity of this statement holds
without qualification only if the number (N21) of sprung
masses in the set approaches infinity so that

g~N! f ~b!!1021, N>3, ~20a!

whereg(N) and f (b) are stated in Eq.~15!. The statement is
only partially valid, to within 10%, if

g~N! f ~b!<1021, N>3. ~20b!

When the condition stated in Eq.~20b! is violated, erosion,
both in the mean values and in the values of the measures,
progressively sets in. The erosion sets in when

g~N! f ~b!*1021, N>3, ~20c!

and the greater the inequality stated in Eq.~20c!, the more
severe the erosion. The erosion weakens both theviability
and thecriterion of promiseand this is the reason that de-
signers deem the overly damped sprung masses, e.g., when
b58, to be detrimental to the performance of the device
incorporating them@cf. Eqs.~9! and~17!–~19!#. On the other
hand, the detrimental influence of the undulations on the per-
formance of the device is obvious. The strokes of the undu-
lations are larger the smallerb is, e.g., the undulations are
severe whenb& 1

3. Therefore, an overlap factorb of 3
2 is a

design goal. To ensure against undulations on the one hand,
and erosion on the other, Eqs.~15! and~20! suggest that for
a 10% of maximum effectiveness,

g~N! f ~b!*1021, @g~Nc!#
21.11.Nc , ~21a!

and, for a 20% of maximum effectiveness,

g~N! f ~3/2!*231021, @g~Nc!#
21.5.Nc , ~21b!

where the data presented in Fig. 6 is utilized andNc is the
critical number of~N! as defined and discussed herein.

Finally, it is emphasized and reiterated that thein situ
viability of the devices can be ascertained only in terms of
the overall gainG1N(v/v1), stated in Eq.~3!. Theviability,
as stated in Eq.~9!, and thecriterion of promise, as stated in
Eq. ~17!, are merely necessary conditions. They are, by no
means, sufficient conditions to ensure the effectiveness of the
overall gain of a noise control device incorporating a multi-
plicity of sprung masses. The viability of the overall gain is
crucially dependent on the normalized point impedance that
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the noise control device perceives in the host structure—the
master structure—to which it is attached. Moreover, to as-
certain the viability of the noise control device, the charac-
teristics of the device need to be described in a manner that
facilitates the assessment of the true achievement that can be
mustered by the device, e.g., the complex values of the joint
impedance perceived by the master structure as compared
with the absolute values of this quantity2 ~cf. Figs. 2–4!.
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Problems in structural acoustics involving finite plates can be formulated using integral equation
methods. The unknown function within the integral equation must satisfy the plate edge conditions,
and hence appropriate expansion functions must be used. The expansion functions developed here
are aimed at treating a wide class of problems. Once such functions are found, the solution process
and numerical implementation are relatively straightforward. The speed of convergence to ‘‘exact’’
comparison solutions is fast even in the singular limit of high frequencies and wide plates. A set of
expansion functions with the required properties is constructed and some illustrative problems are
treated. ©1999 Acoustical Society of America.@S0001-4966~99!03512-2#
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INTRODUCTION

Many papers have been written on integral equation
methods for treating finite length rigid plates in acoustics, or
analogous problems in elastodynamics or electro-
magnetism.1,2 In these cases the integral equations are
readily and efficiently solved using expansion functions,
Chebyshev polynomials, for the unknown. The vital ingredi-
ent captured by the expansion functions is that they correctly
incorporate the edge condition at the plate ends. Conver-
gence is usually rapid even for higher frequency problems.
Unfortunately, the usual Chebyshev polynomial expansion
functions are not well suited to treating, say, elastic plate
boundary conditions; the edge behavior is altered in these
cases. Our aim here is to develop a class of expansion func-
tions, analogous to the rigid plate ones, that are equally ap-
plicable to elastic plate problems.

There is recurrent interest in sound generation or scat-
tering by elastic plates in structural acoustics. Many struc-
tures consist of plates welded together or attached in other
ways, and vibrational plate waves are potential major sources
of acoustic noise. These waves may be coupled into the
surrounding fluid via interactions with the plate edges, for
example. Thus analytical and numerical techniques have
often been used to try to describe the general physical effects
involved, and to solve model problems for specific
geometries.3 Problems involving finite length plates with
various attachment conditions are unfortunately not ame-
nable to exact solution, although asymptotic results for wide
plates and light or heavy fluid loading can be found. Our aim
is to develop efficient numerical approaches capable of solv-
ing these problems in regimes not necessarily amenable to
asymptotic analysis, and which can also be generalized to
more complex geometries.

In this paper we shall concentrate on a pedagogic two-
dimensional example. However, the basis expansion func-

tions we develop can be utilized in more complex geom-
etries. From a numerical perspective one has to deal with a
relatively high order boundary condition on the elastic plate,
such as the classical plate equation,4

B
]4h

]x4
2mv2h52p~x,0!, ~1!

for the plate displacementh(x), wherep(x,0) is the pressure
on the plate. This equation is adopted here and involves the
fourth derivative ofh. The plate is assumed to separate fluid
from a vacuum. At any joint or plate edge we must apply two
edge conditions to the displacement. For instance, clamped
plates haveh5h850 at the edges. The appropriate condi-
tions must be built into any numerical scheme either implic-
itly or explicitly. Moreover, the edge conditions are impor-
tant, as analytical studies show a marked dependence upon
them.

A variety of numerical methods such as finite element
schemes, modal methods, and integral equation approaches
have been utilized by other authors. Finite elements are ver-
satile. However, one has to discretize the whole domain,
with the result that infinite domains are awkward, and calcu-
lations become increasingly unwieldy as frequencies in-
crease. Modal methods have advantages for the simply sup-
portedh5h950 edge conditions, as Fourier series solutions
can be developed; however, this approach cannot be used for
more general edge conditions. For more general edge condi-
tions, analytic approximations utilizing thein vacuoeigen-
functions can be adopted;5 we briefly discuss eigenfunction
methods in Sec. IV. There are also numerical approaches
using the modified Wiener–Hopf technique;6 these are per-
haps less flexible than the numerical methods based directly
upon solving the integral equations. Nonetheless they are
formally exact if one continues the iterations indefinitely,
although this is at the cost of considerable effort.
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Integral equation methods have considerable advantages
for relatively simple geometries, and this is the approach we
develop here. Previous authors, for instance Mattei,7 have
adopted this technique, but have used different methods that
have difficulties explicitly incorporating the edge conditions.
Typically the edge conditions are treated separately, and
since there have been few comparisons with exact or
asymptotic methods, it is unclear how successful such nu-
merical methods have been.

Here we treat the integral equations utilizing expansion
functions that automatically take into account the edge con-
ditions. As a result, the edge conditions are implicitly satis-
fied and no extra equations are required. This approach
quickly leads to an accurate and efficient numerical scheme:
typically only a few expansion functions are required to en-
sure accurate solutions. For plates with clamped edge condi-
tions this approach has been detailed elsewhere,8 and has
been compared to asymptotic solutions near resonant fre-
quencies and to asymptotic solutions for light and heavy
fluid loading. Compliant plate effects are also easily treated
and several types of forcings are considered: incident plane
waves, line forces and moments, and sources in the fluid.
Our aim previously8 was to introduce and develop this ap-
proach and to show that it can be particularly useful in re-
gimes not amenable to asymptotic analyses and hence con-
venient for quite general incident fields. The aim here is to
expand upon the method and consider a wider class of edge
condition.

We consider time harmonic vibrations of frequencyv,
and all physical variables are assumed to have ane2 ivt de-
pendence. This is considered understood and is henceforth
suppressed. Two-dimensional problems are considered with
an inviscid, compressible fluid lying inx3.0 and2`,x1

,`, and a vacuum lying inx3,0. The fluid pressure
p(x1 ,x3) satisfies

~¹21k0
2!p~x1 ,x3!5 f ~x1 ,x3!, ~2!

where f (x1 ,x3) corresponds to a distribution of fluid
sources, andk0, the acoustic wave number, is related to the
sound speedc0 via k05v/c0. In what follows, the source
distribution is zero except for Green’s functions. The dis-
placement in thex3-direction within the fluid,h(x1 ,x3), is
related to the fluid pressure via

rv2h~x1 ,x3!5
]p~x1 ,x3!

]x3
. ~3!

The planex350 is taken to consist of a thin elastic plate in
the finite regionux1u,a in which ~1! holds, and to consist of
a rigid plate elsewhere. The geometry is shown in Fig. 1.

The parametersB and m are the bending stiffness and
mass per unit area of the plate, respectively. These param-
eters are related to the properties of the elastic plate viaB
5Eh3/12(12n2) and m5rsh, with E, h, n, and rs the
Young’s modulus, plate thickness, Poisson ratio, and mass
density of the elastic material, respectively. In order to mini-
mize the number of parameters that occur later, we introduce
the in vacuoflexural wave numberkp[(v2m/B)1/4. Incor-
porating a small loss factor will lead to attenuation of the
plate waves; we shall not consider loss factors here. We in-

troduce the nondimensional quantities9 M and e. The
‘‘Mach’’ number M is defined to be the ratio of the fluid
sound speed to that of thein vacuo plate waves,M
[k0 /kp . A frequency independent measure of fluid loading
is provided by the parametere[(Br2/m3c0

2)1/2. In essence,
when the system is lossless, there are three parameters that
can be varied:M, e, andk0a, the last of these being the ratio
of a typical length scale associated with the fluid disturbance
to a typical length scale associated with the finite defect.
Typically e is small: for example,e'0.134 for steel plates in
water, while M, which is frequency dependent, can range
through all values. The fluid loading will be termed9 ‘‘light’’
whenM;O(1), but is not in theimmediate neighborhood of
M51, and ‘‘heavy’’ whenM!e. In both casese is taken to
be small, i.e.,e!1.

We previously treated the clamped edge conditions,8 but
there are other possibilities. Hinged plates satisfy the edge
conditionsh5h950 at their edges. The natural expansion
functions in that case can be taken as the Fourier modes,
cosp(n21/2)x, n51,2, . . . and sinpnx, n51,2, . . . . For
the special caseh5h950, we have used this approach for
comparative purposes~see Sec. III!, and to verify that our
expansion functions are accurate in this case. We should em-
phasize that the Fourier modes are probably easier to use for
this special case, but they cannot be used for the more gen-
eral edge conditions~4! that we propose to tackle.

Leppingtonet al.10 pointed out after looking at experi-
mental data that a more realistic set of edge conditions might
be

h96dh850 at x561, ~4!

together withh50 at x561, whered is a positive number
and the plate edges are atx561. The cased50 corresponds
to the hinged case, while the limit of larged recovers the
clamped case previously considered. The more general edge
condition may be interpreted as a hinged edge with a restor-
ing couple and may be incorporated into our approach by
changing the previous expansion functions.8

The physical problem is split into pieces that are even
and odd inx, and the superscripts (e),(o) are used to denote

FIG. 1. Geometry of the problem. Note thatx[x1, and that the two sets of
Green’s function variables in Sec. II are (x1 ,x3) and (q1 ,q3).
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these subproblems. The even expansion functions are taken
to be

cn
(e)~x!

5H cos@n cos21$~12x2!~12ax2!%# for n odd,

~12x2!cos@~n21!cos21~12x2!2# for n even,

~5!

in 0<x<1. For negativex these are extended as even func-
tions of x. The quantitya is given by

a5
11d

51d
. ~6!

The odd functions become

cn
(o)~x!

5H i sin@~n11!cos21$~12x2!~12ax2!%# for n odd,

i ~12x2!sin@ncos21~12x2!2# for n even

~7!

in 0<x<1. These are extended as odd functions ofx for x
negative. This choice of expansion functions is adopted as
the expansion functions satisfy the edge conditions exactly;
it is worth noting that these expansion functions are related
to Chebyshev polynomials with the appropriate edge behav-
ior in their argument. The expansion functions forn even are
required, as the terms withn odd exclude the terms of the
form (12x2)3 near the edge, which also satisfy the edge
conditions. As we shall see, these expansion functions ex-
tend those usually used for rigid plates, allowing one to ex-
tend previous analyses to elastic plates.

I. COMPLETENESS OF THE EXPANSION FUNCTIONS

One issue surrounding these expansion functions is
whether they have any underlying mathematical basis. It is
important to verify that the plate displacement can actually
be represented by the expansion functions, and that the latter
are hence complete. The expansion functions typically used
in elasticity for crack problems2 may easily be shown to be
complete. These functions are~to within a normalization fac-
tor!,

fn~x!5H cos~n sin21x! for n odd,

sin~n sin21x! for n even,
~8!

on the interval (21,1). Both the even and odd functions ofx
can be conveniently considered together. The change of vari-
ablex5sinu maps thex-interval (21,1) onto theu-interval
(2 p/2 , p/2). On this interval, the expansion functions are

fn5H cosnu for n odd,

sin nu for n even.
~9!

This set of functions is complete on the interval~2p/2,p/2!,
since it corresponds to the usual Fourier sine expansion on
the interval.

The set given by~5!–~7! requires more care.8 Any func-
tion f on ~21,1! may be decomposed into its odd and even
partsf o and f e , respectively, both defined on (0,1) and with

f e8(0)5 f o(0)50. The change of variable cosu5(12x2)(1
2ax2) is a one-to-one and onto mapping of thex-interval
~0,1! onto theu-interval ~0,p/2!. On this new interval, the
transformed even expansion functions are again cosnu for n
odd. However, the expansion functions are not complete on
this interval: a complete set of trigonometric functions for
the expansion of even functions on this interval requires even
n as well. One cannot just add the even cosines as extra
expansion functions though, since this would remove the
correct edge condition in the original variablex and hence
introduce Gibbs’ effects that would undermine the whole
aim of the expansion functions. The additional functions
ce85(12x2)cos@n cos21(12x2)2#, which explicitly introduce
terms of the form (12x2)3 nearx561, satisfy the appro-
priate edge conditions, and project onto all the cosine func-
tions, in particular onto the even ones. This was shown for
the clamped case previously.8 Hence the set of expansion
functions for the even part off is complete. The issue of
whether these expansion functions are orthogonal with re-
spect to a particular weight function is irrelevant since or-
thogonality properties are never used.

The argument for the odd part off is analogous. There-
fore the set of expansion functions~5!–~7! is complete, and
in addition satisfies the appropriate edge conditions.

II. FORMULATION AND SOLUTION OF INTEGRAL
EQUATIONS

We consider the planex350 with the elastic plate lying
on ux1u,a and a rigid baffle onux1u.a. As can be shown
from a Green’s function approach, the scattered pressure
field at a point (q1 ,q3) is given by

psc~q!52rv2E
2a

a

hsc~x1,0!pG~x1,0;q! dx1 , ~10!

where pG(x,q) is the Green’s function for~2! which has
vanishing x3-derivative in x350. The plate displacement
hsc(x1,0) is unknown in~10! and our aim is to identify this
function in the most efficient manner. Once this is identified
the problem is effectively solved, since pressure fields and
far-field behavior follow directly from~10!. Hence we con-
centrate upon whether we have identifiedh correctly, and
our comparisons with other techniques are based upon this
quantity.

The Green’s function is the inverse Fourier transform

pG~x;q!5
i

4pEC

1

g0
@eig0ux32q3u1eig0(x31q3)#eik(x12q1) dk,

~11!

which also has a representation in terms of Hankel functions.
The pathC runs along the real axis suitably indented at the
branch points6k0. The functiong05(k0

22k2)1/2 has a posi-
tive imaginary part. An advantage of persisting with a trans-
form based representation is that for more complex geom-
etries the Green’s functions emerge in a similar manner; the
approach that is required follows that presented here.

As it stands,~10! is not in the form where we can solve
for the unknown displacement, since the left-hand side is
also unknown. To remedy this, we manipulate~10! so that
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the left-hand side becomes the plate equation, and we are left
with an integral equation to solve. The manipulation is most
easily performed by replacingpG(x1,0;q) in ~10! with its
transform~11! and applying the operatorDq defined by

Dq5B]q1

4 2mv2, ~12!

where the notation]qi
5]/]qi has been adopted. Thus we

obtain

psc~q1,0!1Dqhsc~q1,0!

5
B

2pE2a

a

hsc~x1,0! dx1

3E
2`

` Fk42
mv2

B
2

iv2r

g0B Geik(x12q1) dk ~13!

for uq1u,a.
Two types of forcing can be adopted here: either inci-

dent waves or local plate excitation. We treat the incident
wave case in detail, in which case the left-hand side in the
above equation is equal to2(pin1Dqh in). For plane wave
incidence, the incident and reflected pressure wave together
are

pin~q1 ,q3!5A@ei (kq11g0q3)1ei (kq12g0q3)#, ~14!

where

k5k0 sin u i ~15!

is the incoming wave number. This corresponds to the field
produced by a pressure wave incident upon a defect-free
rigid plate. The incident displacement field therefore van-
ishes on the elastic plate, leading to

2@pin1Dqh in#~q1,0!522Aeikq1 ~16!

for uq1u,a.
Each applied incident field is split into two subproblems,

one that is even inx, and one that is odd inx. The unknown
displacement along the plate is expanded in terms of the
expansion functions~5!–~7!. The appropriate expression, in
which the factor 4a4/B is inserted for convenience, is

hsc~x1,0!5
4a4

B (
n51

`

~an
(e)cn

(e)~x1 /a!1an
(o)cn

(o)~x1 /a!!.

~17!

The integral equation~13! is split into even and odd subprob-
lems. The even subproblem is then solved by multiplying
~13! by cm

(e)(q1 /a) and integrating from2a to a, as well as
expanding the scattered displacement on the plate, leading to

2pAE
21

1

cos~kaq1!cm
(e)~q1! dq1

5 (
n51

`

an
(e)E

2`

` E
21

1 E
21

1

cm
(e)~q1!cn

(e)~x1!eil (x12q1)

3F l 42~akp!42
i ~akp!6e

ak0@~ak0!22 l 2#1/2Gdx1dq1dl . ~18!

The procedure for the odd subproblem is identical. The gov-
erning equation~18! may be rewritten as an infinite set of
linear equations

bm
(e)~ka!5 (

n51

`

Kmn
(e)an

(e) , ~19!

for m51, . . . ,̀ , where the left-hand side terms, which de-
pend on the incident wave number, are given by

bm
(e)~ka!52pAE

21

1

cos~kaq1!cm
(e)~q1! dq1 ~20!

for incident plane waves; the counterpart for the odd sub-
problem follows in a similar manner. The right-hand side
factors are given by

Knm
(e)5I mn

(e)(1)2~akp!4I mn
(e)(2)2 i ~akp!6eI mn

(e)(3)/ak0 . ~21!

Truncating this set of equations, and its counterpart for the
odd subproblem, at some finite orderN will give an approxi-
mate, but arbitrarily accurate~depending on the order of the
truncation! solution to the original problem. Noting the sym-
metry with respect tom andn means that even for relatively
largeN, one need not evaluate an undue number of theKmn .

We consider each term inKmn in succession, dropping
the superscripts. The corresponding pieces of the triple inte-
gral are

I mn
(1)52pE

21

1

cm9 ~x1!cn9~x1! dx1

12pd@cm8 ~1!cn8~1!1cm8 ~21!cn8~21!#. ~22!

The last two terms of this expression are zero in the limiting
cases of clamped or hinged edge conditions. The second in-
tegral leads to

I mn
(2)52pE

21

1

cm~x1!cn~x1! dx1 , ~23!

and the third integral is

I mn
(3)5pE

21

1 E
21

1

H0
(1)~k0aux12q1u!cm~q1!cn~x1! dx1 dq1 .

~24!

These are all relatively simple to evaluate numerically. The
above could also be deduced directly from the boundary con-
dition, but it is perhaps more natural to proceed from the
integral equation. This approach is more readily adjusted to
deal with other geometries.

As noted earlier, once we have the displacement we can
use~10! to deduce the pressure fields. The far-field behavior
of the scattered field is obtained by expanding the double
integral in~10! @note the Green’s function in~10! is itself an
integral# for large uqu. Taking the far-field variable as

q5r ~2sin f,cosf!, ~25!

and using a steepest-descents approach, gives

psc~r ,f!;S 2

prk0
D 1/2

G~f!ei (k0r 2 p/4) ~26!

for k0r @1. In the even subproblem this is
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G(e)~f!52
2i ~kpa!6

~k0a!
e (

n51

`

an
(e)

3E
21

1

cn
(e)~x1!cos~ak0x1 sin f!dx1 . ~27!

A similar expression holds for the odd subproblem~replac-
ing the cosine with a sine!. The total directivityG(f) is the
sum of the even and odd expressions. The coefficientsan

(e)

depend on the type of forcing adopted, and are the solutions
of ~19!. The directivity is hence specified entirely by thean ,

as is the plate displacement. However, the latter quantity is
simpler to compare to asymptotic approximations that we
will develop and we shall hence concentrate on it.

III. ASYMPTOTIC RESULTS FOR LIMITING CASES

To demonstrate the accuracy of the above numerical
scheme we compare it with various light fluid loading re-
sults. In the absence of fluid loading one can solve the plate
equation, to get, for instance in the case of an incoming
wave, the plate displacement

hsc~x1,0!5
2A

B~kp
42k4!

H eikax1@d~ka coskpa sin ka2kpa sin kpa coska!2coskpa coska$~kpa!22~ka!2%#

3
coshkpax

kpaD~kpa!
1@d~ka coshkpa sin ka2kpa sinh kpa coska!2coshkpa coska$~kpa!21~ka!2%#

3
coskpax

kpaD~kpa!
1@d~kpa coskpa sin ka2ka sin kpa coska!1sin kpa sin ka$~kpa!22~ka!2%#

i sinh kpax

kpaF~kpa!

1@d~ka sinh kpa coska2kpa coshkpa sin ka!2sinh kpa sin ka$~kpa!21~ka!2%#
i sin kpax

kpaF~kpa!J , ~28!

where the denominators, which are related to resonances of
the system, are

D~kpa!5d~coshkpa sin kpa1sinh kpa coskpa!

12kpa coshkpa coskpa, ~29!

F~kpa!5d~sinh kpa coskpa2coshkpa sin kpa!

22kpa sinh kpa sin kpa. ~30!

This, and the corresponding far-field directivity, are re-
produced by the numerics. As noted earlier, the cased50,
corresponding to edge conditionsh5h950, is amenable to
Fourier analysis~althoughdÞ0 is not!. Hence we are inde-
pendently comparing the performance of the expansion func-
tions. Figure 2 shows the absolute error in the real part of the
plate displacement fork0a525 andd50, which corresponds
to a wide plate, as well as the error for the solution calculated
by a sum in Fourier modes. The present procedure converges
quickly to the exact answer more quickly than the Fourier
expansion. This is a consequence of the well-known proper-
ties of the Chebyshev polynomial approximation. For this
specific edge condition,h5h950, we are not necessarily
suggesting that Fourier modes are of little value—they are
very simple to deal with numerically—but merely aim to
demonstrate that the expansion functions we propose are ac-
curate in this special case.

The formula~28! fails near zeros ofD(kpa) or F(kpa).
In this limit one can proceed to get asymptotic results using
eigenfunction methods, or via a wide strip approximation
and the Wiener–Hopf technique. A simpler approximation,
at least forM.1, is to replace the plate equation~1! by

BS ]2

]x2
2kl

2D S ]2

]x2
2m2D h~x!52pinc. ~31!

The complex wave numberskl ,m are perturbations away
from kp andikp , respectively. Fore!1, thekl are the leaky
zeros corresponding to the leaky waves in the physical do-
main; they are in close proximity to thein vacuowave num-
bers6kp . The other wave numbers are at6m; these are in
the proximity of6 ikp and lead to rapidly decaying modes. If
M.1 these are given by the approximations11

FIG. 2. Absolute error in the infinity norm of the real part of the plate
displacement vsn, the order of truncation, fork0a525, M51.5, u i50,
e50, and d50. The circles show the error for the present scheme. The
crosses show the error for the expansion in Fourier modes. Both circles and
crosses are plotted for each value ofn at which more resolution is achieved.
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m;kpS i 2
e

4M ~M211!1/2D , ~32!

kl;kpS 11
i e

4M ~M221!1/2D ; ~33!

otherwise they may be found numerically as the appropriate
zeros ofk42kp

41ekp
6/ ik0g0(k)50. This equation also has

two real zeros, but these do not significantly affect the results
in this light fluid loading limit. Thus this approximation as-
sumes that the acoustic coupling is completely captured
within the modified wave numbers. As shown8 via a com-

parison with more rigorous methods, this is not quite true
~particularly for M,1), but for practical purposes it does
provide accurate solutions.

For brevity we will look at a wide strip approximation.
For a wide strip we can deal with each plate edge indepen-
dently and then look at the effect of the diffracted by one
edge upon the other and vice-versa. This allows the natural
separation of the problem into a sequence of semi-infinite
problems which can be solved exactly using the Wiener–
Hopf technique. However, it is much easier to use~31!, and
this has been justified previously.8 For normally incident
plane waves one finds that

h~x,0!;
2

B~kp
4~11 i ekp

2/k0
2!

S 11
~m21 imd!cosklx122~kl

2 cos2kla1dkl sin kla! cos~mx1!eima

~kl
2 coskla1dkl sin kla!2~m21 idm!coskla

D . ~34!

More explicit results showing the dependence upone, for
M.1, are obtained by substituting the zeros~33! into ~34!.
At resonance, the displacement~and far-field directivity! is
O(1/e) rather thanO(1). For instance, in the simplest case,
d50, the resulting displacement is

h~x,0!;
2i

Bkp
4 ~21!n11cosS S n1

1

2Dp
x

aD 2M ~M221!1/2

ekpa
,

~35!

for kpa5(n11/2)p. The plate displacements found near a
resonance fore50.134, k0a57.209,M51.5,andd51 are
shown, normalized by a factorB/a4 in Fig. 3.

Strictly, the approximation holds fore!1 ~and for M
.1). However it still appears to give good results for rela-
tively largee, such as 0.134 with the accuracy improving as
e decreases. In any case, for our purposes, it provides a use-
ful confidence check upon the numerical results.

The plate displacements found ford50, e50.134,k0a
511.781, andM51.5 are shown, normalized by a factor
B/a4 in Fig. 4. The approximation~35! is also shown.

Once the plate displacements are found, the directivities
follow from

G~f!5
rv2

2i E2a

a

h~x,0!eik0x sin f dx, ~36!

and there is close agreement between the numerical and
asymptotic results. All numerical work is also checked uti-
lizing power balance and reciprocity relations.8

IV. EIGENFUNCTION EXPANSIONS

The set of expansion functions we have utilized is not
the only one that could be used. Indeed one could use any
complete set that satisfied the edge conditions. Clearly, an
alternative candidate set consists of the eigenfunctions asso-

FIG. 3. Real and imaginary parts of the plate displacementBhsc(x,0)/a4:
solid lines are the numerical solution~the imaginary part is the larger one!,
crosses are the analytical solution~28! vs x/a for k0a57.209, M51.5, u i

50, e50.134, andd51.

FIG. 4. Real and imaginary parts of the plate displacementBhsc(x,0)/a4

~solid lines and crosses as in Fig. 3 with the imaginary part again having
larger magnitude! vs x for k0a511.781,M51.5, u i50, e50.134, and
d50. The dashed line shows the imaginary part of~35!.
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ciated with thein vacuoplate displacements. For example,
for the special case of clamped edge conditions with even
loadings, we could try

hsc~x,0!5
4a4

B (
n51

`

an~coslnx sinh ln1sin ln coshlnx!,

~37!

where the eigenvaluesln are the consecutive zeros of the
transcendental equation

sinh ln cosln1sin ln coshln50. ~38!

These are easily found using the approximate zeros
ln5p(n21/4), n51,2, . . . as the initial values in a
Newton–Raphson scheme. These expansion functions satisfy
the edge conditions exactly, and moreover they are orthogo-
nal. There is no reason why these cannot be used as expan-
sion functions in an identical manner to that which we have
adopted in earlier sections, and indeed for comparative pur-
poses we have done that. We have found these less flexible
than the set of expansion functions we have developed, pri-
marily because the expressions become more unwieldy, par-
ticularly for generald and general loadings@~37! is just for
the clamped case with even loading#. They are not easily
carried across to three-dimensional problems, whereas the
simpler sine and cosine functions are easy to program in. In
addition, the eigenfunctions will not have the desirable fea-
tures of Chebyshev approximation of the expansion func-
tions we have developed. As our aim is to provide simple
and flexible expansion functions we prefer not to use thein
vacuo eigenfunctions. In addition, for heavy fluid loading
these are not convenient expansion functions, as in that case,
in rescaled coordinates, the structural inertia@thekp

4 terms in
the plate equation~1!# vanishes to leading order. Thus it is
felt that a set of expansion functions satisfying the edge con-
ditions exactly, but not tied in too closely with one piece of
the boundary condition, is more flexible.

V. CONCLUSION

A fast, efficient, and flexible numerical scheme capable
of dealing with a variety of plate edge conditions is pre-

sented; this is an extension of a technique often used for rigid
plates. We focus on determining the plate displacement, as
all other details can ultimately be determined from this quan-
tity. Clearly it is important to verify that this class of expan-
sion functions produces accurate results, particularly near
resonance. To verify accuracy, the numerical results are
compared with asymptotic results for light fluid loading, both
near to, and far from, resonance. The results are also com-
pared with a Fourier analysis of the special case of simply
supported edges. Further numerical results for the clamped
edge condition can be found in Ref. 8. The scheme for the
more general edge conditions we have discussed here has
similar accuracy and versatility.

A useful approximation~34! for light fluid loading,
based upon varying thein vacuowave number is also high-
lighted. Good agreement was found in all cases.
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Nonlinear propagation of finite-amplitude acoustic pulse in water and through a sample of
water-saturated granular medium is considered. To generate high-intensity acoustic pulses laser
generation of sound was used. The region of fluid perturbed by the laser acts as a volume-distributed
source. In a fluid with weak light attenuation, a cylindrical source could be formed by a narrow laser
beam. The nonlinear distortion of the cylindrical finite-amplitude wave in water is investigated. The
measured rate of distortion corresponds to that calculated in the approximation of nonlinear
acoustics. In a strongly light-absorbing medium, a wide~compared to the typical sound wavelength!
laser beam produces a circular planar source. Such a source produces acoustical pulses of amplitude
up to 3 MPa and duration about 1ms in different fluids. This source was used to investigate the
propagation of high-intensity wide frequency band sound signals in a sample of water-saturated
cobalt–manganese crust~CMC!. Specific acoustical features of the crust such as nonlinear sound
pulse distortion and the frequency dependance of attenuation, varying with the amplitude, are
considered. Theoretical interpretation of the results is given. ©1999 Acoustical Society of
America.@S0001-4966~99!04512-9#

PACS numbers: 43.25.Cb@MAB #

INTRODUCTION

Nonlinear propagation of finite-amplitude acoustic pulse
in water and through a sample of water-saturated cobalt–
manganese crust~CMC! is considered. The nonlinear evolu-
tion of cylindrical finite-amplitude sound wave in water and
plane wave in crust are examined. The crust is a kind of
ocean sediment that covers a vast bottom area in deep-sea
regions of the Pacific Ocean. Porosity of the crust deposit is
close to 50%–60%, and its structure looks like tightly
packed spherical granules several tenths of a millimeter in
diameter. The crust has a complex structure and can be con-
sidered as micro-inhomogeneous material that contains
structure elements such as grains, grain joints, pores, cracks,
etc. with a characteristic spatial scale significantly exceeding
the interatomic spacing, but significantly less than the acous-
tic wavelength.1–6 The nonlinearity of micro-inhomogeneous
material is not due to unharmonicity of the interatomic po-
tential but due to nonlinear interaction of the mechanical
elements of its structure. In such a medium the effect of
anomalous nonlinearity can be observed connected with the
fact that the medium responds differently to equivalent com-
pressions and tensions. This effect can be described by the
bilinear stress-strain relation.1,7,8 One of the interesting char-
acteristics of granular materials is the frequency dependence
of sound wave attenuation.9 Hamilton10 noticed on the basis
of experimental evidence that attenuation in such materials
scales with the first power of frequency from seismic to high
ultrasonic frequencies while Kibblewhite supports a different
view,9 concluding that attenuation in fluid-saturated sedi-
ments does not accurately follow the linear law. There are

different theoretical models of sound wave propagation in a
structured medium.11–14 Biot11 considered a fluid-saturated
porous medium which consists of a solid elastic matrix, or
skeletal frame, containing a compressible, viscous fluid. The
frequency dependence of the sound attenuation for this
model is in proportion tof 2 at low frequencies and at higher
frequencies it is in proportion to f 1/2. Recently
Buckingham14 has developed an internally consistent theory
of acoustic wave propagation in a saturated, unconsolidated,
marine sediment which is considered as a two-phase me-
dium, consisting of solid particles and seawater, but possess-
ing no rigid frame. In accord with this theory the attenuation
coefficient of a sound wave is proportional to the first power
of frequency.

To investigate crust acoustic properties high-intensity
broad-frequency-band sound signals are needed. To produce
such signals it is convenient to apply laser generation of
sound. The physical mechanisms of this effect are diverse,
but at moderate light intensity the effect of thermal expan-
sion of the disturbed volume is predominant. The rapid heat-
ing of a separate region of the medium due to light absorp-
tion causes thermal expansion, which produces density
perturbation, generating sound.15–17 At higher intensities of
laser radiation, rapid evaporation of a fluid is developed. The
resulting vapor ejection causes recoil pressure momentum
being applied to the fluid, generating acoustic waves.18 The
region of fluid perturbed by the laser acts as a volume-
distributed source of sound—optoacoustical source. The fea-
tures of this source depend on the spatial distribution of the
optically induced acoustical sources, which are determined
mainly by the light beam size and the light penetration dis-
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tance in comparison with the typical sound-pulse space scale
l5ct, wherec is the sound velocity andt is the sound pulse
duration. In a strongly light-absorbing medium, a wide~com-
pared tol! laser beam produces a circular planar source; in a
medium with weak light attenuation, a cylindrical source
could be formed by a narrow laser beam.

In the present paper some features of the laser sound
source are considered, for both planar and cylindrical sources
produced in different fluids. The nonlinear distortion of the
cylindrical finite-amplitude wave in water is examined. The
measured rate of distortion corresponds to that calculated in
the approximation of nonlinear acoustics. Then high-
intensity, wide-frequency-band sound signals produced by
the planar array are used for acoustic diagnostics of a sample
of water-saturated cobalt–manganese crust~CMC!.

The propagation of high-intensity sound pulses in the
water-saturated samples of the crust reveals its nonlinear fea-
tures. A wide frequency band of laser-generated signals al-
lows measurement of the frequency dependence of acoustical
properties, such as the sound attenuation and its variation
with amplitude.

I. EXPERIMENT

A. Generation of sound. Planar sound source

To produce high-intensity broad-frequency-band sound
pulses it is convenient to use laser generation of sound. The
laser generation of the sound pulses in water, oil, and gaso-
line was investigated in the experiment represented sche-
matically in Fig. 1. The experimental setup provided laser
generation and registration of wide-frequency-band high-
intensity pulses in different fluids. Sound pulses were gener-
ated in a cuvette 30330330 cm3, which was filled with a
fluid under investigation. On the liquid surface different
acoustical tops made of Ge, Zn, Se and polyester can be
positioned. The lower surface of the cover could be flat or
concave, forming an acoustic lens. The thickness of the
cover was about 1 cm. The cover provides a rigid boundary
condition for sound generation in the adjacent fluid layer.
The total energy of incident CO2-laser pulse was measured
by a pass-wire differential bolometer. The laser pulse dura-
tion was about 1ms and its energy was varied in a range
from several joules up to several dozen joules. The laser

radiation was focused on the fluid surface by means of a
ZnSe lens and copper mirrors. The light spot diameter on the
fluid surface was 2.0 cm.

The sound pulses propagating in fluid were registered by
a specially designed wideband receiving system using poly-
vinildenftorid ~PVDF! probes. The typical sensitivity of the
probes was about 0.7 mcV/Pa, and the bandwidth of the
frequencies registered was in a range of 1 kHz–7 MHz.
Gauges were placed in the near zone of the sound source in
front of and behind the CMC sample along the laser beam
axis. To avoid distortion of signals the gauge was adjusted so
that its sensitive surface was parallel to the water surface
which determines the wavefront geometry. The accuracy of
adjustment depends upon the wavelength and the gauge size.
The required accuracy of adjustment~in our case, 1.5 de-
grees! was obtained with the help of an auxiliary He–Ne
laser, which produced a reference beam. The electrical signal
produced by the gauge was transformed into a digital one by
digital storage oscilloscope. The sampling period was 10 ns,
duration of realization was 20ms, and the number of ampli-
tude quantization levels was 256. The data stored in the os-
cilloscope were transferred to the PC for storing and process-
ing.

The process of optical sound generation is varied with
the increase of energy released in the fluid due to laser pulse
absorption. At low-energy inputs~in comparison with spe-
cific heat of vaporization! the sound in the fluid was pro-
duced as a result of thermal expansion of a heated fluid vol-
ume. A typical sound pulse generated by thermoelastic
mechanism in water is presented in Fig. 2~a!. The pulse am-
plitude p is about 3 MPa and its duration is close to that of
the optical pulse and is aboutt'2 ms. At larger energy in-
puts the subsurface heating caused by the laser is accompa-
nied by pronounced evaporation from the surface and
thereby leads to recoil pressure momentum applied to the
surface at the area corresponding to the laser beam cross
section which forms the surface sound source. Both the ther-
moelastic and vaporization mechanisms contribute to the
acoustical response in this regime; the relative contribution
of mechanism depends upon the energy input.19 This mecha-

FIG. 1. Diagram of the experimental setup for laser generation of sound in
fluids.

FIG. 2. Normalized oscillograms of the sound pulses; incident pulse~a!, and
pulse that transmitted through CMC sample~b!. Laser pulse energy density
is 0.08 J/cm2. Thermoelastic mechanism of sound generation.
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nism of sound generation in different fluids was also inves-
tigated. Some results are presented in Fig. 3 where the oscil-
lograms of acoustical pulses generated in gasoline, water,
and oil at moderate input energy density are given. Acousti-
cal pulses were registered in the focal region of a concave
cover. Due to the difference in thermodynamic properties of
fluids ~boiling temperature, evaporation heat! the sound
pulses produced in these fluids by the same laser pulse differ.
These experiments demonstrate that laser generation of
sound can be used to produce high-intensity wide-frequency-
band acoustical signals in different fluids.

B. Generation of sound. Cylindrical sound source

In a weakly light-absorbing medium, where the light
propagation length is long in comparison to the beam cross-
section radius, the cylindrical volume is perturbed as a result
of laser radiation action. Optoacoustical conversion in this
regime could be influenced by the presence of light-

absorbing particles in a fluid. Real liquids often contain im-
purities which give rise to additional contributions to laser
sound generation. At small energy input the linear thermoop-
tical effect dominates in the process of sound generation.
The presence of the light-absorbing impurities in a liquid
changes the pattern of sound generation. The efficiency of
the process increases if the energy input exceeds the thresh-
old of vaporization of liquid surrounding the absorbing par-
ticles. As a result of liquid vaporization, bubbles appear and
their expansion leads to effective sound generation. At high
energy input, light-absorbing particles initiate the optical
breakdown of the liquid.20 In our experiment we investigated
laser sound generation at moderate energy input when both
thermal expansion and vaporization mechanisms contributed
to sound generation, giving rise to generation of intense
sound pulses. The diagram of the experiment for measuring
the radiation produced by the cylindrical source in water is
presented in Fig. 4.

FIG. 3. Oscillograms of sound pulses generated in gasoline~a!, water~b!,
and oil ~c!. Moderate laser energy input. Combined mechanism of sound
generation.
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A XeCl laser pulse with a wavelength ofl5308 nm,
intensity of 2 J/cm2, and a total duration oft'12 ns was
focused in a water tank of 3-cm width to produce the cylin-
drical beam of aboutr 050.1-cm radius. The acoustic pulse
of amplitude about 2 MPa at a distancer 0 was generated.
The acoustic pulse profile was recorded by a wide-
frequency-band piezoelectric transducer, which was placed
at distances in a range of 1–3 cm from the beam axis. The
nonlinear effects in the sound wave lead to steepening of the
front of the high-intensity sound pulse. The steepness of the
pulse front, measured experimentally as a function of dis-
tance from the beam axis, is presented in Fig. 5 by circles.
To consider nonlinear wave distortion theoretically one has
to take into account both nonlinear and divergency effects.21

In the approximation of nonlinear acoustics this process can
be described by the equation for dimensionless pressure per-
turbationu:22,23

ux2uuj50. ~1!

Here

u5
p

p0
A r

r 0
, ~2!

where p is the pressure perturbation at distancer, p5P
2P0 , P andP0 are the pressure in the fluid and its equilib-
rium value, respectively,j5vy is the normalized time, and
v52p/t is the characteristic frequency,t being the time
scale. Then

y5t2
r

c0
~3!

is the accompanying coordinate,

x52s0FA r

r 0
21G ~4!

is the normalized space coordinate, and

s05«M
vr 0

c0
, M5

p0

r0c0
2 , «5

n11

2
. ~5!

Here M is the Mach number of the sound perturbation,c0

and r0 are the sound speed and the density of the liquid,
respectively,p0 andt are the initial amplitude of the sound
pulse and its duration at distancer 0 , « is the nonlinear pa-
rameter of the liquid, andn is the adiabatic index of the
liquid. Heren57.15 for the water, so«'4.

Let us consider the propagation of perturbation, gener-
ated atr 5r 0 , the value ofr 0 is determined by the laser
beam cross-section size. The corresponding solution of Eq.
~1! for the simple wave can be presented as follows:

u5 f ~j1ux!, ~6!

where f (j) is the function determined by the boundary con-
dition at x50. This solution can be presented in the follow-
ing form:

j52ux1F~u!, ~7!

whereF(u) is the function, reciprocal tof (j). The first term
on the right-hand side of the Eq.~7! describes the nonlinear
steepening of the wave while the second presents the initial
pulse profileF(u). Schematically this solution is presented
in Fig. 6, where the shape of nonlinearly distorted sound
pulse @Fig. 6~b!# is given as a result of summation of the
initial profile @Fig. 6~a!# and the straight line@Fig. 6~c!# in
accord with Eq.~7!. The pulse front steepness can be char-
acterized by the ratioS5um /jm , whereum is the normalized
pulse amplitude andjm is the pulse front duration. Its initial
value is j05F(um), so the initial value of slope isS0

5um /j0 . Due to nonlinear distortion with the increasing of
distance traveled by the wave the front duration,jm de-
creases according to

jm5F~um!2umx5j0S 12
um

j0
xD , ~8!

and the slope grows in accord with

S~r !5
um

jm
5

um

j0„12~um /j0!x…
. ~9!

Substituting Eqs.~4! and ~5! into ~9!, one obtains

FIG. 4. Diagram of the experimental setup for laser generation of cylindrical
waves in water.

FIG. 5. Steepening pulse front as a function of distance traveled by the
sound wave: theory~solid curve! and experiment~circles!. The slopeu is
normalized to its value at a distance ofr 50.6 cm.
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S~r !5
um

j0
S 12

um

j0
2«

p0

rc0
2

vr 0

c0
FA r

r 0
21G D 21

. ~10!

The rate of the slope increasing is in proportion to the sound
pulse amplitude and the square root of the distance traveled
by the wave.21,23 To compare with the experimental data the
slopeS was normalized to its value atr 150.6 cm, as it was
made at the presentation of experimental data. The theoreti-
cal dependence of the normalized slope

u5
S~r !

S1
, ~11!

whereS15S(r 1), r 150.6 cm, upon the distance obtained at
p052 MPa,r 050.1 cm,t51027 s, and«54, is presented in
Fig. 6 by the solid curve that corresponds fairly well to the
experimental data.

C. Nonlinear propagation of a sound pulse through a
sample of cobalt–manganese crust „CMC…

The laser setup of sound generation was used to inves-
tigate the propagation of high-intensity sound signals
through the sample of the crust. The cobalt–manganese crust
~CMC! sample with a transverse dimension 4.0 cm and
1.5-cm thickness was placed at 5.0-cm distance from the
sound generation region~Fig. 7!. A number of CMC samples
were taken from different places at the North Pacific bottom.
Measured elasticity threshold of them at compression~stress
limit ! spread from 0.63106 N/m2 to 7.63106 N/m2 and with
strain limit spread in the range of (0.05– 0.63)3106 N/m2.

The measured CMC density is equal to 1.53103 Kg/m3 and
sound velocity of the low intensity sound is equal to 1.5
3103 m/s, so the impedance of water-saturated CMC is
close to that of water, which is why the main part of the
incident pulse energy was transmitted through the sample
and the sound reflection effect is negligible.

In Fig. 2 typical oscillograms of both the incident sound
pulse@Fig. 2~a!# and the pulse that passed through the sample
@Fig. 2~b!# are presented. One can notice that as a result of
sound attenuation in the CMC, the amplitude of the pulse
decreases and the top of the pulse becomes more flat. In Fig.
8 normalized oscillograms of the sound pulse passed through

FIG. 6. Diagram of nonlinear distortion of sound pulse. Initial profile~a!
and distorted profile~b!, obtained by summing up initial profile and the
straight line~c! in accord with Eq.~7!.

FIG. 7. Diagram of the experimental setup for acoustic diagnostic of a
sample of CMC;c1 andc2 are the sound velocities at the phase of com-
pression and dilatation of the sound pulse.

FIG. 8. Normalized oscillograms of the sound pulses transmitted through
the sample of CMC. Laser radiation energy density is 0.08 J/cm2 ~a!, 0.8
J/cm2 ~b!, and 1.20 J/cm2 ~c!.
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the CMC sample are presented. It is seen that the front of the
transmitted pulse is slightly retarded as the pulse amplitude
increases as well as the negative phase of the pulse gradually
decreases and completely vanishes. This pattern of nonlinear
distortion is different from the standard nonlinear steepening
and is apparently connected with the effect of modification
of the complex crust structure under the action of the finite
amplitude sound pulse.7

Interesting features of sound propagation in crust can be
revealed by comparison of the spectrum of incident and
passed pulses. The ratio of transmitted and incident pulse
spectrum is presented in Fig. 9. It is seen that the low-
amplitude sound pulse attenuation grows up linearly with the
frequency in the frequency range from 1 MHz up to 1.7 MHz
@Fig. 9~a!#. At higher frequencies the attenuation factor
grows much faster with frequency than the typical depen-
dencef 122 for water-saturated porous media.10–14Abnormal
sound attenuation in the high frequency band can be con-
nected with the sound energy capture and its localization as
oscillating modes of the structure.24 At high intensity of the
probing pulse the granular structure is damaged, which ap-
parently leads to the vanishing of additional mechanisms of
sound attenuation and the frequency dependence of the at-
tenuation coefficient becomes linear@Fig. 9~b!#.

II. DISCUSSION

The main features of the sound pulse propagation
through the granular medium CMC sample could be ex-
plained in terms of the effects of specific nonlinearity and
dissipation. The elasticity of the granular medium is different
under compression and expansion. This effect could be mod-
eled by the bilinear equation of state1

p5H c1
2 r, r>0,

c2
2 r, r<0,

~12!

presented in Fig. 10. Herep and r are the perturbation of
pressure and density, andc1 andc2 are the sound velocities
in the granular medium under compression and dilatation.

Consider the propagation of a plane wave through a
layer of a granulated medium governed by Eq.~12!. The
instantaneous pressurept of the pulse transmitted at the in-
terface of two fluids (i ,k) is determined by their impedances
r ici , rkck :

pt5
2rkck

r ici1rkck
pi , ~13!

pi being the amplitude of the incident wave. Applying this
relationship to the sound signal transmission at the interface
water/sample~i 51, k52! and sample/water~i 52, k53!
separately for the compression and the dilatation phase of the
sound pulse and taking into account that

c15c1 , c2!c1 , r25r1 , ~14!

one obtains the equations for the instantaneous pressure in
the transmitted wave:

p135p125p11 , ~15!

p2352p2254~c22 /c1!p21 . ~16!

Herep13 andp23 correspond to the pressure in the phase of
compression and dilatation, respectively. It is seen that in the
bilinear approximation the amplitude of the compression
pulse does not change@Eq. ~15!# while the amplitude of the
dilatation phase of the pulse transmitted through the layer of
granulated medium decreases proportional to the ratio of the
sound velocity of the sample to that of the surrounded fluid
@Eq. ~16!#. Qualitatively the effect of bilinear distortion that
decreases the intensity of the dilatation phase in comparison
to that of compression phase of the pulse is demonstrated in
Fig. 11, where both the incident pulse~a! and transmitted
one ~b! are presented.

In addition to the bilinear distortion, the sound pulse
propagated through the granular medium undergoes to essen-
tial attenuation. Recently Buckingham14 developed an inter-
nally consistent theory of acoustic wave propagation in a
marine sediment considered as an unconsolidated two-phase
medium. Several interesting results emerge from this theory
including the linear dependence of the sound wave attenua-
tion coefficient upon the frequency. This result corresponds
to that of a substantial body of experimental data indicating

FIG. 9. Transition characteristics of the CMC sample. Low-amplitude sound
pulse~a!, finite-amplitude sound pulse~b!, and theoretical dependence ac-
cording to Eq.~25! ~c!.

FIG. 10. Transmission of the wave through the bilinear medium, incident
wave~a!, and transmitted wave~b!. Herec1 andc2 are the sound velocities
in the bilinear medium under compression and dilatation.
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that sound attenuation in a porous medium varies as the first
power of frequency over an extended frequency range. It is
natural, therefore, to use this theory to interpret our experi-
mental results. The sound attenuation in the granular uncon-
solidated materials is governed by the equation

p5p0 exp~2ax!, ~17!

wherex is the distance travelled by the wave anda is the
sound absorption coefficient:14

a5
vb

c
. ~18!

Here v is the wave frequency,c is the speed of the sound
wave, and

b5
pnx

4~11x!3/2 ~19!

is the magnitude of the dimensionless loss tangent,n is the
parameter of the relaxation equation of state,

h~ t !5u~ t !
t0
n21

tn , ~20!

t is time, t0 is the scaling constant,u(t) is the step function,
andh f , andl f are the viscosity coefficients and

x5
~ 4

3!h f1l f

rc2t0
. ~21!

Coefficient b50.015 for water-saturated sediment of gran-
ules of diameterd2(1 – 5)102m and the sound speedc could
be taken as equal to that of the pure water. Then

a51027v cm21. ~22!

The sound attenuation coefficient at the distance ofL
51.5 cm~the sample thickness! is

aL510273p f , ~23!

so the instantaneous pressure in the pulse transmitted
through the sample can be expressed by the equation

pt5p63 exp~210273p f x!, ~24!

wherep63 are defined by the Eqs.~15! and ~16!.
The spectral transfer function is

Sout5Sinp~23p f 1027!, ~25!

wheref is the frequency of the sound wave~Hz! andSinp and
Sout are the energy spectrum of incident and transmitted
pulse, respectively. This equation is presented in Fig. 9~c!. It
is interesting to note that the experimental data on the attenu-
ation of the finite amplitude wave@Fig. 9~b!# fits better to the
theoretical prediction—the sample becomes ‘‘more granu-
lated’’ when probed by the high-intensity pulse.

Taking into account both the bilinear distortion@Eqs.
~14! and ~15!# and the sound attenuation in the granulated
medium @Eq. ~17!# it is possible to model the sound pulse
propagation through the CMC sample. The incident pulse
form @Fig. 11~a!# is taken in accordance with the experimen-
tal data@Fig. 2~a!#. Then the application of the Fourier trans-
form gives the spectral amplitudes of the initial sound signal.
The effect of attenuation is accounted for by multiplication
with the damping factor according to Eq.~17! and perform-
ing the inverse Fourier transform; the result is presented in
Fig. 11~b!. It is seen that frequency-dependant attenuation
decreases the amplitude of the pulse and makes smooth its
shape. Then the bilinear distortion of the transmitted sample
pulse was modeled. The result presented corresponds to
(c2 /c1)50.1, which is in the range of values of this param-
eter obtained by elasticity measurement. The transmitted
pulse form which is affected both by the attenuation and
bilinearity in accord with Eq.~24! is shown in Fig. 11~c!. It
corresponds qualitatively to the experimental data obtained.

III. CONCLUSIONS

Nonlinear propagation of a finite-amplitude acoustic
pulse in water and through a sample of water-saturated
cobalt–manganese crust~CMC! is considered. The crust has
a complex structure and, respectively, specific acoustical fea-
tures. To investigate crust acoustic properties high-intensity
broad-frequency-band sound signals are needed. To produce
such signals it is convenient to apply laser generation of
sound. The interaction of laser radiation with an absorbing
fluid leads to the formation of a volume-distributed source.
In a strongly light-absorbing medium, a wide~compared to
the typical sound wavelength! laser beam produces a circular
planar source. In a fluid with weak light attenuation, a cylin-
drical source could be formed by a narrow laser beam. Both
regimes of laser sound generation are studied experimen-
tally. The nonlinear distortion of cylindrical finite-amplitude
sound pulses was considered. The measured rate of distortion
corresponds to that calculated in the approximation of non-
linear acoustics. The propagation of laser-generated, high-
intensity sound signals through a sample of water-saturated

FIG. 11. Numerical modeling of the sound pulse propagation through the
bilinear dissipative medium. Incident pulse~a!; effect of attenuation of the
transmitted pulse~b! modeled according to Eq.~17!; bilinear distortion and
attenuation of the transmitted pulse~c! calculated in accord with Eq.~24!.
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cobalt–manganese crust~CMC! reveals the following spe-
cific acoustic features: as the probing pulse amplitude in-
creases,~1! strong nonlinear distortion of the sound pulse is
observed and the amplitude of dilatation phase of the trans-
mitted pulse gradually decreases and completely vanishes
with increasing amplitude;~2! abnormal sound attenuation in
the high-frequency band diminishes and the frequency de-
pendence of the sound attenuation coefficient tends to be
linear. The measurement of the sound attenuation coefficient
in a wide frequency range corresponds fairly well to Buck-
ingham’s theory of sound attenuation in unconsolidated
granular media. Numerical modeling of the effects of the
nonlinear distortion and sound attenuation of the sound pulse
propagating through the granular medium on the base of a
bilinear model of unconsolidated medium qualitatively ex-
plains the experimental results.
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Nonlinear longitudinal waves in inhomogeneously predeformed
elastic media
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The Ångström Laboratory, Solid Mechanics, Uppsala University, Box 534, SE-751 21 Uppsala, Sweden

~Received 5 March 1997; revised 15 September 1999; accepted 16 September 1999!

The quasi one-dimensional problem of nonlinear longitudinal wave propagation in the elastic
medium undergoing inhomogeneous plane prestrain is investigated theoretically. The analytical
solution to describe the propagation of the wave with an arbitrary smooth initial profile is derived.
The influence of the magnitude of the prestrain intensity on the distortion of the wave profile is
studied. The sine-wave propagation in the medium subjected to the distributed static load is
considered in more detail. The dependence of the sine-wave characteristics on the physical and
geometrical properties of the medium and on the parameters of the predeformed state is clarified.
The possibility to enhance the efficiency of ultrasonic nondestructive testing making use of the
nonlinear effects of wave propagation is discussed. The algorithm to evaluation of the parameters of
plane strain on the basis of wave profile evolution data is proposed. ©1999 Acoustical Society of
America.@S0001-4966~99!08112-6#

PACS numbers: 43.25.Dc@MAB #

INTRODUCTION

The problem of wave propagation in predeformed media
is of great interest to many researchers because of its impor-
tance in nondestructive testing~NDT!. Since the inhomoge-
neity of predeformation field induces additional problems in
NDT, the amount of information to be determined increases.
Therefore, the necessity to extract more information from the
wave propagation measurement data arises.1,2 One possible
solution in this direction is to pose the problem of acousto-
diagnostics of inhomogeneously predeformed media on the
basis of nonlinear wave propagation data.3

The purpose of this work is to develop in detail4–6 the
mathematical basis of acoustodiagnostics of inhomoge-
neously predeformed elastic medium~structural elements!
and to investigate the usefulness of nonlinear wave propaga-
tion data in NDT. We study the quasi-one-dimensional prob-
lem of nonlinear propagation of a longitudinal wave with an
arbitrarily smooth initial profile in an inhomogeneously pre-
deformed elastic medium. The predeformed state of the me-
dium is proposed to be plane strain. We describe this state
with polynomials and demonstrate the efficiency of the
method of polynomial approximation of the solution to the
equations of equilibrium of nonlinear theory of elasticity.
This method is widely used in the linear case.7

The asymptotic solution of the problem of wave propa-
gation in an inhomogeneously predeformed medium is de-
rived. This solution enables one to determine the dependen-
cies of the wave characteristics on the parameters of the
elastic medium and the predeformed state. Nonlinear proper-
ties of the medium and nonlinear effects of wave propagation
are taken into account. The evolution of nonlinear effects
and the interaction of the effects of nonlinearity and inhomo-

geneity are analyzed for various values of intensity of the
excited wave.

The possibility to utilize this solution in NDT is studied
in the case of sine-wave propagation in an elastic medium
with traction-free upper and loaded lower surfaces. The ap-
plied static load distributed quadratically has normal and
shear components. With the view to evaluating the prede-
formed state, the wave process is excited on a traction-free
surface and the wave-induced stress is recorded for the same
surface.8 For this case the analytical expressions for wave
characteristics as functions of the parameters of the prede-
formed state are derived. On the basis of these cumbersome
expressions, plots of the wave characteristics versus param-
eters of the predeformed state are presented. These plots fa-
cilitate analysis of the sensitivity of wave characteristics to
the parameters of the predeformed state. As an example for
nondestructive evaluation, they are applied to the determina-
tion of the plane strain caused by uniformly distributed nor-
mal and shear loads from wave profile distortion data.

I. THEORY

A. Nonlinear equations of motion

We consider an isotropic and homogeneous elastic me-
dium and distinguish three different states. Initially, the me-
dium is in the undeformed natural state. At the instantt
50, this medium is subjected to external forces and at a later
time it is deformed. The predeformed state of the medium is
proposed to be static; i.e., independent of time. At some
instant t.0, a longitudinal wave is excited in the prede-
formed medium.

Deformation of the medium is described on the basis of
the nonlinear theory of elasticity9 taking the physical and
geometrical nonlinearity into account. Our attention is con-
fined to small but finite two-dimensional deformations. We
consider the case of the predeformed state that corresponds

a!Permanent address: Department of Mechanics and Applied Mathematics,
Institute of Cybernetics at Tallinn Technical University, Akadeemia tee 21,
12618 Tallinn, Estonia. Electronic mail: arvi@ioc.ee
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to plane strain; i.e., one of the displacement vector compo-
nents is equal to zero.

It is assumed that deformations and their spatial deriva-
tives caused by the propagating wave are much larger in the
propagating direction than in the orthogonal direction. This
leads to the quasi-one-dimensional problem of longitudinal
wave propagation in a two-dimensional medium undergoing
inhomogeneous plane strain:

@11k1U1,1
0 ~X1 ,X2!1k2U2,2

0 ~X1 ,X2!#U1,11~X1 ,X2 ,t !

1@k1U1,11
0 ~X1 ,X2!1k3U1,22

0 ~X1 ,X2!

1k5U2,12
0 ~X1 ,X2!#U1,1~X1 ,X2 ,t !

1k1U1,11~X1 ,X2 ,t !U1,1~X1 ,X2 ,t !2c22U1,tt~X1 ,X2 ,t !

50. ~1!

Here UK(X1 ,X2 ,t) and UK
0 (X1 ,X2) denote displace-

ments caused by wave motion and predeformation, respec-
tively. The indices after the comma indicate differentiation
with respect to Lagrangian rectangular coordinatesXK , K
51,2 or timet.

The coefficients in Eq.~1! are functions of displace-
mentsUK

0 (X1 ,X2) that are determined as the solution to the
system of equilibrium equations of the medium in the prede-
formed state:

@11k1UI ,I
0 ~X1 ,X2 ,t !1k2UJ,J

0 ~X1 ,X2 ,t !#UI ,II
0 ~X1 ,X2 ,t !1@2k3UI ,J

0 ~X1 ,X2 ,t !12k4UJ,I
0 ~X1 ,X2 ,t !#UI ,IJ

0 ~X1 ,X2 ,t !

1@k71k3UI ,I
0 ~X1 ,X2 ,t !1k3UJ,J

0 ~X1 ,X2 ,t !#UI ,JJ
0 ~X1 ,X2 ,t !1@k4UI ,J

0 ~X1 ,X2 ,t !1k3UJ,I
0 ~X1 ,X2 ,t !#UJ,II

0 ~X1 ,X2 ,t !

1@k3UI ,J
0 ~X1 ,X2 ,t !1k4UJ,I

0 ~X1 ,X2 ,t !#UJ,JJ
0 ~X1 ,X2 ,t !1@k61k5UI ,I

0 ~X1 ,X2 ,t !1k5UJ,J
0 ~X1 ,X2 ,t !#UJ,JI

0 ~X1 ,X2 ,t !50.

~2!

Two equations result from Eq.~2!: I 51, J52 for the first
equation andI 52, J51 for the second equation.

The constants in Eqs.~1! and ~2!

k15316k~n11n21n3!, k25k~l16n112n2!,

k3511k~n21 3
2n3!, k45k~m1n21 3

2n3!,

k55k@l1m13~2n11n21 1
2n3!#, ~3!

k65k~l1m!, k75km, k5~l12m!21,

c225r0k

characterize the properties of the nonlinear elastic medium
~r0 denotes the density,l andm are Lame` constants andn1 ,
n2 , andn3 are elastic constants of the third order!.

B. Longitudinal wave propagation

To investigate the longitudinal wave propagation in an
elastic medium undergoing inhomogeneous predeformation,
we excite the longitudinal wave with an arbitrary smooth
initial profile in the medium; i.e., we solve the equation-of-
motion ~1! under the following initial and boundary condi-
tions:

U1,t~X1 ,X2,0!5U~X1 ,X2,0!50,
~4!

U1,t~0,X2 ,t !52«a0w~ t !H~ t !.

HereH(t) denotes the Heaviside function anda0 is a posi-
tive constant. The arbitrary and smooth initial wave profile is
determined by the functionw(t) under the condition
uw(t)umax51.

We use the perturbation theory and seek a solution to
Eq. ~1! by making the assumption that the displacements
caused by the propagating wave may be described by the
series

U1~X1 ,X2 ,t !5 (
n51

`

«nU1
~n!~X1 ,X2 ,t ! ~5!

and the displacements of the predeformed state by the series

UK
0 ~X1 ,X2!5 (

m51

`

emUK
0~m!~X1 ,X2!, ~6!

where« and e are positive constants that satisfy the condi-
tions e!1 and«!1. The small parameters« ande may be
of different order.

We introduce the series Eqs.~5! and ~6! with small pa-
rameterse ande into Eqs.~1! and~2! and obtain a system of
equations that enables one to describe the wave propagation
in the elastic medium undergoing static inhomogeneous pre-
deformation.

Prior to excitation of the longitudinal wave in the me-
dium, the properties and the predeformed state of the me-
dium are known. This means that we solve the equations
deduced from Eq.~1! as one-dimensional hyperbolic equa-
tions with constant coefficients and with known right-hand
sides. The coordinateX2 may be regarded as a parameter.

Following the perturbation procedure presented in Ref.
3, we determine the first term in the series Eq.~5!

U1
~1!~X1 ,t !52a0F E

0

z

w~t!dt1E
0

h
w~t!dtG ,

z5t2c21X1 , h5t1c21X1 . ~7!

This is a well-known result. It describes the propagation of
waves in a homogeneous isotropic elastic medium in the
positive and negative directions of the axisX1 . We consider
the wave that propagates in the positive direction of axisX1

and neglect the negative direction by neglecting the second
term.
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In the series Eq.~5! the second and subsequent terms
can be determined from corresponding equations under the
initial and boundary conditions in the form of a convolution
integral

U1
~n!~X1 ,X2 ,t !5(

j 51

m E
0

z

F j
~n!~z2t!Pj

~n!~t,X1!dt. ~8!

This solution determines all terms in series Eq.~5! except the
first. The functionF j

(n)(z) depends on the initial wave profile
w(t) and the function

Pj
~n!~t,X1!5 lim

Y→`

1

2p i Ea2 iY

a1 iY

etpE
0

X1
e2c21pj

3E
0

j

e22c21pyGj
~n!~y,X2!dy dj dp ~9!

depends on the predeformed state of the medium character-
ized by the functionGj

(n)(y,X2). Herep denotes the Laplace
integral transform parameter.

As a result, we have the solution Eq.~5! to a quasi-one-
dimensional problem Eq.~1! that describes the propagation
of the longitudinal wave with an arbitrary smooth initial pro-
file w(t) in the elastic medium undergoing inhomogeneous
plane prestrain.

II. APPLICATION TO NDT

Our intention is to investigate the propagation of longi-
tudinal waves in inhomogeneously predeformed elastic me-
dia and to discuss the possibility to utilize the results in
nondestructive evaluation.

The following problem of nondestructive evolution is
posed. Let the elastic medium~structural element! have finite
dimensions~Fig. 1!. Its thickness in Lagrangian rectangular
coordinatesXK , K51,2, bounded to one of its surfaces is
equal toh in the direction of the axesX1 and its length in the
perpendicular direction is 2l . On the planesX256 l it is
supported. The external distributed static load acts on the
surfaceX15h. A longitudinal wave in this predeformed me-
dium is excited on the surfaceX150 and is recorded on the
same surface. The aim is to evaluate the deformed state of
the medium on the basis of recorded wave propagation data.

A. Polynomial description of the plane strain

The predeformed state of the medium corresponds to the
plane strain. The equilibrium of the elastic medium in this
predeformed state is described by the system of two Eqs.~2!.
We seek the solution to these equations in the form of series
Eq. ~6! and solve the corresponding equations in the special

case. We consider the equilibrium of the element of the me-
dium ~structural element! with the thicknessh ~Fig. 1!. This
element has the traction-free surfaceX150 and it is sub-
jected to the external load on the opposite surfaceX15h.
This load is defined by the the boundary conditions in terms
of the componentsTKL

0 (X1 ,X2) of the Kirchhoff pseudos-
tress tensor

T11
0 ~0,X2!5T12

0 ~0,X2!50,

T11
0 ~h,X2!5e~p01p1X21p2X2

2!, ~10!

T12
0 ~h,X2!5e~q01q1X21q2X2

2!,

wherepn andqn , n50,1,2 are constants.
We assume that the solution Eq.~6! may be presented in

the form of polynomials

UK
0 ~X1 ,X2!5ePK1

6,6~X1 ,X2!1e2PK2
11,11~X1 ,X2!. ~11!

HerePKL
m,n(X1 ,X2)5(p50

m (s50
n cpsX1

pX2
s , K, L51,2 andcps

denotes a constant.
By introducing the expression Eq.~11! into the equa-

tions of equilibrium Eq.~2!, applying boundary conditions
Eq. ~10!, and making use of the perturbation theory, the so-
lution to the problem follows. Beforehand the boundary con-
ditions Eq.~10! must be presented in terms of displacement
vector components. The obtained solution is too cumber-
some to include. We present, as an illustration, the expres-
sions for the polynomials in solution Eq.~11! determined on
the basis of the linear theory of elasticity under the most
simple boundary conditions corresponding to the uniformly
distributed external pressure and shear:

P11
6,6~X1 ,X2!5@~3l12m!~2hX1

32X1
4!p0

16lp0X1
2X2

21~l12m!p0X2
4

1X1~2q0h2lX226hlp0X2
2!#/

~8h3m~l1m!!,
~12!

P21
6,6~X1 ,X2!5$X2

2@~l12m!

3~2hp0X224p0X1X22q0h2!#

1X1
2@~3l14m!~q0h214p0X1X2

26hp0X2!#%/~8h3m~l1m!!.

The 156 coefficients of polynomialsPK2

11,11(X1 ,X2) in

solution Eq.~11! are determined from the corresponding sys-
tem of linear differential equations with known r.h.s. under
appropriate boundary conditions.

Now, on the basis of solution Eq.~11! and the nonlinear
theory of elasticity9 one can calculate the stresses in the me-
dium. Some results of calculations are presented in Figs.
2–5.

B. Sine-wave in predeformed medium

It is convenient to investigate the wave profile distortion
in the predeformed medium on the basis of sine-wave propa-
gation data and to define the initial profile of the wave by the
function

FIG. 1. Loading scheme of the medium.
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w~ t !5sinvt, ~13!

where v denotes the frequency. This makes it possible to
compare our results with well-known results in special cases.

Introducing function Eq.~13! into the boundary condi-
tions Eq. ~4! and making use of the procedure described
above, the solution Eq.~5! with accuracy of three leading
terms that describe the longitudinal sine-wave propagation in
a nonlinear elastic medium undergoing inhomogeneous
plane strain follows in the expected form:

U1,t~X1 ,X2 ,t !5A01A1 sin~vz1u1!1A2 sin~2vz1u2!

1A3 sin~3vz1u3!. ~14!

HereA0 is the nonperiodic term,AJ anduJ , J51,2,3 denote
the amplitudes and phase shifts of harmonics, respectively.
The analytical expressions for functionsA0 , AJ , anduJ are
too cumbersome to be reproduced here.

It should be noted that in the special case of nonlinear
sine-wave propagation in the prestress free elastic medium
the solutions Eq.~14! coincide with the results of other
authors.10

The basis effects responsible for the distortion of the
wave profile are inhomogeneity~inhomogeneous predefor-
mation!, dispersion, and nonlinearity. We intend to use non-
linear effects of wave propagation in nondestructive evalua-
tion of inhomogeneous properties of the medium. It is
important that the recorded nonlinear effects contain maxi-
mum information about the inhomogeneity. The amount of
this information is dependent on the ratio of strain intensities

in the medium caused by the propagating wave and the pre-
deformation, correspondingly. With the view to study this
problem in more detail, we propose thatuUI

(n)(X1 ,X2 ,t)u
'uUK

0(n)(X1 ,X2)u in Eqs. ~5! and ~6! and distinguish three
different cases of wave motion:

Case A. The displacements of the material points of the
medium caused by wave motion are much smaller than the
corresponding displacements caused by predeformation, i.e.,
«'e2 in series Eqs.~5! and ~6!.

Case B. The displacements caused by wave motion and
predeformation are of the same order, i.e.,«'e.

Case C. The displacements caused by wave motion are
much larger than the displacements caused by predeforma-
tion, i.e.,«2'e.

In all three cases we consider three first terms in solution
Eq. ~5!. It is necessary to point out that the solution Eq.~5!
consists of the following terms. The first term Eq.~7!, of the
solution describes the propagation of a longitudinal wave in
a homogeneous isotropic elastic medium. The second and the
third terms Eq.~8!, correct the solution taking into account
the effects caused by inhomogeneity~inhomogeneous prede-
formation! and nonlinearity.

Let us consider case A: The displacements caused by
wave motion are much smaller than the displacements
caused by predeformation. The first term Eq.~7! of solution
Eq. ~5! determines the amplitude of the first harmonic in
solution Eq.~14!. The second term corrects the solution for
inhomogeneity~predeformation!. This term describes the
phase shift of the first harmonic also. The third term corrects
the first harmonic once more and describes the evolution of

FIG. 3. StressT12
0 in the medium under uniform normal load.

FIG. 4. StressT11
0 induced in the medium by the uniform shear load.

FIG. 5. StressT22
0 caused in the medium by the uniform shear load.

FIG. 2. StressT11
0 in the medium subjected to the uniform normal load.
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the second harmonic in a homogeneous medium. In this so-
lution nonlinear effects are small and in the range of accu-
racy considered here they are not affected by inhomogeneity
~predeformation!. It is impossible to use this solution to cor-
rect for nonlinear effects in nondestructive evaluation of pre-
deformed media.

If the displacements caused by wave motion are of the
same order as the displacements caused by predeformation
~case B!, then the nonlinear and inhomogeneous effects are
described simultaneously by the second term in solution Eq.
~5!. On this level the nonlinear effects are not dependent on
the inhomogeneity of the medium. Interaction of nonlinearity
and inhomogeneity is described by the third term in solution
Eq. ~5!. This term defines the influence of inhomogeneity on
the evolution of the second harmonic in solution Eq.~14! and
describes the evolution of the third harmonic in a homoge-
neous medium.

In case C the large displacements caused by wave propa-
gation are superposed on small displacements of the prede-
formed state. The wave motion in the medium is character-
ized by strong nonlinear effects. The second and the third
terms in solution Eq.~5! describe the evolution of the second
and the third harmonics in homogeneous elastic media, re-
spectively. In this case the influence of inhomogeneity on the
wave process is a small effect. The third term defines the
influence of inhomogeneity on the first harmonic only. It
does not correct the description of the second harmonic. This
means that in case C the first three terms of solution Eq.~5!
do not correct for nonlinear effects of wave propagation.
Nonlinear effects are not affected by inhomogeneity.

We can conclude that in ultrasonic NDE of inhomoge-
neous materials it is important to pay attention to the inten-
sity of the applied wave. The best correction for nonlinear
effects of wave propagation may be achieved by choosing
the wave intensity such that deformations of the medium
caused by the wave propagation are of the same order as
deformations of the predeformed state.

C. Acoustodiagnostics of the plane strain

Solution Eq.~14! describes sine-wave propagation in the
medium undergoing inhomogeneous plane prestrain. The
wave propagation is characterized by the frequencyv, by the
nonperiodic termA0 and by the amplitudes and phase shifts
of harmonicsA1 , A2 , A3 , u1 , u2 , andu3 . The amount of
information in these functions depends on the ratio of defor-
mations caused by the wave motion and by the predeforma-
tion. As we indicated these functions contain maximum in-
formation in case B; i.e., if this ratio is near unity. We
consider case B henceforth. In this case the amplitudes and
the phase shifts of the first two harmonics are dependent on
the physical properties of the medium and on the parameters
of the predeformed state. The amplitude and the phase shift
of the third harmonicA3 and u3 are not dependent on pre-
deformation. The corrections appear in the next higher ap-
proximation. We neglect the third harmonic in our discus-
sions.

The phase and group velocities of the harmonicscp
n and

cgr may be calculated by the formulas11,12

cp
n5ncv/~nv2cun,1!, ~15!

cgr>~vn112vn!/~gn112gn!, ~16!

wheregn is the wave number of then-th harmonic.
The unknown quantities to be determined in NDT are~i!

the physical properties of the nonlinear elastic medium,~ii !
the dimensions of this medium, and~iii ! the parameters of
the predeformed state. The medium is characterized by the
elastic constants of the second and third orderl, m, n1 , n2 ,
n3 , by the densityr0 and by the dimensionsh and l. The
predeformed state~plane strain! is determined by the coeffi-
cientscps in polynomialsPKJ

m,n(X1 ,X2) in solution Eq.~11!.
These numerous coefficientscps are functions of the geo-
metrical and physical properties of the medium and the ex-
ternal load. The latter is determined by the boundary condi-
tions Eq. ~10!. It becomes clear that it is convenient to
characterize the predeformed state of the medium by the con-
stantspj andqj ( j 50,1,2) instead of the coefficientscps .

Consequently, if we try to use the solution Eq.~14! in
nondestructive evaluation of 14 constants that characterize
the medium, at our disposal there are four basic functions
A1 , A2 , u1 , u2 , one constantv and three deduced functions
cp

1, cp
2, andcgr . We can conclude that it is not possible to

determine the properties and the state of the medium on the
basis of these functions only. That is why we propose to use
the solution Eq.~14! provided preliminary information about
the properties and the state of the medium is available.

We illustrate this approach following the idea presented
in Ref. 8. The wave process is excited on the traction free
surfaceX150 of the medium undergoing plane inhomoge-
neous prestrain~Fig. 1! in accordance with the boundary
condition Eq.~4! i.e., in terms of the particle velocity. The
evolution of the wave is recorded on the same surface, but in
terms of the stress. The nonlinear theory of elasticity9 de-
scribes this stress as a function of the derivative of the par-
ticle displacement with respect to the spatial coordinates. In
our quasi-one-dimensional case this stress is a function of
U1,1(X1 ,X2 ,t) in the form

U1,1~X1 ,X2 ,t !5A01A1 sin~vz1u1!

1A2 sin~2vz1u2!. ~17!

Here it is convenient to keep the notation introduced for
the amplitudes and phase shifts in Eq.~14!. Since these am-
plitudesA0 , A1 , A2 and the phase shiftsu1 andu2 are func-
tions of spatial coordinates and time, they are not expressed
exactly by the same expressions in Eqs.~14! and ~17!. But,
in principle, the amplitudes and the phase shifts in Eq.~17!
have the same properties as the corresponding functions in
Eq. ~14!. They are functions of the properties of the medium
and the predeformed state. They are affected by the ratio of
the magnitudes of displacements caused by the predeforma-
tion and the wave motion in the same way.

Henceforth, we clarify the dependence of wave charac-
teristics on the parameters of the predeformed state of the
medium. We deduce the analytical expressions for the am-
plitudesA0 , A1 , A2 and the phase shiftsu1 and u2 in Eq.
~17!. These nonlinear expressions turned out to be too cum-
bersome for the analytical analyses. Instead, we pose the
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numerical experiment and consider one possible special case
of longitudinal wave propagation in an elastic medium un-
dergoing plane prestrain. It is noteworthy that the results
obtained characterize qualitatively the dependence of the
wave characteristics on the parameters of the considered pre-
deformed state for nonlinear elastic media of wide range of
physical properties and for the different values of the wave
frequency.

Following our scheme of nondestructive testing, we pro-
pose that the properties of the medium are known. They
correspond to aluminum with densityr052800 kg/m3, con-
stants of elasticity l550 GPa, m527.6 GPa, n1

52136 GPa,n252197 GPa,n35238 GPa, and with the
dimensionsh50.1 m, l 51 m. The purpose is to evaluate the
parameters of the predeformed state of the mediumpj , qj ,
with j 50,1,2.

The predeformed state of the medium is described by the
solution Eq.~11!. We illustrate the nature of this state by the
distribution of stress in the medium. Under the applied load
@see Eq.~10!# it is strongly nonlinear in space. In the more
simple case when the external load corresponds to a uniform
normal load equal to 10 KPa the distribution of stresses
T11

0 (X1 ,X2) andT22
0 (X1 ,X2) is plotted in Figs. 2 and 3. The

distribution of the stressT11
0 (X1 ,X2) ~Fig. 2! coincides quali-

tatively with the results presented in Ref. 13.
In the second case we apply a pure shear equal to 10

KPa on the surfaceX15h. Once more the distribution of the
stressT11

0 (X1 ,X2) is strongly nonlinear~Fig. 4! into the
depth of the medium but the distribution of the stress

T22
0 (X1 ,X2) may be considered as linear~Fig. 5!. A longitu-

dinal sine-wave with the frequencyv5106 rad s21 and the
parameter«5331024 is excited in the medium. Its evolu-
tion can be analyzed on the basis of Eq.~17!. As mentioned
above, the derivation of analytical expressions for the param-
eterspj , qj , j 50,1,2 as functions of wave characteristics is
too complicated in the nonlinear case and therefore we de-
termine the dependence of the amplitudes and phase shifts of
wave harmonics on the parameterspj andqj numerically.

Computational simulation verifies the fact that the am-
plitude of the second harmonic and the dependence of phase
shift of the second harmonic on the parameterspj , qj are
very close to linear~Fig. 6!. An exception is the dependence
of the phase shift of the first harmonic~Fig. 7! and the phase
velocity of the first harmonic on the parametersp0 and p2

~the functionsA10, A20, u10, andu20 denote here the ampli-
tudes and phase shifts of two first harmonics of the wave in
the medium without predeformation!.

It is essential from the point of view of nondestructive
testing that the sensitivity of wave characteristics to the pa-
rameterspj andqj is different. For example, the variation of
the amplitude of the second harmonic is strongly sensitive to
the uniform normal load characterized by the parameterp0

and less sensitive to the uniform shear loadq0 ~Fig. 6!. The
sensitivity of the amplitude of the first harmonic to these
parameters is similar~Fig. 8!. The phase shifts of both har-
monics are strongly sensitive to both parametersp0 and q0

~Fig. 9!. These different sensitivities permit us to propose the

FIG. 6. Relative amplitude of the second harmonic versus uniform normal
and shear loads.

FIG. 7. Phase shift of the first harmonic versus uniformly and quadratically
distributed normal loads.

FIG. 8. Variation of the relative amplitude of the first harmonic in the
medium subjected to normal and shear loads. CurvesA,B,...,E correspond
to the values of the loadq0 equal to26,23,...,6 GPa, respectively.

FIG. 9. Relative phase shift of the second harmonic versus uniform normal
and shear loads. CurvesA,B,...,E correspond to the values of the loadq0

equal to26, 23,...,6 GPa, respectively.
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use of the algorithm to acoustodiagnostics for determining
the predeformed state of the medium.

There are many possibilities to use the results presented
above in nondestructive determination of the parameters of
the predeformed state of the elastic medium. Let us confine
our attention to the following case, as an illustration. The
preliminary inspection of the loading scheme of the medium
~structural element! permits us to propose that the medium is
undergoing plane strain under uniformly distributed external
load. The problem is to evaluate the predeformed state, i.e.,
the values of the parametersp0 and q0 . We determine the
physical and geometrical parameters of the medium. Taking
into consideration the results of computation presented above
we decide to solve the problem on the basis of the first har-
monic amplitude and the second harmonic phase shift mea-
surement data. We plot the curves similar to Fig. 8 and Fig.
9 for the real medium. Then making use of the wave propa-
gation measurement data and resorting to the curves in the
analogue of Fig. 8, we determine the parameterp0 . After
that the measured value of the phase shift of the second
harmonic and the known value of the parameterp0 enables
us to determine the parameterq0 from the curves in Fig. 9.

III. DISCUSSION AND CONCLUSIONS

The topic of this paper may be regarded as the develop-
ment of the ideas presented in Ref. 3. The extension of the
scope of nondestructive testing to the range of evaluation of
inhomogeneous predeformation brings the necessity to in-
crease the amount of information available from the recorded
data of wave motion. It is clear that it is difficult to identify
even the simple inhomogeneous predeformed states of an
elastic medium on the basis of wave velocity measurement
data only.3 We are in need of additional information. The
development of the measurement technique encourages us to
propose the wave profile distortion data as the source of ad-
ditional information in nondestructive evaluation of inhomo-
geneous predeformation fields.

The distortion of the wave profile in an inhomoge-
neously predeformed elastic medium is caused primarily by
the effects of inhomogeneity and nonlinearity. We tried to
clarify the interaction of these effects in wave motion excited
in the medium with various magnitudes of predeformation.
These results facilitate the understanding of the nature of the
wave profile distortion and the formulation of the nonde-
structive evaluation problem.

We described the nonlinear propagation of the longitu-
dinal wave with an arbitrary smooth initial profile in the
medium with variable properties by the solution Eq.~5! de-
termined on the basis of Eqs.~7!–~9!. In principle, this so-
lution may be used to describe the wave motion in media
with a different nature of inhomogeneity.

In this paper we confined our attention to wave propa-
gation in an elastic medium undergoing inhomogeneous
plane strain. Making use of the software for algebraic com-
putations under the UNIX operating system we found the
exact polynomial asymptotic solution Eq.~11! to the systems
of nonlinear equations of equilibrium Eq.~2! of the elastic

medium with nonlinear physical properties subjected to a
distributed load on one of its surfaces~Fig. 1!. The load is
described by the polynomials up to the second order Eq.~10!
and may be decomposed into the normal and shear compo-
nents. We draw a conclusion that provides information about
the character of the predeformed state~plane strain! and the
physical and geometrical properties of the medium.

The sine-wave propagation in this predeformed medium
is investigated in detail. The difference between the weak
and the strong waves dives a profile of the evolution in the
predeformed medium. Expressions are derived for wave
characteristics versus physical and geometrical properties of
the medium and the parameters of the predeformed state. On
the basis of expressions not presented in this paper because
of cumbersomeness are derived the wave characteristics ver-
sus the predeformation parameters and plots are computed.
The analysis of these plots verifies the assumption that the
extraction of information from the wave profile evolution
data enables one to enhance the efficiency of nondestructive
testing and to solve problems of nondestructive evaluation of
inhomogeneous predeformed states of an elastic medium.
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Multifrequency plane, nonlinear, and dissipative waves
at arbitrary distances
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A solution for multifrequency plane waves propagating through a dissipative and nonlinear medium
is presented. It originates from the well-known Bessel function series ratio for a pure sinusiodal
wave, introduced by Cole and Mendousse. The solution is exact. The only limitation, inherited from
the single-frequency solution, is the slow convergence of the series when the nonlinearity is very
large compared to the dissipation. Otherwise any frequencies, amplitudes and phases can be
introduced in the original wave and the solution is valid for any propagated distance. ©1999
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LIST OF SYMBOLS

An
( l ) 5I n(a l /2a le* )(21)n exp(ingl)

a amplitude of single-frequency boundary condition
al amplitude of frequencya l in boundary condition
b the effect of viscosity and heat conduction
bl amplitude coefficient in boundary condition
c0 the undisturbed sound velocity in the medium
ck frequency-dependent coefficient inU andV
I n the modified Bessel function
k the frequency parameter in the sum~or integral! that

is the solutionU
n summation index
n( l ) summation variable belonging to frequencya l

x propagated distance
S 5S(s), the factor dependent on distances in the

separation ofU(s,u)
T 5T(u), the factor dependent on retarded timeu in

the separation ofU(s,u)
U transformation variable defined byV52e]/

]u(ln U)
Um f q the subscriptmfq stresses that the solution is for

multifrequency boundary condition, as opposed to
solutions for single frequencies.

V 5v/v0 , dimensionless velocity amplitude
Vl the subscriptl is the solution for the frequency de-

noted byl with frequencya l

Vm f q the subscriptmfq stresses that the solution is for
multifrequency boundary condition, as opposed to
solutions for single frequencies

V* 5v/v00, a specific choice of dimensionless velocity
amplitude

v velocity amplitude
v0 characteristic velocity of the medium
a integer angular frequency
a l integer angular frequency belonging to the fre-

quency denoted byl in the boundary condition
b 5(g11)/2, the nonlinearity of the medium
g phase in boundary condition
g l phase in boundary condition belonging to frequency

a l

e 5bv/2bc0v0r0 , a dimensionless ratio between
dissipation and nonlinearity

e* 5bv0 /2bc0v00r0 , a specific choice ofe
u 5vt, dimensionless time
u* 5v0t, specific choice of dimensionless time
r0 undisturbed density of the medium
s 5bvv0x/c0

2, dimensionless propagation distance
s* 5bv0v00x/c0

2, specific choice of dimensionless
propagation distance

t 5t2x/c0 , retarded time
v characteristic angular frequency of the signal
1/v a characteristic time

INTRODUCTION

Nonlinear evolution of plane waves through a dissipa-
tive medium is described by the Burgers equation. For a
single-frequency source solutions have been known for a
long time. There are, as the best known examples, the Fubini
solution1 valid for propagation up to shock formation and the
Fay solution,2 whose validity is starting at approximately
four shock distances. Both of these are Fourier series expres-

sions and neither one is exact. Both may be derived3 from
the solution presented by Cole4 and Mendousse,5 which is a
ratio between two Fourier series with Bessel function coef-
ficients. This solution has one disadvantage in that the con-
vergence of the series is poor6 and the solution does not work
well when the nonlinearity is very large compared to the
dissipation.

The propagation in a nonlinear and dissipative medium
is a contest between the nonlinearity and the dissipation.
Nonlinearity makes the positive amplitudes go faster than the
equilibrium and the negative go slower. This results in thea!Electronic mail: claes.hedberg@ima.hk-r.se
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creation of combination frequencies of the original frequen-
cies and their higher harmonics. Thus, most often also lower
frequencies appear. The higher harmonics may turn the wave
into a shocked state.

In contrast, dissipation is attenuating the higher harmon-
ics much more than lower, thus making the waves go into
shock less easily.

For original signals consisting of several frequencies
there has been little more than numerics to use with a few
exceptions for the case of no dissipation. There is one origi-
nating from Burgers for zero dissipation,7 where the total
wave solution can be obtained for all distances through the
finding of the maximum of a function. The most distin-
guished result is the analytic solution by Fenlon8 for zero
dissipation, valid up to the formation of shock, which is a
generalization of the Fubini solution. The solution to the
Burgers equation in the form of a ratio between two infinite
integrals yields a complete solution for the given distance.
The integration interval naturally has to be much smaller and
the integrand ought to be examined beforehand in order to
reach accurate results. In this paper a solution for multi-
frequency conditions for dissipative and nonlinear propaga-
tion is introduced. It originates from the single-frequency
Cole–Mendousse solution and it is a generalization of the
same. Therefore the derivation of the multi-frequency solu-
tion begins with the well-known derivation of the single-
frequency solution.

I. THE SOLUTION FOR ONE FREQUENCY

The nonlinear equation for plane waves in a homoge-
neous dissipative medium is Burgers’ equation, given in di-
mensionless variables as

]V

]s
2V

]V

]u
2e

]2V

]u2 50. ~1!

The definition of the dimensionless variables—using a char-
acteristic velocityv0 of the medium,b the effect of viscosity
and heat conduction,t5t2x/c0 the retarded time,r0 the
undisturbed density,c0 the undisturbed sound velocity,b
5(g11)/2 the nonlinearity for a fluid and a characteristic
time 1/v—are

V5
v
v0

, ~2!

u5vt, ~3!

s5
b

c0
2 vv0x, ~4!

e5
1

2b

bv

c0v0r0
. ~5!

If the dimensionless ratio between dissipation and non-
linearity e is less than 1, nonlinear theory should be used.
Equation ~1! can be transformed into a linear equation
through

V52e
]U/]u

U
52e

]

]u
~ ln U !, ~6!

and the heat conduction equation is obtained,

]U

]s
5e

]2U

]u2 . ~7!

This transformation was found by Hopf9 and Cole.4

The solution can be found by separation of the variables:

U~s,u!5S~s!T~u!. ~8!

The general solution of~7! can then be written as a sum,

U5 (
k52`

`

cke
2ek2seiku, ~9!

or as an integral,

U~s,u!5E
2`

`

c~k!eiku2ek2s dk. ~10!

Before turning to the Fourier series form a short discus-
sion on the integral form will be conducted. It is a general
solution, but in practice there is numerical trouble encoun-
tered when solving this integral because the exponent in the
infinite integral will vary greatly. As an example, let the
boundary condition be a simple sine wave:

V~s50,u!5sinu. ~11!

This results through~6! and ~1!10 in the solution

V52

E
2`

` u82u

s
expF 1

2e
~2cosu8!2

~u2u8!2

4es Gdu8

E
2`

`

expF 1

2e
~2cosu8!2

~u2u8!2

4es Gdu8

.

~12!

This is a simple solution to Burgers’ equation. The limits in
the integration has to be decreased considerably as the num-
bers may become very large, in particular, for smalle. The
way to proceed is to examine the exponents beforehand to be
able to choose the relevant interval for the integration. The
integration interval may often have to be divided into several
smaller intervals. This procedure leads naturally to the saddle
point method concept which only takes into account the ma-
jor parts of the integrand around certain maxima. Through
the saddle point method both the Fubini and Fay solutions
may be derived. The Fubini through use of one saddle
point11 and the Fay through two saddle points yielding the
time domain Khokhlov solution,12 which is then converted
into a Fourier series.10 For the simple sine wave there is only
one maximum per period. For more complicated input the
analytical saddle point method leads to solutions valid only
locally,13 except for nondissipative continuous waves before
the formation of shocks.

The Fourier series representation~9! is appropriate when
the boundary condition is periodical. For the simple har-
monic signal as a boundary condition~11! the solution to Eq.
~1! was obtained by Cole4 and Mendousse:5

3151 3151J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Claes N. Hedberg: Arbitrary multifrequency waves



V~s,u!524e
(n51

` exp~2n2es!n~21!nI n~1/2e!sinnu

I 0~1/2e!12(n51
` exp~2n2es!~21!nI n~1/2e!cosnu

. ~13!

Here,I n denotes modified Bessel functions.
Of special interest might be to replace the quotient be-

tween two Fourier series~13! by an analytic single Fourier
series. This has been done by Enflo3 through a recursion
algorithm

II. SOLUTION FOR SEVERAL FREQUENCIES

Any solution for a periodic boundary condition may
have the form of the ansatz~9!:

Um f q5 (
k52`

`

cke
2k2eseiku, ~14!

where the subscriptmfq stands formultifrequency. This is
the equivalent to the solution

Vm f q~s,u!5 i2e
(k52`

` kcke
2k2eseiku

(k52`
` cke

2k2eseiku
. ~15!

Let ~15! be the solution to a boundary condition consisting of
a number ofL frequencies, thea l ’s are integers:

Vm f q~s50,u!5 (
l 52L

L

ble
ia lu. ~16!

Each one of theL frequencies has on their own a known
solutionVl in a form similar to~13!.

Because this is a nonlinear problem they cannot be su-
perposed to form the solution to the multiple frequency
boundary condition—except at the distances50. At this
distance no nonlinear~nor linear! evolution has taken place,
and superposition is allowed. So this is where, in the remain-
der of this section, the coefficients of the multifrequency
wave will be extracted from the known coefficients of the
single frequencies.

Some care must be taken to make sure the individualV’s
are expressed in the same dimensionless variables because, if

the dimensionless variables of each individual frequency are
inserted straight into~13!, these dimensionless variables will
be defined for each particular frequency. They will then not
stand for the same real variables. If they are to be combined
they must be expressed by some definite variables—the same
for all individual frequencies. Let the choices be@compare
~2!–~5!#

V.* 5
v

v00
, ~17!

u* 5v0t , ~18!

s* 5
b

c0
2 v0v00x, ~19!

e* 5
1

2b

bv0

c0v00r0
. ~20!

All single-frequency boundary conditions written like

V* ~s* 50,u* !5a sin~au* 1g!

5
a

2
@exp„i ~au* 1g!…2exp„2 i ~au* 1g!…#,

~21!

will get the results in the same dimensionless parameters by
making the following replacements in~13!,

V5
V*
a

, ~22!

u5au* 1g, ~23!

s5aas* , ~24!

e5
a

a
e* . ~25!

So the solutions to the individual frequencies will be

V* 5aV~s* ,u* !524ae*
(
n51

`

exp~2n2a2e* s* !n~21!nI nS a

2ae* D sinn~au* 1g!

I 0S a

2ae* D12(
n51

`

exp~2n2a2e* s* !~21!nI nS a

2ae* D cosn~au* 1g!

. ~26!

Now we may write the superposition at zero propagated distance~15!,

Vm f q* ~s* 50,u* !5 i2e*
(k52`

` kcke
iku*

(k52`
` cke

iku* , ~27!

5(
l 51

L

Vl* ~s* 50,u* !5$with ~26!%, ~28!
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5(
l 51

L (
n51

`

22a le* n~21!nI nS al

2a le* D @exp~ in~a lu* 1g l !!2exp~2 in~a lu* 1g l !!#

(
n51

`

~21!nl I nS al

2a le* D @exp~ in~a lu* 1g l !!1exp„2 in~a lu* 1g l !…#

, ~29!

5(
l 51

L

22a le*
(

n52`

`

n~21!nI nS al

2a le* Dexp„in~a lu* 1g l !…

(
n52`

`

~21!nI nS al

2a le* Dexp„in~a lu* 1g l !…

, ~30!

5(
l 51

L

22a le*
(n52`

` nAn
~ l ! exp~ ina lu* !

(n52`
` An

~ l ! exp~ ina lu* !
, ~31!

with

An
~ l !5I nS al

2a le* D ~21!n exp~ ing l !. ~32!

The relation betweenAn andA2n is

A2n
~ l ! 5An

~ l ! exp~2 i2ng l !. ~33!

The next step is to identify~27! with ~31! in each frequency,
with n( l ) being then belonging to frequencya l , andAn

( l ) ,

k5n~1!a l1n~2!a21¯1n~L !aL5(
l 51

L

n~ l !a l , ~34!

As the numerator is simply the derivative of the denomina-
tor, the identification may be done in either the numerator or
denominator, yielding

(
k52`

`

cke
iku* 5 (

n~1!52`

`

An
~1! exp~ in ~1!a1u* !

3 (
n~2!52`

`

An
~2! exp~ in ~2!a2u* !¯

(
n~L !52`

`

An
~L ! exp~ in ~L !aLu* !. ~35!

This equation is solved for eachk. The coefficients become

ck5 (
k5Sn~ l !a l

An
~1!An

~2!
¯An

~L ! . ~36!

Equation~36!, together with~15!, is the solution to Burgers’
equation~1!, valid for any number of frequencies with arbi-
trary amplitudes and phases.

This new solution has many advantages. It is the first
exact multifrequency solution in explicit form, which in-
cludes dissipation. It is suitable as a replacement for numeri-
cal methods. It works fast on a computer, from a couple of
seconds for two initial frequencies up to a few minutes for
200. Once the solution is obtained, it is valid for all distances
~which, of course, is difficult to match by pure numerics!.

Approximate analytical expressions describing the be-
havior in limiting cases might, of course, be derived from

this exact solution. But as the parameters in a multifrequency
condition contains many parameters like relative amplitudes,
relative frequencies, and relative phases, one cannot expect
to arrive at general asymptotic expressions. Actually, the ex-
act individual frequencies in form of a straightforward Fou-
rier series may be obtained analytically in the same way as
for a single-frequency.3 But the final analytical results would
be intricate and is therefore not included in this article.

The most analytical way of calculating the coefficients
An

( l ) is through the modified Bessel functions in the explicit
solution ~13!. A faster way on a computer is to use a recur-
sion method, formulated by Gallia, which is described in
Appendix A.

When the dissipatione* becomes small, a larger number
of terms will have to be included in the series. Due to the
slow convergence of these terms and the difference in size of
the coefficients, there is a lower limit ine below which the
calculations lead to numbers exceeding the numerical repre-
sentation in computers. This is the only limitation in the
presented method, the same as for the Cole–Mendousse so-
lution ~13!.

III. NUMERICAL RESULTS

In this section we present some results showing the evo-
lution of multifrequency signals. Comparisons with numeri-
cal and analytical methods are made. The numerical meth-
od’s accuracy is validated in Appendix B, where it is
compared to well-known single-frequency solutions.

The first example isV05sin 7u1sin 9u for the dissipa-
tion over nonlinearity ratioe* 50.05, where the difference
frequency, 92752, is not the same as the lowest frequency,
which is equal to 1.

In Fig. 1 it is seen how combination frequencies are
created. Note how the lowest frequency is not noticable, as it
cannot be created directly from 7 and 9. It is created from,
e.g., (437528)2(339527)51, giving a very small con-
tribution. After some distance,s55, the difference fre-
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quency has become dominant and many of the higher har-
momics have been damped out. The wave will stay in this
approximate shape for a long distance; see, for example,s
520. One might believe this to be the final stage. But later
on, ats580, the higher damping of frequency 2 compared
to that of frequency 1, has made the lowest frequency the
only one remaining. The comparison with a numerical algo-
rithm indicates that both solutions seem to be correct.

To make a comparison with the Fenlon solution, it is
necessary to stay in the preshock region, which in this case
means up to the distancess'1/(719)50.0625. In Fig. 2 is
the multifrequency solution and the numerical solution for a
dissipation ofe50.05 and the Fenlon solution, which is in-
herently for zero dissipation, is shown. The expected differ-
ence is present.

Next, the input is anN-wave that is represented in the
initial wave with 210 frequencies; see Fig. 3. The calculation
is also performed with 210 frequencies and is compared with

a numerical solution. This shows not only that a large num-
ber of harmonics may be used in the input but also that the
propagation of pulses are possible to calculate.

IV. CONCLUSIONS

A solution for multifrequency plane waves propagating
through a dissipative and nonlinear medium has been pre-
sented. Any frequencies, number of frequencies, amplitudes,
and phases can be chosen as input. It originates from a solu-
tion for a pure sinusiodal wave, known from Cole and Men-
dousse, expressed as a ratio between Bessel function series.
The solution for multiple frequencies is calculated from the
knowledge that the solution has to have a specific form and
that the unknown coefficients in this form can be extracted at
zero distance from the sum of the single-frequency solutions.
As the single frequency solutions are exact, so is the solution
for the multiple-frequency waves. For the same reason, the
limitation in that the series converge slowly when the dissi-
pation over nonlinearity ratio is very large is inherited from
the single-frequency solution. The solution depends on the
separation of variables, which means that once the coeffi-
cients are calculated, one automatically has a solution valid
for any distance.

The validity of the method has been shown by compari-
son to a numerical algorithm. The method is considerably
faster than regular numerical methods for large distances, in
particular, when the number of input frequencies are not
great.

The solution lends itself to the extraction of analytical
limiting solutions for any given set of parameters.
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APPENDIX A: THE BESSEL RECURSION ALGORITHM

This appendix describes the recursion formula devel-
oped by Gallia at the University of Texas.

FIG. 1. The difference frequency 92752 is not the same as the lowest
frequency equal to 1. HereV05sin 7u1sin 9u, e* 50.05. The numerical
solution is a dashed line and the multi frequency solution is solid.

FIG. 2. The present solution~solid!, the numerical solution~dashed!, and
the Fenlon solution~dash–dotted! in its region of validity before shock
formation,V05sin 7u1sin 9u, e* 50.05.

FIG. 3. The initialN wave and its evolution according to the multifrequency
solution ~solid!, compared with a numerical algorithm~dash–dotted!, e*
50.04.
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Put Eq.~21! equal to a solution of the form~15! at s
50:

V~s50,u!5sinu5
1

i2
einu2

1

i2
einu

5 i2e
(k52`

` kAke
iku

(k52`
` Ake

iku . ~A1!

Multiply by the denominator

i2e (
k52`

`

kAke
iku5 (

m52`

`

AmeimuF 1

i2
einu2

1

i2
e2 inuG .

~A2!

Here the coefficientsAk are regarded as unknowns. One of
the possible methods of obtaining these coefficients is to
solve this as a system of equations.

But the fastest way to get the solution is through the
identification of the exponents giving us the recursion for-
mula

24ekAk5Ak212Ak11 , ~A3!

or, after rearrangement and insertion of the chosen normal-
ized variablee* from ~20!,

Ak215Ak1114
ae*

a
kAk . ~A4!

Starting with almost any values ofAK1Kplus andAK1Kplus21 ,
where K is the number of terms in the series andKplus is
approximately 10, the coefficients are calculated backward.
The recursion ends with

A05A214
ae*

a
A1 . ~A5!

These coefficients have been multiplied with a factor that is
dependent on the starting values. But as the final solution is
a ratio this factor will disappear.

APPENDIX B: EVALUATION OF NUMERICAL
METHOD

The numerical program used to validate the multifre-
quency solution is a split step superposition algorithm in
which the nonlinear part is performed in time domain and the
dissipative in frequency domain. The nonlinear part is an
exact solution to Eq.~1! with the third term absent and the
dissipative part is the solution to~1! when the second term is
absent. The numerical code will, in this appendix itself, be
validated by comparisons with known solutions existing for
a single frequency. Three solutions are represented in Fig.
B1. At all distances is present the Cole–Mendousse solution
and the numerical solution. At distances50.5 the third so-
lution is the Fubini solution. The Fubibi solution does not
include dissipation, which makes it differ from the other two

primarily by its larger amplitude. At distancess53, 10, and
100 the third solution is the Fay solution. For the distance
s53 the Fay solution is still not very close to being exact, as
its lower limit of validity is approximatelys54, which
means that ats510 all three solutions coincide. The Fay
and the Cole–Mendousse solutions are valid for indefinitely
large values. Ats5100, the numerical solution is coinciding
fairly well, which proves its stability and suitability as a
comparing tool for the multifrequency solution.
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Nonlinear oscillation of a spherical gas bubble in acoustic fields
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Radial motion of a spherical air bubble in acoustic fields is observed experimentally. The
radius-time curves and frequency responses are obtained from the experiment for comparison with
a numerical calculation. The calculation is based on a mathematical model in which the thermo-fluid
mechanics of the gas in the bubble is precisely described. An oscillatory pressure field is generated
in a cylindrical cell, which consists of two piezoceramic transducers and a glass cylinder. A new
bubble generator is developed. It is able to generate a bubble filled with an arbitrary kind of gas. The
bubble motion is observed by high-speed photography. The time history of the bubble radius is
measured from the pictures. The pressure field has a frequency of 19.2 kHz and its amplitude is up
to 40 kPa. The bubble has an initial radius within the range from 0.1 mm to 0.25 mm. A highly
viscous silicone oil, whose kinematic viscosity is 100 mm2/s, is used for the liquid to keep the
spherical shape of the bubble. A quantitatively good agreement between the experimental and
numerical results is obtained. The difference between experiment and theory based on the polytropic
approximation for the gas is briefly discussed. ©1999 Acoustical Society of America.
@S0001-4966~99!07812-1#

PACS numbers: 43.25.Yw, 43.30.Lz@MAB #

INTRODUCTION

The motion of bubbles due to pressure changes is a fun-
damental subject to understand the dynamics of cavitating
flow. It is also important for understanding the acoustic prop-
erties of a liquid containing many bubbles.

The radial motion of a single gas bubble plays the most
dominant role among the several different motions of a bub-
bly liquid in an acoustic field. There are a large number of
investigations on the radial motion of the bubble, and we can
find their results in several reviews~e.g., Refs. 1, 2, and 3!.

The most common approach to understand the radial
motion of a bubble may be to solve the well-known
Rayleigh–Plesset equation,

R
d2R

dt2
1

3

2 S dR

dt D
2

5
1

r l
~plw2pl`!, ~1!

where t, R, r l , plw , pl` denote the time, bubble radius,
liquid density, liquid pressure at the surface of the bubble,
and liquid pressure infinitely far from the bubble, respec-
tively. The pressureplw is written as taking the surface ten-
sion and the liquid viscosity into account:

plw5pgw2
2s

R
2

4m l

R

dR

dt
, ~2!

wherepgw , s, andm l are the gas pressure at the bubble wall,
the surface tension coefficient, and the liquid viscosity, re-
spectively.

The Rayleigh–Plesset equation is the equation for the
radial motion of a single bubble in an incompressible viscous

liquid. Also we have the equation for the radial motion of a
bubble in a compressible liquid,4–6 and for the motion of a
vapor–gas bubble.7

On the other hand, we have to determine the pressure at
the bubble wallplw to solve the Rayleigh–Plesset equation
~1!. For determining the pressureplw , we have to know the
internal phenomena of the bubble interior. The bubble usu-
ally consists of noncondensable gas and vapor.

The simplest model for the gas in the bubble is the poly-
tropic approximation, in which the internal gas pressurepg is
calculated from

pgR3k5const ~k5const!, ~3!

wherek denotes a polytropic index.
There are many investigations based on this polytropic

approximation. For example, Lauterborn and co-workers8,9

solved the Rayleigh–Plesset equation~1! with Eq. ~3! nu-
merically, and showed a lot of interesting results on the non-
linear nature of this system. Francescutto and Nabergoj10

showed a complete analysis of the main resonance as well as
subharmonic and superharmonic resonances of the
Rayleigh–Plesset equation with Eq.~3!.

However, the polytropic approximation has a serious
limitation for many problems, because it cannot correctly
describe the thermal behavior of the bubble interior. Indeed,
we have a considerable spatial nonuniformity of the tempera-
ture in the bubble, which needs to be taken into account.
Unfortunately, no analytical solutions for that thermal behav-
ior exist except for the small-amplitude case.11 The behavior
is studied numerically by many researchers.12–15Kamath and
Prosperetti16 show that the numerical results of the
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Rayleigh–Plesset equation with Eq.~3! are quite different
from those including more sophisticated prediction on the
thermal behavior of the bubble interior.

Although we have a lot of fruitful results on the dynam-
ics of the radial motion of a bubble, they are almost all
analytical or numerical ones. We have only a few useful
experimental results. The work done by Holt and Crum17 is
one of them.

Holt and Crum performed a direct measurement of the
radial motion of a levitated bubble by means of a light scat-
tering method, and compared their experimental results with
the numerical predictions based on the model derived by
Prosperetti.13 They found a substantial discrepancy between
the experimental and numerical results in the second har-
monic response. However, we may not conclude that the
model is insufficient to predict the radial motion of a bubble,
because we have to consider the onset of shape oscillation.
They did not observe the shape of the bubble in their experi-
ment, so that they were not able to know whether the shape
oscillation occurred.

This paper describes an experimental and numerical in-
vestigation on the radial motion of a spherical gas bubble in
acoustic fields. We observe the radial motion by means of
high-speed photography in order to prove that the bubble
retains its spherical shape. We use a resonance cell, origi-
nally proposed by Crum,18 for generating the acoustic field.
Since we would like to determine initial conditions of the
bubble precisely, we do not use an acoustically generating
gas bubble in the resonant cell. We have developed a new
bubble generator which can produce a single small bubble.
We compare the experimentally obtained radial motion with
the numerical prediction in which we calculate the thermal
behavior of the bubble interior precisely. To obtain the pre-
cise prediction of the thermal behavior, we solve the conser-
vation equations for the gas in the bubble by means of the
method originally developed by Takemura.15,19 At the same
time, we perform the numerical calculation based on a re-
fined polytropic approximation to discuss its limitations.

I. EXPERIMENTS

A. Experimental apparatus

Figure 1 shows the schematic diagram of the experimen-
tal apparatus. The apparatus is divided into three parts: a
resonance cell, a bubble generator, and an optical system.

The resonance cell is a cylindrical container consisting
of two cylindrical piezoceramic transducers and a glass cyl-
inder. The cell has an inner diameter of 40 mm and a height
of 100 mm. We surround the cell with a rectangular box with
optical windows. The space between the cell and the box is
filled with liquid to reduce optical distortions due to refrac-
tion at the surface of the glass cylinder. The piezoceramic
transducers, poled to be driven in the thickness mode, have
an inner diameter of 40 mm, an outer diameter of 60 mm,
and a height of 25 mm. A function generator and a high-
frequency power amplifier are used as the driving source.

The bubble generator19 is installed in the bottom of the
cell. Figure 2 shows its cross section. It consists of a sole-
noid, a iron bar, a spring, and a casing. A pinhole is attached

on the top of the casing. A semispherical rubber is attached
on the top of the iron bar. An arbitrary kind of gas is intro-
duced in the casing. The gas is pressurized up to slightly
higher than the liquid pressure at the bottom of the resonant
cell. When we switch the solenoid on, the iron bar moves
down. Then when we switch it off, the bar springs up and
hits the pinhole. Consequently, we can make a small bubble
by this hitting.

The size of this bubble depends on the diameter of pin-
hole and the pressure difference between the gas in the cas-
ing and the liquid at the bottom of the cell. We use a pinhole

FIG. 1. Experimental setup.

FIG. 2. Bubble generator.
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having a diameter of 40mm in the present experiment. The
pressure difference is maintained 2 kPa by using a precision
pressure controller~Druck DPI500!. Then, we can obtain a
gas bubble having an initial radius of 0.2 mm.

A PVDF needle hydrophone~Imotec Type 80-0.5-4.0! is
used to measure the pressure change far from the bubble. It
has a diameter of 1.2 mm and a resonance frequency of 20
MHz. The output signals from the hydrophone is stored in a
digital transient memory~Autonics APC-5104! through a
charge amplifier~Kistler 5011A! and a high-pass filter with a
cutoff frequency of 1 kHz. The transient memory has a sam-
pling frequency of 2 MHz with 10-bit resolution.

High-speed photography is performed to observe the
shape change of the bubble. Shadowgraph images of the
bubble are taken by an image converter camera~Nac
ULTRANAC!. The framing rate is fixed at the value of
100 000 frames/s. The total number of frames in each shot is
24. A Xenon flash is used as a light source. A still camera is
used simultaneously to take a photograph of the bubble just
before the oscillations start.

B. Experimental conditions

We test the motion of a single gas bubble having an
initial radius within the range from 0.1 mm to 0.25 mm in
the present experiment. The gas in the bubble is air.

We generate an acoustic field with the frequency of 19.2
kHz. The pressure amplitude is up to 40 kPa. The initial
pressure is atmospheric. The temperature is room tempera-
ture.

We use two different silicone oils with kinematic vis-
cosities of 5 mm2/s and 100 mm2/s at 298.15 K. Their den-
sity and surface tension arer l.965 kg/m3 and s.20.9
31023 N/m at 298.15 K. Their most remarkable feature is
that they have an extremely low vapor pressure. For ex-
ample, the oil with a kinematic viscosity of 100 mm2/s has a
vapor pressure ofO(1024) mmHg. Therefore, we can ne-
glect the vapor in the bubble.

C. Viscous effects on bubble shape

Figure 3 shows two photograph sequences of the bubble
motion. Figure 3~a! shows the bubble in the low-viscosity
silicone oil, while Fig. 3~b! is that in the highly viscous one.
The initial bubble radius is 0.159 mm for Fig. 3~a! and 0.158
mm for Fig. 3~b!. The pressure amplitude is 40 kPa.

Although the bubble in the low-viscosity silicone oil re-
tains its spherical shape until the first ten periods of pressure

oscillation, its shape suddenly becomes nonspherical at the
elapsed time of 0.6 ms. On the other hand, the bubble in the
highly viscous oil keeps its spherical shape over 50 periods
of the pressure oscillation.

The onset of the shape oscillation depends on several
parameters such as liquid viscosity, surface tension, ampli-
tude of radial motion, bubble radius, and frequency of ap-
plied acoustic field.2,20Generally speaking, the high viscosity
of the surrounding liquid suppresses the onset of the shape
oscillation. We find that all the bubbles tested in the present
experiment loose their spherical symmetry in the low-
viscosity silicone oil even if we set the pressure amplitude to
be 10 kPa. On the other hand, we can obtain the radial mo-
tion of a spherical gas bubble in the highly viscous silicone
oil for all cases up to the pressure amplitude of 40 kPa.

Since we focus our attention on the radial motion of a
spherical gas bubble, from now on, we discuss the results
only with the highly viscous silicone oil. We measure the
time history of bubble radii from the high-speed photographs
such as Fig. 3~b! to compare it with the numerical predic-
tions described in the following. The initial bubble radius is
determined from the picture obtained through the still cam-
era.

II. NUMERICAL CALCULATION

The Keller equation4,5 is used for the equation of the
radial motion of a bubble. The conservation equations in-
cluding heat transfer are solved directly to predict the motion
of gas in the bubble.

We employ the following assumptions.

~1! The bubble consists of gas without vapor.
~2! The bubble retains its spherical shape during its oscilla-

tion.
~3! The gas in the bubble obeys the perfect gas law.
~4! The viscosity of gas is ignored.
~5! No mass diffusion occurs.
~6! The temperature at the bubble wall keeps a constant

value.

Assumptions~1! and ~2! are consistent with the present
experiments.

The normal viscous stress in the radial direction of the
gas is small compared to the gas pressure,19 so that assump-
tion ~4! is valid.

Although the total mass of the gas in the bubble changes
due to the rectified diffusion during the oscillation, its rate of

FIG. 3. Transient shape change of an air bubble in silicone oil.~a! The kinematic viscosityn l55 mm2/s. ~b! n l5100 mm2/s.
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change is quite small18,21 compared to the phenomena dis-
cussed here. We study the bubble oscillation up to a maxi-
mum of 60 periods after it starts to move. Thus we can
assume condition~5!.

Prosperettiet al.13 discussed the validity of assumption
~6!. According to their result, the temperature at the bubble
wall Tw is estimated as

Tw2Tl

Tgc2Tw
;S lgcpgrg

l lcplr l
D , ~4!

whereTl denotes the undisturbed liquid temperature,Tgc is
the temperature at the center of the bubble,r the density,l
the thermal conductivity, andcp the specific heat at constant
pressure. The subscriptsl andg represent the liquid and gas
phase, respectively. The ratio on the right-hand side in Eq.
~4! for the present study hasO(1024). Therefore we can
assume condition~6!.

The Keller equation is

S 12
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dt DR
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Here r l and Cl are the density and speed of sound of the
undisturbed liquid, whilepls is the surrounding liquid pres-
sure. The liquid pressure at the bubble wallplw is defined in
Eq. ~2!.

The conservation equations for the gas in the bubble are
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Here r andu denote the radial coordinate and the radial ve-
locity component. The pointr 50 corresponds to the bubble
center. The specific internal energyeg is

eg5cvgTg , ~9!

wherecv denotes the specific heat at constant volume.
The equation of state for the perfect gas is

pg5rgRTg , ~10!

whereR denotes the gas constant divided by the molecular
mass of the gas.

The boundary conditions at the bubble center are

ug50,
]rg

]r
50,

]Tg

]r
50. ~11!

Those at the bubble wall (r 5R) are

ug5
dR

dt
, Tg5Tl~5const!. ~12!

The set of equations described above is solved by means
of the method originally developed by Takemura.15,19 A
second-order Runge–Kutta method is applied to solve the
Keller equation~5!. The CIP ~Cubic Interpolated pseudo-
Particle! method22 is used to solve the conservation equation
for momentum Eq.~7! and that for energy Eq.~8!. A finite
volume method is used to solve the conservation equation for
mass Eq.~6!. The outline of the present numerical method is
described in Appendix.

III. RESULTS AND DISCUSSION

In this section, we show some experimental results and
compare them with the present numerical predictions. Here-
after, we call the governing equations described in Sec. II as
the present model.

In addition to them, we introduce some numerical results
based on a refined polytropic approximation to show its limi-
tation. The wordspolytropic modelindicates this polytropic
approximation. In this approximation, we use the Keller
equation~5! with the following liquid pressure at the bubble
wall plw , which is

plw5pg0S R0

R D 3ke

2
2s

R
2

4~m l1m th!

R

dR

dt
, ~13!

wherepg0 denotes the initial gas pressure in the bubble, and
pg05pl012s/R0 . ke andm th are the ‘‘effective’’ polytropic
index and thermal viscosity. As studied by Prosperetti,11

these quantities are well defined only in the framework of a
linear theory. Nevertheless, Eq.~13! seems to be a reason-
able extension to the nonlinear case, and should work better
than the standard polytropic approximation in which no ther-
mal dissipation is included. Thus following Prosperetti,11 we
take

ke5 1
3 ReF̃, ~14!

m th5
pg0

4v
Im F̃. ~15!

The functionF̃ is

F̃5
3gh2

h@h13~g21!A2#23i ~g21!~hA122!
, ~16!

h5R0A2v

x S x5
lg0

cvgrg0
D , A65

sinhh6sinh

coshh2cosh
,

whereg is the ratio of specific heats, whilerg0 andlg0 are
the initial density and thermal conductivity of the gas phase.

In the present calculation, we consider the temperature
dependence of the liquid densityr l and the kinematic liquid
viscosityv l , which are calculated from23

r l5
0.9653103

119.531024~Tl2298.15!
@kg/m3#, ~17!

v l5expS 1.7573103

Tl
21.288D @mm2/s#. ~18!

The speed of sound in the silicone oilCl is estimated
from the Tait formula, which is
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Cl5An~pl01B!

r l
, ~19!

where n58.669 andB5105.6 MPa.23 When we assume
pl05101.3 kPa andr l5965 kg/m3 (Tl525 °C), we have
Cl5974.5 m/s.

We take the temperature dependence on the thermal
conductivity of the gas into account. It is estimated by the
Sutherland law24 as

lg5lg,0 °C

273.151Cs

Tg1Cs
S Tg

273.15D
3/2

, ~20!

wherelg,0 °C denotes the thermal conductivity at 0 °C, and
Cs is the so-called Sutherland constant. Their values for air
are lg,0 °C524.0731023 W/~m•K! and Cs5118.3 K, re-
spectively.

The surrounding liquid pressurepls can be described by
the following equation except for the first ten periods:

pls5pl02pla cos 2p f t, ~21!

wherepl0 denotes the undisturbed surrounding pressure,pla

the pressure amplitude, andf the driving frequency.

A. Radius-time curves

We will show three typical radius-time curves in this
subsection. It is convenient to recall the linear natural fre-
quency of the bubble oscillation:

f 05
1

2pR0
A1

r l
S 3kepg02

2s

R0
D , ~22!

whereke is the effective polytropic index shown in Eq.~14!.
Figure 4 shows a comparison of the experimentally mea-

sured radius-time history with the numerical predictions. The
experimental data are obtained from the photograph shown
in Fig. 3~b!. The initial bubble radiusR0 is 0.158 mm, the
undisturbed liquid temperatureTl is 16.2 °C, and the pres-
sure amplitudepla is about 40 kPa. The surrounding pressure
is shown in Fig. 4~a!. Symbols in Fig. 4~b! indicate the ex-

perimental data. For the case shown in Fig. 4, the effective
polytropic index and thermal viscosity areke51.307 and
m th548.631023 Pa•s. The natural frequencyf 0 is 20.6 kHz,
so that the ratio of the driving frequencyf 519.2 kHz to the
natural frequency is 0.933. This means the bubbleR0

50.158 mm is near the main resonance peak.
The solid and broken lines in Fig. 4~b! are the numerical

results based on the present and polytropic models, respec-
tively. In this figure, the elapsed times of the experimental
results are shifted in a few microseconds, because we find a
certain difference between the experimental and numerical
results in terms of their oscillating phase. This difference
may be caused by some uncertainty of the experimental
setup. Thus we discuss only the amplitude of radial oscilla-
tion of bubbles.

The numerical result based on the present model agrees
quantitatively well with the experimental one, while the
polytropic numerical result differ from them. The maximum
and minimum radii in a period areRmax.0.25 mm andRmin

.0.1 mm, so that the amplitude of bubble oscillation (Rmax

2Rmin)/2R0 is 0.45. That is, Fig. 4 shows a large-amplitude
oscillation. This implies the polytropic approximation is no
longer valid for such a case, even though we take the refined
polytropic model.

Figures 5 and 6 show two other radius-time curves. The
initial bubble radius isR050.214 mm for Fig. 5 andR0

FIG. 4. Radius-time history of an air bubble whose initial radiusR0

50.158 mm.f 519.2 kHz,pl05104 kPa, andpla.40 kPa. The filled sym-
bols represent the measured bubble radii. Surrounding pressure is shown in
~a!. The solid and broken lines in~b! are the results predicted by the present
and the refined polytropic models.

FIG. 5. Radius-time history of an air bubble ofR050.214 mm. f
519.2 kHz, pl05104 kPa, pla.30 kPa, andTl5286.8 K. The notations
are the same as those shown in Fig. 4.

FIG. 6. Radius-time history of an air bubble ofR050.126 mm. f
519.2 kHz, pl05104 kPa, pla.40 kPa, andTl5282.5 K. The notations
are the same as those shown in Fig. 4.
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50.126 mm for Fig. 6. The amplitude of bubble oscillation
(Rmax2Rmin)/2R0 is 0.12 for Fig. 5 and 0.22 for Fig. 6. The
ratio f / f 0 is 1.26 ~Fig. 5! and 0.741~Fig. 6!. These two
curves are far from the main resonance peak.

For these cases, there is no substantial difference be-
tween the numerical results based on the present and refined
polytropic models. They agree well with the experimental
data. These agreements suggest that the refined polytropic
model works well for the not-so-large-amplitude oscillation.

B. Behavior of gas in the bubble

We now turn to a detailed observation of the bubble
oscillation based on the numerical results with the present
model.

First, we examine the spatial uniformity of the pressure
field in the bubble. Figure 7 shows time history of the aver-
age gas pressure in the bubblepg,ave and the standard devia-
tion of pg,ave. The calculation conditions are equal to those
for Fig. 4. The standard deviationspg is defined as

spg5F(
i 51

N

~pg,i2pg,ave!
2/NG1/2

, pg,ave5S (
i 51

N

pg,i D Y N,

whereN is the number of grids for discretizing in the bubble
and pg,i denotes the pressure at thei -th grids. In addition,
the time histories of bubble radius and velocity of the bubble
wall are also shown in Fig. 7~a!.

The normalized standard deviation of the pressure field
is less than 1023 in all the time. This result means that we
can assume that the gas pressure is spatially uniform in the
bubble. The maximum velocity of the bubble wall is 12 m/s,
so that the maximum Mach of the bubble wall of 3.5
31022 is quite small. Prosperettiet al.13 derived a partial
differential equation for the energy of the gas in the bubble
with spatially uniform pressure. Their approach is valid for
the case discussed here.

Figure 8 shows some temperature profiles at different
times in the bubble whose radius-time curve is shown in Fig.
4. The instants of time attached to the figure correspond to

the elapsed time shown in Fig. 4. Figure 8~a! and~b! shows
the change of profiles when the bubble is in its collapsing
and expanding phases, respectively.

Although the profile is spatially uniform near the center
of the bubble, we can find a considerable thermal boundary
layer near the bubble wall. We can also see that the profiles
are not monotonic due to the heat exchange between the
liquid and the gas near the bubble wall. Nigmatulinet al.12

and Prosperettiet al.13 have already shown nonuniform tem-
perature distribution similar to those shown in Fig. 8.

C. Frequency response curves

In this subsection, we will describe the relation of the
bubble between its initial radius and its oscillating amplitude.

For the convenience of the discussion in this subsection,
we define the linear resonance radiusRres as the equilibrium
radius of a bubble whose linear resonance frequencyf 0 de-
fined in Eq.~22! equals the driving frequencyf. When we
use the effective polytropic indexke to calculate the reso-
nance frequencyf 0 , we obtain the resonance radiusRres

50.17 mm in the present experiment.
Figure 9 shows the maximum and minimum radii of

bubbles in their steady oscillation. The pressure amplitude of
the applied acoustic field is 40 kPa.

The filled symbols are the experimental data obtained
from the radius-time curves such as Fig. 4. The maximum
bubble radiusRmax increases suddenly near the initial bubble
radiusR0 of 0.15 mm (R0 /Rres50.88). Then it keeps a con-
stant value, 0.25 mm, in the range of 0.15 mm<R0

<0.225 mm (0.88<R0 /Rres<1.3).
The solid and broken lines are the numerical predictions

based on the present model described in Sec. II. The numeri-
cal predictions agree quantitatively well with the experimen-
tal data.

Figures 10 and 11 show resonance curves for two dif-
ferent pressure amplitude,pla520 and 40 kPa. The vertical

FIG. 7. The numerically predicted time histories of radius, velocity at the
bubble wall, averaged gas pressure, standard deviation for pressure distribu-
tion for the steady oscillation of the bubble shown in Fig. 4.

FIG. 8. The numerically predicted spatial distribution of temperature in the
bubble shown in Fig. 4.
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axis is the oscillating amplitude (Rmax2Rmin)/2R0 . The filled
symbols are the experimental data.

When the pressure amplitudepla is 20 kPa, the position
of the peak of the main resonance is close to the linear reso-
nance radiusRres of 0.17 mm. On the other hand, the peak
shifts toward lower values ofR0 , when the amplitudepla

540 kPa. As already discussed in Ref. 8, this is a typical
feature of a ‘‘softening nonlinearity.’’

The experimental data for the small initial bubble radius
slightly scatter because of the error coming not only from the
resolution of the pictures but also from the hazy bubble sur-
face in the pictures.

We used a scanner for photo-films~Nikon Coolscan II!

to digitize the pictures. Then we used a photo-retouching
software~Adobe PhotoShop! for finding the edge of bubbles
to measure their radius. A pixel in the present digitized im-
ages equals 4mm.

On the other hand, the hazy zone may be caused not
only by diffraction but also by ‘‘out-of-focus.’’ The hazy
zone around the bubble surface spreads 6 or 7 pixels~about
25 mm! in a digitized image. Thus we determine the bubble
surface, at which the intensity is approximately one-half that
which would be expected based on a geometrical optics. This
determination may cause the error typically 5mm in the
bubble radius.

For the larger bubbles (R0>0.15 mm), those uncertain-
ties is sufficient to discuss the difference between the experi-
mental result and the two different predictions, although it
may be not enough for the smaller bubbles such asR0

<0.1 mm.
The lines shown in Figs. 10~a! and 11~a! show the nu-

merical predictions based on the present model. We can find
a good agreement between the experimental data and the
prediction based on the present model. This agreement
proves the validity of the present model.

The lines shown in Figs. 10~b! and 11~b! show the pre-
dictions based on the polytropic approximation. We test not
only the refined polytropic model@Eqs. ~13!–~16!# but also
the ‘‘standard’’ polytropic approximations in which we ne-
glect the effective thermal viscositym th in Eq. ~13!. We take
three values for the polytropic index for the standard poly-
tropic approximations:k51, ke , andg.

Although the refined polytropic model works well
within the range of the amplitude (Rmax2Rmin)/2R0,0.2, the
position and height of the peak of the main resonance are

FIG. 9. Minimum and maximum bubble radii versus initial bubble radius.
Symbols represent the experimental results. The lines are the results pre-
dicted by the present model.

FIG. 10. Normalized oscillation amplitude@(Rmax2Rmin )/2R0# versus ini-
tial bubble radius.pla520 kPa. Symbols represent the experimental results.
The line in~a! shows the numerical result predicted by the present models.
The lines in~b! are the predicted results based on the polytropic approxi-
mation. The solid line represents the refined polytropic model in which the
effective polytropic index and thermal viscosity are taken into account. The
dotted, broken, and dash-and-dotted lines show the standard polytropic ap-
proximations in which the effective thermal viscosity are neglected.

FIG. 11. Normalized oscillation amplitude@(Rmax2Rmin )/2R0# versus ini-
tial bubble radius.pla540 kPa. The notations are the same as those shown
in Fig. 10.
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different from the experimental data. The predicted height of
the peak is lower than the experiment. The predicted initial
radius at which the oscillating amplitude has a maximum
value is larger than the experiment. On the other hand, the
predictions based on the standard polytropic approximations
are obviously different from the experimental data. Espe-
cially, the predicted maximum oscillating amplitudes are
larger than the experiment. These results clearly show that
the polytropic approximation has a serious limitation even
though we take the refined polytropic model.

IV. CONCLUSIONS

This paper describes an experimental and numerical
study of the nonlinear oscillation of a single spherical gas
bubble in applied acoustic fields. The primary aim of this
study is to serve a good experimental data for quantitative
comparison with the theory of bubble dynamics. Second, we
try to clarify the limitation of the polytropic approximation
for the gas in the bubble. The initial bubble radius we deal
with here is in the range from 0.1 mm to 0.25 mm. The
driving frequency of the acoustic field is 19.2 kHz. The pres-
sure amplitude is up to 40 kPa.

We have developed a bubble generator by which we can
obtain a bubble filled with an arbitrary kind of gas. We ob-
serve the oscillating air bubble by high-speed photography.
We use a silicone oil whose kinematic viscosity is 100
mm2/s to make the bubble retain its spherical shape during
its oscillation. The radius-time curves are obtained for the
steady oscillation.

To compare with the experimental data, we numerically
solve a set of conservation equations for the gas in which the
thermal diffusion is taken into account. The equations are
common for compressible invisid fluids.

There is a quantitatively good agreement between the
experimental data and the numerical predictions not only for
the radius-time curves but also for the frequency responses.

For the small amplitude motion (Rmax2Rmin)/2R0,0.2,
the results based on the polytropic approximation, in which
the thermal dissipation is taken into account, also agrees well
with the experimental data. However, for the larger ampli-
tude, the prediction based on the polytropic approximation
differs from the experimental data.
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APPENDIX: THE NUMERICAL METHOD

1. Bubble radius

We assume to know all the quantities att5tn. The
bubble radiusR and the wall velocitydR/dt are evolved by
a second-order explicit Runge–Kutta method:
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dt
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whereDt5tn112tn. The second derivative ofR is obtained
from the Keller equation~5! as
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To obtain (d2R/dt2)n, we set all the quantities of the right-
hand side of Eq.~A2! to be those at then-th time level.
Similar way is used to obtain (d2R/dt2)n11/2. dpgw /dt in
Eq. ~A2! are calculated as

dpgw
n

dt
5
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n 2pgw
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Dtn , ~A3a!

dpgw
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5

2~pgw
n11/22pgw

n !

Dt
, ~A3b!

whereDtn5tn2tn21.
To solve the equations mentioned above, we have to

determine the gas pressure at the bubble wallpgw by solving
the conservation equations for the gas in the bubble.

2. Gas phase

a. Boundary fitted coordinates

The conservation equations for the gas in the bubble are
transformed with an boundary fitted coordinate:

y5r /R~ t !, ~A4!

where y50 and 1 represent the center and wall of the
bubble, respectively.

Using Eq. ~A4!, Eqs. ~6!–~8! are readily transformed
into the following equations:

]

]t
~r 2r yrg!1

]

]y
@r 2rg~ug2r t!#50, ~A5!
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]ug

]t
1~ug2r t!

1

r y

]ug

]y
52

1

rgr y

]pg

]y
, ~A6!

]Tg

]t
1~ug2r t!

1

r y

]Tg

]y
52~g21!

Tg

r 2r y

]

]y
~r 2ug!

1
1

rgcvg

1

r 2r y

]

]y S r 2
lg

r y

]Tg

]y D .

~A7!

Herer t andr y represent]r /]t and]r /]y, and are written as

r t5y
dR

dt
, ~A8a!

r y5R. ~A8b!

To transform Eq.~8! into Eq. ~A7!, we use the equation of
state@Eq. ~10!# and the relationcvg5R/(g21). Equation
~A5! has a conservative form because we will apply a finite-
volume method to solve it. On the other hand, Eqs.~A6! and
~A7! have nonconservative forms because we will use the
CIP ~Cubic Interpolated pseudo-Particle! method22 for solv-
ing them.

b. The CIP method

Now we are going to introduce the CIP method in brief.
Let us consider a one-dimensional hyperbolic equation:

]f

]t
1C

]f

]x
50. ~A9!

Even if the propagation velocityC is a function oft andx,
we can locally use a solution:

f~xi ,t1Dt !.f~xi2CDt,t !, ~A10!

wherexi is the grid point.
Since the value off is given only at grid pointsxi ,

f(xi2cDt,t) must be approximated by using these values.
In the CIP method,f(x,t) betweenxi 21 andxi are interpo-
lated with a cubic polynominal:

Fi~x!5aiX
31biX

21f i 218 X1f i 21 , ~A11!

where f i 21 and f i 218 are the values and the first spatial
derivatives off at xi 21 , and X5x2xi 21 . If we know f i

andf i8 for all the grid points, we may determinea andb in
terms off andf8 as follows:

ai522~f i2f i 21!/Dx31~f i81f i 218 !/Dx2, ~A12a!

bi53~f i2f i 21!/Dx22~f i812f i 218 !/Dx, ~A12b!

whereDx5xi2xi 21 .
The solution of Eq.~A9! during a short periodDt can be

approximated by Eq.~A10!, then the values off i andf i8 at
t1Dt are predicted as follows:

f i
n115Fi 11~xi2CDt !

5ai 11~2CDt !31bi 11~2CDt !21f i8~2CDt !1f i ,

~A13a!

f i8
n115dFi 11~xi2CDt !/dx

53ai 11~2CDt !212bi 11~2CDt !1f i8, ~A13b!

where the superscriptn11 means the time att1Dt. This
expression is derived forC,0. For C>0, we can obtain
similar expressions forf i

n11 andf i8
n11 as

f i
n115Fi~xi2CDt !

5ai~Dx2CDt !31bi~Dx2CDt !2

1f i 218 ~Dx2CDt !1f i 21 , ~A14a!

f i8
n115dFi~xi2CDt !/dx

53ai~Dx2CDt !2

12bi~Dx2CDt !1f i 218 . ~A14b!

To apply this method for the nonlinear equations such as
Eq. ~A6!, we will use the following method. Let us consider
a hyperbolic equation:

]f

]t
1C

]f

]x
5c, ~A15!

where the source termc is a function oft andx. We split this
equation into two phases; the nonadvection phase]f/]t
5c and the advection phase]f/]t1C]f/]x50.

The equation for the nonadvection phase is simply
solved with a finite difference:

f i* 5f i1Dtc i , ~A16!

where* on f means the time after one time step in the non-
advection phase. Ifc includes some diffusion terms, we can
apply an implicit method for solving the equation for the
nonadvection phase. The spatial derivativef8* can be esti-
mated as22

f i8* 5f i81
f i 11* 2f i 21* 2f i 111f i 21

2Dx
. ~A17!

After f andf8 are advanced in the nonadvection phase,
the CIP solver is applied to the advection phase. The inter-
polated profile is determined from Eqs.~A11! to ~A14b! us-
ing f* andf8* .

c. Discretization

A staggered mesh is used to discretize Eqs.~A5!–~A7!
and the equation of state~10!. With Dy as the mesh size, we
define

yi5 i 3Dy, ~ i 50,1,2,...,N!, ~A18a!

yi 11/25~ i 11/2!3Dy, ~ i 521,0,1,...,N!, ~A18b!

whereN satisfiesNDy51. The densityrg , pressurepg and
temperatureTg are defined at the center of the computational
cell yi 11/2, while the velocity ug is defined at the cell-
surfaceyi .

The conservation equation for the mass Eq.~A5! is dis-
cretized by a finite-volume method:
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1
3@~r i 11

n11/2!32~r i
n11/2!3#rg,i 11/2

n11/2

5 1
3@~r i 11

n !32~r i
n!3#rg,i 11/2

n 2 1
2Dt$@~r i 11

n11/2!2rg,i 11
n

3~ug2r t! i 11
n11/2#2@~r i

n11/2!2rg,i
n ~ug2r t! i

n11/2#%,

~A19a!

1
3@~r i 11

n11!32~r i
n11!3#rg,i 11/2

n11

5 1
3@~r i 11

n !32~r i
n!3#rg,i 11/2

n

2Dt$@~r i 11
n11!2rg,i 11

n11/2~ug2r t! i 11
n11#

2@~r i
n11!2rg,i

n11/2~ug2r t! i
n11#%, ~A19b!

whererg,i is determined by (rg,i 11/21rg,i 21/2)/2.
The equation for the velocityug Eq. ~A6! is discretized

by following the CIP method. The nonadvection phase in Eq.
~A6! is discretized to obtainug

n11/2:

ug,i* 5ug,i
n 2

Dt/2

rg,i
n r y,i

n

pg,i 11/2
n 2pg,i 21/2

n

Dy
. ~A20!

Then, the CIP method is applied to solve the advection phase
in Eq. ~A6!,

]ug

]t
1

~ug
n2r t

n!

r y
n

]ug

]y
50. ~A21!

We apply a similar procedure to obtainug
n11 by using the

quantities at the (n11/2)-th time level.
The equation for the temperatureTg Eq. ~A7! is also

discretized by following the CIP method. Since Eq.~A7! has
a diffusion term, we discretize the nonadvection phase in Eq.
~A7! in an implicit form:

Tg,i 11/2* 5Tg,i 11/2
n 2

Dt

2

~g21!Tg,i 11/2*

~r i 11/2
n11/2!2r y,i 11/2

n11/2

3
~r i 11

n11/2!2ug,i 11
n11/22~r i

n11/2!2ug,i
n11/2

Dy

1
Dt/2

rg,i 11/2
n11/2 cvg

1

~r i 11/2
n11/2!2r y,i 11/2

n11/2 Dy

3F ~r i 11
n11/2!2

lg,i 11
n

r y,i 11
n11/2

Tg,i 13/2* 2Tg,i 11/2*

Dy

2~r i
n11/2!2

lg,i
n

r y,i
n11/2

Tg,i 11/2* 2Tg,i 21/2*

Dy G . ~A22!

We apply the Thomas algorithm for solving a tri-diagonal
system of the discretized equation~A22!. Then, we obtain
Tg

n11/2 by solving the following equation by the CIP method:

]Tg

]t
1

~ug
n11/22r t

n11/2!

r y
n11/2

]Tg

]y
50. ~A23!

The pressurepg is determined by using the equation of
state~10! as

pg,i 11/2
n11/2 5rg,i 11/2

n11/2 RTg,i 11/2
n11/2 . ~A24!

3. Numerical procedure

The following procedures are carried out step by step.

~1! The bubble radiusRn11/2 and the velocity at the bubble
wall dR/dtn11/2 are obtained from Eqs.~A1a! and
~A1b!. The time stepDt is determined to satisfy a con-
dition that the Courant number@(uugu1Cg)Dt/(r yDy)#
of all the grid point is less than unity. HereCg denotes
the speed of sound in the gas.

~2! The velocity ug
n11/2 is obtained by solving Eqs.~A20!

and ~A21!. The velocity at the center of the bubble
ug,0

n11/2 is set to be zero, while the velocity at the bubble
wall ug,N

n11/2 is set to bedR/dtn11/2.
~3! The densityrg

n11/2 is obtained from Eq.~A19a!.
~4! The temperatureTg

n11/2 is obtained by solving Eqs.
~A22! and ~A23!. To satisfy the boundary condition
@Eqs.~11! and~12!#, Tg,21/2

n11/2 andTg,N11/2
n11/2 are determined

as

T g,21/2
n11/25Tg,1/2

n11/2, Tg,N11/2
n11/2 52Tl2Tg,N21/2

n11/2 .

~1! The pressurepg
n11/2 is obtained from Eq.~A24!. The

pressure at the bubble wallpgw
n11/2(5pg,N) is determined

as it satisfies Eq.~A2! with the quantities at (n11/2!th
time level and the equation for the gas at the bubble
wall:

d2Rn11/2

dt2
52

1

rg,N
n11/2

pgw
n11/22pg,N21/2

n11/2

r N
n11/22r N21/2

n11/2 , ~A25!

where the densityrg,N5pgw /(RTl).
~2! The bubble radiusRn11 and the wall velocitydR/dtn11

are obtained from Eqs.~A1c! and ~A1d!.
~3! The velocityug

n11, densityrg
n11, temperatureTg

n11, and
pressurepg

n11 are obtained by carrying out the similar
procedures mentioned above.

We have chosen values ofN between 100 and 200 to
check the accuracy of calculation. As a result, we confirm
that differences ofRmin are less than 0.05mm for R0

50.15 mm withpla540 kPa. Thus we have set the number
of grids to be 100 for all the calculations appearing in this
manuscript. In addition, we find that the total mass of the gas
contained in the bubble remains a constant value. The error
of the total mass during the calculation is less than 10213 to
its initial value.
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Two-dimensional effects in the edge sound of vortices
and dipoles
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Edge sound consists of the pressure waves generated by the fast modification of the local velocity
field when a flow inhomogeneity passes near an edge. The modifications take place in the near field;
they locally allow a description in terms of incompressible flow. The incompressible disturbances
are referred to as pseudosound. The disturbances progress into the far field as diffraction waves that,
in 3D space, dominate the pseudosound. In 3D space the diffraction waves have a 2D character in
their time history; they behave as the halfth time derivative of the pseudosound. This latter effect is
not manifest in the analogous, purely 2D diffraction problem where the diffracted wave in the far
field has the form of retarded pseudosound. In this paper, an answer is presented to the intriguing
question: what is the rationale behind this difference in behavior? The analysis is based on time
integral representations having as a kernel the closed form of Green’s functions for half-plane
problems in 2D and in 3D space. The Green’s functions are presented in this paper. The integral
representations inherently represent the relations between wave-sound and incompressible
pseudosound. After performing an integration by parts, appropriate approximations reveal the
incompressible near-field behavior or the far-field wave behavior. Examples are given of the edge
sound of moving vortices and dipoles in 2D and in 3D space. In free 2D space the potential field of
a vortex is proportional to the logarithm of the distance; the field of a dipole is proportional to the
inverse of the distance. However, the edge sound pressure of vortices and of dipoles does not show
a difference in far field behavior. It falls off with the square root of distance in 2D space and linear
with distance in 3D space. ©1999 Acoustical Society of America.@S0001-4966~99!06311-0#

PACS numbers: 43.28.Ra, 43.50.Nm@LCS#

INTRODUCTION

Edge sound consists, in an elementary form, of the pres-
sure disturbances that are generated by the relatively fast
modification of the velocity field of vortices or dipoles when
they move in the vicinity of a sharp edge in a medium that is
at rest at infinity. One may think of turbulence as to consist
of a time dependent distribution of moving vortices or di-
poles. Whereas the general theory of sound generated aero-
dynamically has been founded by Lighthill~1952!, ~1954!,
and ~1982!, the importance of edge sound has been brought
forward by Curle~1955!, Powell ~1964! and many other au-
thors. Ffowcs Williams and Hall~1970! consider the produc-
tion of dipole edge sound by turbulence. For the description
of the resulting sound field they use the far field approxima-
tion of the integral representation of Green’s function for the
half-plane found by Macdonald~1915!. Following Howe
~1975!, Kambeet al. ~1985! use in their analysis a low fre-
quency approximation to the Fourier transform of the inte-
gral representation of Macdonald~1915!. They find a defor-
mation of the edge sound signal by the halfth time derivative
~see Lighthill, 1978! that is characteristic for wave propaga-
tion in 2D space. Crighton~1972!, in his analysis of the 2D
edge sound of a moving vortex, using an outer wave solution
that is matched to the incompressible inner solution, does not
use any Green’s function representation. The wave he finds
in his Eq. ~3.6! is just the retarded incompressible pseudo-

sound@the term ‘pseudosound’ is defined in Ribner’s~1962!
report#. Intuitively one would have expected a deformation
of the signal caused by the typically 2D halfth time deriva-
tive, a deformation that is manifest in the diffraction on an
edge in 3D space.

For an estimation of the magnitude of the sound field,
the above treatments will do. The intriguing question that
remained unanswered is why, in three-dimensional space, the
diffracted field is the halfth time derivative of the retarded
incompressible diffracted field and in two-dimensional space
it is just the retarded incompressible diffracted field. Espe-
cially in 2D space one would expect the wave solution to be
more complicated than just a retarded incompressible field.

From the fluid dynamic point of view, the mechanism
generating the sound field is to be understood in terms of
disturbances in the incompressible flow field. When a singu-
larity ~i.e., a vortex or a dipole! moves relatively slowly in
the vicinity of an edge, the flow field needs modification to
accommodate the edge. One might think that the modifica-
tion is more severe in the field of the dipole than in the field
of the vortex as the dipole has a more singular near field. In
free 2D space the potential field of a vortex is independent of
the distance; the field of a dipole is proportional to the in-
verse of the distance. However, the edge sound of vortices
and of dipoles does not show a difference in far field behav-
ior. It falls off with the square root of the distance.

Considering dipole sound, generated by a periodic di-
pole in the origin of 3D free space, the pressure in the fara!Electronic mail: G.Schouten@LR.TUDelft.NL
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field of the wave is a factor R/c stronger than the retarded
incompressible pressure, whereR is the radial distance in 3D
space andc is the speed of sound. In 2D free space the
pressure in the wave field is proportional to the retarded
halfth time derivative~Lighthill, 1978; see the Appendix! of
the incompressible pressure multiplied by the factor (r /c)1/2,
r being the radial distance in 2D space.

The far field of the pressure wave~the edge sound! that
is generated when a dipole of constant strength crosses the
edge of a half-plane in 3D space is proportional to the halfth
time derivative of the retarded incompressible diffracted
pressure field amplified by the factor (r /c)1/2. This behavior
is similar to a far field wave response in unbounded 2D
space. The diffracted wave field in 2D space, however, does
not show this typically two-dimensional behavior. There the
dominating part has the form of the retarded incompressible
diffracted field.

It is our aim to discuss these differences in the far field
behavior of edge sound in 3D and in 2D space and to relate
them to the incompressible fields. The discussion is based on
integral representations having Green’s functions as a kernel.
In the limit c5` they must yield the incompressible field,
i.e. the near field in a fluid with finitec. A problem in estab-
lishing the relation is that in the limit of infinitely large ve-
locity of sound the Green’s function for the 2D wave equa-
tion does not simply degenerate withc→` into Green’s
function for the incompressible 2D Laplace equation. In the
analysis presented in this paper it is shown that, after per-
forming an integration by parts, the resulting general expres-
sions are equally amenable to approximation of the incom-
pressible near field behavior as they are to approximation of
the far field wave behavior.

I. GENERAL FORMULATIONS

A. Model and outline

The sound field to be considered consists of the pressure
wave that is generated by the modification of the velocity
field of vortices or dipoles when they move in the vicinity of
the edge of a half-plane in a medium that is at rest at infinity.
The pressure disturbancep is approximated by the local time
derivative of the flow potentialF, p52%0(]F/]t), where
%0 is the density of the fluid at rest. The potentialF of the
inviscid flow field is governed by the wave equation~1!,

H ¹22
1

c2

]2

]t2J F5q~x,y,z,t !, ~1!

with the right-hand side representing an appropriate singular-
ity distribution q(x,y,z,t). The solution to this linear inho-
mogeneous equation, satisfying sound-hard boundary condi-
tions on a half-plane, is written as a distribution integral of
the appropriate Green’s functions,

F5E q~j,h,z,t!G~x,y,z,t;j,h,z,t!djdhdzdt. ~2!

An appropriate Green’s function,G(x,y,z,t;x0 ,y0 ,z0 ,t0),
satisfies the inhomogeneous equation that has a pulse-
function, i.e., d(x2x0)d(y2y0)d(z2z0)d(t2t0), on the
right-hand side; it also satisfies the sound-hard boundary

conditions. The physical meaning of Green’s function is that
it is a pulse response; it represents the potentialF, in the
observation point (x,y,z) at the timet, of the flow field that
emerges when a unit of volume is delivered instantaneously
at the instantt5t0 in a source point (x0 ,y0 ,z0).

The potential of a vortex of strengthG is described in 3D
space by a dipole distribution of densityG per unit of area,
normal to the surface of an arbitrary area bounded by the
vortex. For a single line vortex moving in 2D space we situ-
ate the growing dipole distribution on the trajectory of the
vortex ~see Fig. 1!. A sound-hard diffracting half-plane ex-
tends fromx50 to x5`. The two sides are identified in
circular cylinder- or in spherical coordinates byw50 and
w52p.

The edge-sound fields generated by the moving dipoles
or vortices are expressed in terms of integrals using the
known closed forms of the Green’s functions for half-plane
problems in inviscid, incompressible or compressible fluids
in 2D or 3D spaces. The exact integrals are, after performing
an integration by parts, readily amenable to approximation of
the incompressible near field behavior as well as to approxi-
mation of the far field wave behavior.

In Sec. I B the pressure integrals are formulated and in
Sec. I C the expressions for the Green’s functions are called
to mind. Integration by parts of the formal integrals, per-
formed and discussed in Sec. I D, then reveals the near field
and the far field behavior of the edge sound. In Secs. II and
III, examples of edge sound pressure in some elementary
cases in 2D and 3D space are presented and discussed. In
Sec. IV a general discussion follows with conclusions.

B. Edge sound integrals

1. A vortex moving in 2D space

The pressurep in the field of the moving vortex is de-
scribed as the local time derivative of the unsteady potential
field F(x,y,t). The potential field of the moving vortex is
described as the potential of a distribution of dipoles of in-
tensityG normal to the trajectory (r 0(t),w0(t)) of the vortex
~see Fig. 1!. The distribution represents a jump of strengthG
in the potential field. The dipoles come to life locally on the
trajectory as a step function in time from the instant that the
vortex has passed a pointr0(t) of its trajectory:

FIG. 1. Trajectory of a free vortexG moving around a half-plane. The
nearest distance isL, far from the edge the vortex moves parallel to the
half-plane at a distance 2L. The potential of the vortex is represented by the
potential of a dipole distribution of intensityG/m2 on the trajectory.
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p52%0

]F

]t

52%0

]

]t E2`

t

dtE E d%8 ṙ0~t!

3G•¹0d~%82r0~t!!H E
t

t

G~r ,t;%8,t8!dt8J
52%0E

2`

t*
dt ṙ0~t!3G•¹0G~r ,w,t;r 0~t!,w0~t!,t!.

~3!

As the Green’s function consists of different terms the upper
boundary must be adapted in each term. The upper boundary
for the primary wave refers to the primary front with the
retarded timet* 5t2 r̃ (t* )/c, where r̃ (t* )5(r 21r 0

2(t* )
22rr 0(t* )cos(w2w0(t* )))1/2. For the diffracted wave the
upper boundary is the retarded timet05t2(r 1r 0(t0))/c,
referring to the diffraction front. In the third line of~3!, the
Green’s function is present in a step function integral begin-
ning at t, the instant that the vortex has passed the point
%85r 0(t) on its trajectory and a dipole with the moment
ṙ0(t)3Gdt comes to life.

2. A dipole moving in a 2D or 3D space

The considered dipoles are moving with a constant ve-
locity U on a straight line trajectory in thex,y plane perpen-
dicular to the edge that is directed along thez axis ~see Fig.
2!. The potential field of a moving dipole of constant inten-
sity m is simpler than that of the moving vortex in that the
dipole does not leave a trail in the form of a discontinuity in
the potential field in space. In a compressible fluid there is a
transient ‘‘wake’’ in the field behind the fronts that are de-
scribed by a square root singularity~as will become apparent
in the expressions for the Green’s functions further on!. The
dipoles that momentarily come to life on the trajectory leave
these ‘‘wakes’’ in the field. Another difference with the field
of a moving vortex is that a moving dipole has its axis along
the trajectory whereas the moving vortex is modeled with
dipoles perpendicular to the trajectory. The time derivative
of the integral turns the moving dipole into a longitudinal
quadrupole for the pressure field function:

p52%0

]F

]t

52%0

]

]t E2`

t

dtE E d%8m•¹0d~%82r0~t!!

3G~r ,t;%8,t!

52%0

]

]t E2`

t*
dt m•¹0G~r ,w,t;r 0~t!,w0~t!,t!. ~4!

C. Green’s functions for the half-plane

1. Green’s function in 3D space

The Green’s function for the half-plane in incompress-
ible flow in three-dimensional space was constructed in
closed form by Sommerfeld in 1897@the correction to this
paper, Carslaw~1898–1899!, only refers to the Green’s
function for the strip#:

G3D Laplace5d~ t2t0!

3H 1

4pR S 211
1

p
tan21

R

2Arr 0 cos~~w2w0!/2!
D

1
1

4pR8 S 211
1

p
tan21

R8

2Arr 0 cos~~w1w0!/2!
D J , ~5!

where (r ,w) are circular cylinder coordinates in thex-y
plane, and (r 0 ,w0) represents the source point;R5(r 21r 0

2

22rr 0 cos(w2w0)1(z2z0)
2)1/2; and R85(r 21r 0

222rr 0

3cos(w1w0)1(z2z0)
2)1/2. Thez coordinate is directed along

the edge. The distance from observer to the image source
point ~at w54p2w0! is referred to with a prime asR8.

The Green’s function for a half-plane in the field of the
wave equation was first formulated in terms of eigenfunc-
tions by Macdonald~1915!. It was Cagniard~1935! who
found the closed form solution to the diffraction of a step
function wave on a half-plane by the method of Laplace
transforms. The time dependent Green’s function~6! is sim-
ply found by differentiation of Cagniards’ solution:

G3D wave52
d~ t2t02R/c!

4pR

2
1

4p2

2Arr 0 cos~~w2w0!/2!

A~ t2t0!22~D/c!2~c2~ t2t0!22R2!

2
1

4p2

2Arr 0 cos~~w1w0!/2!

A~ t2t0!22~D/c!2~c2~ t2t0!22R82!
,

~6!

where the distance D5@(r 1r 0)21(z2z0)2#1/25@R2

14rr 0 cos2((w2w0)/2)#1/2 is the distance from source point
to observation point via the edge. The zero of the square root
in the denominator of~6! describes a spindle shaped diffrac-
tion front, centered around the edge and touching the spheri-
cal primary front, marked by the delta function. The velocity
field inside the diffraction front, in the planez5z0 , is shown

FIG. 2. Straight line trajectory crossing the sharp edge of a half-plane at a
distanceL.
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in Fig. 3. The expression~6! must be read with the condition
that on the ‘‘illuminated’’ side of the half-plane, a reflected
wave must be added in the region 0,w,p2w0 and that on
the ‘‘shadow’’ side the primary wave must be omitted in the
regionw01p,w,2p.

More general expressions for Green’s functions for
wedge problems, i.e., where the half-‘‘plane’’ has two sides
at a finite wedge angle, are to be found in the books of van
de Pol and Bremmer~1964! and of Felsen and Marcuvitz
~1973!.

2. Green’s function in 2D space

The Green’s function for the two-dimensional Laplace
equation, satisfying sound-hard boundary conditions on the
half-plane 0,x ~or w50 andw52p!, is simply found from
potential theory by conformal mapping~see Milne-Thomson,
1968!:

G2D Laplace5d~ t2t0!H 1

4p
log~r 21r 0

222rr 0 cos~w2w0!!1/2

2
1

4p
logS r 1r 012Arr 0 cosS w2w0

2 D D
1

1

4p
logS r 1r 022Arr 0 cosS w1w0

2 D D J . ~7!

The formulation of the Green’s function for the two-
dimensional wave equation has taken some time, seen in the
historical perspective of the three-dimensional develop-
ments. Turner~1956! made a first step. In later publications,
Friedlander~1958!, Lauwerier~1962!, and de Jager~1964! to
mention some, the Green’s function evolved into the errone-
ous form

G2D wave52
1

2p

1

A~ t2t0!22~ r̃ /c!2)

1
1

4p

H~ t2t02~r 1r 0!/c!

A~ t2t0!22~ r̃ /c!2

2
1

4p

H~ t2t02~r 1r 0!/2!

A~ t2t0!22~ r̃ 8/c!2
. ~8!

In this form H(t2t02(r 1r 0)/c) is Heaviside’s unit step
function describing the boundary of the diffraction circle.
The form~8! has always been suspect from the fluid dynamic
point of view as it does not show the expected diffraction
effect at the edge of the half-plane, i.e., the singular flow
around the edge is not taken care of by~8!.

The correct expression for this Green’s function is ob-
tained in a direct way by integration overz0 of the 3D func-
tion ~6!. The integration boundaries must be carefully se-
lected in order that the observation point lies inside or on the
spindle-shaped diffraction front of the contributing pulses,
i.e., (z2z0)2,c2(t2t0)22(r 1r 0)2. The correct expression
for the Green’s function is

G2D wave52
1

2p

1

A~ t2t0!22~ r̃ /c!2)

1
1

4p2A~ t2t0!22~ r̃ /c!2

3sin21
A~ t2t0!22~r 1r 0!2/c2

A~ t2t0!22~ r̃ /c!2

2
1

4p2A~ t2t0!22~ r̃ 8/c!2

3sin21
A~ t2t0!22~r 1r 0!2/c2

A~ t2t0!22~ r̃ 8/c!2
. ~9!

A peculiarity of the Green’s function for the wave equation
in unbounded 2D space is that it does not have a regular
transition to that of Laplace’s equation governing incom-
pressible flow (c5`). This is due to the explicit combina-
tion of t and r̃ /c under the square root sign. The undisturbed
field is essentially a far field in the whole of 2D space. The
incompressible logarithmic near field behavior around the
source point comes forward in a limit procedure after inte-
gration of the pulse response to form a transient time re-
sponse. Expansion of the diffracted field terms in~9! around
the edge shows the correct square root singularity in the ap-

FIG. 3. Fronts and streamlines in the plane of symmetry of Green’s function
for the 3D wave equation.

FIG. 4. Fronts and streamlines of Green’s function for the 2D wave equa-
tion.
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pearance of a factorr 1/2. So in the velocity field inside the
diffraction circle the singular flow around the sharp edge is
manifest. The streamline pattern inside the diffraction circle
is shown in Fig. 4.

D. Integration by parts yields the 2D effects in the far
field

The formal pressure integrals~3! and~4! can be made to
show the near field and the far field behavior when they are
integrated by parts. Introducing the appropriate Green’s
function into~3! and~4!, both integrals, omitting the factors
that are not essential for the analysis, reduce to the simplified
form

I 5E
2`

t*
m~t!•¹0g~r ,w,t;r 0~t!,w0~t!,t!dt. ~10!

In 2D spaceg has the form 1/A(t2t)22( r̃ (t)/c)2, the
square root singularity at the zero of the root marks the pri-
mary wave front. The front of the diffracted wave is marked
by the zero ofA(t2t)22(r 1r 0)2/c2. In 3D space,g has the
analogous form 1/A(t2t)22(D/c)2, and the singularity is
on the spindle-shaped diffraction front whereD5c(t2t).
The square root forms are representative of the 2D aspects in
the Green’s functions~6! and~9!, as explained in more detail
in Lighthill ~1978! and in the Appendix. The dipole intensity
m~t! in ~10! represents either the time dependent factor
ṙ0(t)3G in Eq. ~3! or the constantm in Eq. ~4!.

We first consider the 2D case. Having in mind the
Green’s function~9! the integration boundary in~10! may
refer to the primary front as well as to the diffraction front.
Performing the$m•¹0% operation before the integration by
parts in the 2D case then yields the terms

I 5I 11I 25
m•¹0r̃ ~t!

r̃ ~t!

t2t

A~ t2t!22( r̃ (t))/c)2U
2`

t*

2E
2`

t* ]

]t i
S m•¹0r̃ ~t i !

r̃ ~t i !

t2t

A~ t2t!22~ r̃ ~t i !/c!2J dt. ~11!

The first term comes from the integration of the explicit
function of t under the square root. The contribution at the
lower boundary vanishes as att52`, the distancer̃ (t) is
supposed to be infinitely large. The contribution of the first
term depends on whether the upper boundary of the integra-
tion in Eq. ~10! marks the primary front or the diffraction
front. When it refers to the primary frontt* 5(t2 r̃ (t* )/c)
the contribution is singular and must be discarded.~see Had-
amard, 1952!. When the upper boundary refers to the dif-
fracted field and the retarded time is nott* but t05t2(r
1r 0(t))/c the contribution is finite. In combination with the
other factors and terms of Green’s function it will yield the
retarded incompressible diffracted field. The finite contribu-
tion I 1 , referring tot0 at the diffraction front, has the form

I 1'
m•¹0r̃ 0

2p r̃ 0

r 1r 0
0

2Arr 0
0 cos~~w2w0

0!/2!
. ~12!

In the near field, the retardation is negligible and the form
represents the time dependent incompressible diffracted
field. As in the following we will consider the response in
the far field, the difference between the retarded timest* and
t0 is no longer important and we will refer the approximate
form of I 1 to the retarded timet* 't2r /c.

The second term of~11! is the integral of the time de-
rivative operating onr̃ (t) indicated byr̃ (t i). @This time de-
rivative is the nonlocal derivative (ṙ0•¹0).# Expanding the
integrand in terms of (r 0 /r )1/2 and retaining the dominant
term to prepare for a far field approximation of the integral
then gives, for the second termI 2 in Eq. ~11!,

I 2'
1

2p E
2`

t2r /c

ṙ0•¹0H m•¹0r̃

r J t2t

A~ t2t!22~r /c!2
dt.

~13!

By the expansion the difference betweent* and t0 has dis-
appeared. Then putting (t2t)'r /c in the far field the inte-
gral gets a form suitable for interpretation as the halfth time
derivative of the retarded free-space incompressible fieldm
•¹0r̃ /4p r̃ and a scaling factor (pr /2c)1/2 ~see the Appen-
dix!. The halfth time derivative has the dimensiont21/2 and
its order of magnitude is estimated to beO@(u ṙ0u/r 0)1/2#
'O@(U/L)1/2#, whereU is the reference velocity of the vor-
tex or the dipole andL is the minimal distance at which it
crosses the edge. The resulting fieldI 2 would dominate the
free-space incompressible field by an order@(Ur /cL)1/2#.
The expression~10! reduces, using~12! and ~13!, in the far
field, to the form

I'F m•¹0~ r̃ 2r 0!

8pArr 0 cos~~w2w0!/2!
G*

2S pr

2c D 1/2E
2`

t* ]

]t H m•¹0r̃

4pr J 1

Ap~ t* 2t!
dt. ~14!

Estimating the order of magnitude of the terms we find that
the integral termI 2 , representing the halfth time derivative,
is smaller thanI 1 by a factor of the orderO@((p/2)U/c)1/2#.
~This factor is not necessarily very small. WhenU/c50.1 it
already attains the value 0.4.! Nevertheless, the integration
by parts performed on Eq.~10! shows that the resulting term
having the form of the retarded incompressible diffracted
field, for small values ofU/c, dominates the edge sound
field of a vortex or a dipole. It is larger by a factor (U/c)21/2

than the term that gets the shape of the halfth time derivative.
Now consider the 3D case. The square root functiong

here only occurs in the diffraction terms. The integration by
parts covers the explicit presence oft in the integrand, so it
includes the factor 1/(c2(t2t)22R2). The termI 1 resulting
from the integration by parts has the form
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I 15
1

4p2

3m•¹0H 2
1

R
tan21

RA12D2/~c2~ t2t!2!

2Arr 0* cos~~w2w0* !/2!
J U

2`

t2D/c

.

~15!

It vanishes in the upper boundary; the contribution from the
lower boundary would yield the incompressible diffracted
field of a stationary dipole. For a dipole coming from infinity
the contribution vanishes. The diffracted field then is repre-
sented solely by the remaining integralI 2 . This integral is
interpreted in the far field as the halfth time derivative of the
incompressible diffracted field amplified by the factor
(R/c)1/2. In the near field the integral just represents the
incompressible diffracted field.

The noteworthy phenomenon is that the 3D diffracted
field shows the typical 2D effect of the halfth time derivative
whereas the dominating term of the 2D diffracted field does
not.

II. EDGE SOUND DUE TO SINGULARITIES MOVING
NEAR A SHARP EDGE IN 2D SPACE

A. Examples

1. Vortex moving on a straight line near an edge

Pressure signals in an incompressible field are readily
obtained from potential theory~see Acheson, 1992!. The as-
sociated responses in a compressible fluid then follow simply
by application of the above result, i.e., applying a retardation
r /c to the diffracted field.

Consider a vortexG moving with a constant velocityU
along a straight line trajectory~see Fig. 2! at an anglea with
the positivex axis passing the edge at a minimum distanceL.
~Actually the vortex must be forced to follow such a straight
line trajectory.! The trajectory is described by

w0~ t !5a1tan21~L/Ut !;

r 0~ t !5~L21~Ut !2!1/25L/sin~w0~ t !2a!; ~16!

ṙ052U~cosa,sina!.

The edge sound pressure signal of a vortex moving on a
straight line trajectory~16! near a half-plane is then formally
found from Eq.~3! using the compressible Green’s function
~9!. As explained in Sec. I D, in 2D space a good approxi-
mation to the compressible edge sound pressure is to be
found in the retarded incompressible pressure. The incom-
pressible pressure signal is readily obtained from the pres-
sure integral~3! using the trajectory~16! and the incompress-
ible dipole potential derived from the Green’s function~7!.
Details on incompressible flows are to be found in textbooks
on fluid dynamics~e.g., Acheson, 1992; Milne-Thomson,
1968!. The pressure,p(t), is proportional to the potential of
a dipole at (r 0 ,w0) with momentUG perpendicular to the
trajectory. Taking only the dominant term and applying the
required retardation then yields the pressure signal~i.e., the
edge sound! in a medium with finite sound velocityc,

p'2%0

UG cos~w/2!sin~~a2w0* !/2!

2pArr 0*

52%0

UG cos~w/2!

2pr 1/2L1/2
Asin~w0* 2a! sin~~a2w0* !/2!,

~17!

wherew0(t* ) is approximated byw0* 'w0(t2r /c).

2. Vortex moving around a half-plane

A vortex moving force-free around the edge of a half-
plane follows a trajectory that is described by

w0~ t !52 tan21~2L/~2Ut !!; r 0~ t !5L/sin~w0~ t !/2!
~18!

~Howe, 1975; Schouten, 1998!. The trajectory is plotted in
Fig. 1. The velocityṙ0 of the free vortex is not constant, it
has the time dependent components

ṙ 0'2
U

2
cosS w0~ t !

2 D ;

~19!

r 0ẇ05U sinS w0~ t !

2 D ; where U5
G

4pL
.

The reference velocityU here is the velocity of the vortex
when it moves parallel to the half-plane at a great distance
from the edge. As explained in Sec. I D, the edge-sound pres-
sure signal of the free vortex is found as the retarded incom-
pressible pressure signal. The incompressible pressure signal
is readily obtained from the pressure integral~3! using the
trajectory ~19! and the incompressible dipole potential de-
rived from the Green’s function~7!. Retaining only the
dominant term and applying the required retardation then
yields an expression for the pressure as

p'2%0

G2 cos~w/2!

32p2r 1/2L3/2

3sin~w0* !Asin~w0* /2!$11O@A~p/2!U/c#%. ~20!

Introducing the reference velocityU would substitute the
factor G2L23/2 by 4pUGL21/2.

3. Dipole moving along a straight line near an edge in
2D space

The edge sound pressure signal, in 2D space, of a dipole
moving on a straight line is found in a manner analogous to
the procedure followed to obtain the edge sound of the vor-
tex ~17!, but now using the pressure integral~4! instead of
~3!. The dominant term in the pressure signal gets the form

3172 3172J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 G. Schouten: Two-dimensional effects in edge sound



p'2%0

]

]t

m cos~w/2!

2pArr 0*
cos~a2w0* /2!

5%0

mU cos~w/2!

4pArr 0*
3

cos~2a23w0* /2!

5%0

mU cos~w/2!

4pr 1/2L3/2 ~sin~w0* 2a!!3/2cos~2a23w0* /2!.

~21!

The dipole has a more singular local velocity field than the
vortex; its near field velocity behaves as 1/r̃ 2 whereas the
vortex has just 1/r̃ . This might lead to the conjecture that
when an edge appears in the field of a moving dipole, the
effects would be more severe than when the same happens to
the field of a moving vortex. The results, however, do show
that when either of the two crosses the edge at a minimum
distanceL with a velocity U, the effects are comparable
when the dipole strengthm is O@GL#. The quantityGL is
half the equivalent dipole moment of the free vortex in the
fluid when it moves parallel to the half-plane at a great dis-
tance from the edge.

When the dipole moves on a straight line with a constant
velocity U, its edge pressure field contains the factor
Umr21/2L23/2 whereas the vortex had the factor
UGr 21/2L21/2. The factors are identical when we substitute
the valuem of the dipole by the valueGL of the vortex.

B. Discussion

The problem of a vortex generating edge sound when it
rounds the edge of a half-plane has been treated by Crighton
~1972! and Howe~1975!. Using different methods, both find
the retarded incompressible pressure signal as the wave so-
lution. The procedure of integration by parts, as presented in
Sec. I D, results in the appearance, next to the retarded pseu-
dosound, of the halfth time derivative term working on the
primary field. It reveals why Crighton’s pressure signal, his
Eq. ~3.6!, which he obtained by matching a wave solution to
the near-field Laplace-solution, does not show the halfth time
derivative aspect that one would expect to be manifest in a
two-dimensional field. The edge sound is dominated by the
retarded incompressible diffracted field. But what is far more
important is that the two aspects are entirely different. The
farfield halfth time derivative part in Eq.~14! cannot be
matched to the diffracted near field. It is not clear how the
halfth time derivative aspect can come forward anyhow in a
matched asymptotic expansion procedure in two-dimensional
or in three-dimensional space. In two-dimensional space, it
happens to be of slightly minor importance. In three-
dimensional space it is the dominant term in the diffracted
field, as comes forward in Eq.~24!.

Howe, whose results are identical to those of Crighton,
makes use of a low-frequency approximation to the Green’s
function in 2D space. This approximation is nothing but a
retarded incompressible function. Making use of that func-
tion excludes at forehand the typical two-dimensional behav-
ior of the halfth time derivative. In the derivation above in
Eq. ~14! it has become clear that the retarded incompressible

part indeed is the representative part of the diffracted field in
purely two-dimensional problems. In three-dimensional
space it is not.

III. EDGE SOUND GENERATED BY A DIPOLE
CROSSING THE EDGE OF A HALF-PLANE IN 3D
SPACE

A dipole m moving with velocityU, whereU has the
direction ofm, represents the motion of a spherical volume
V5m/(3U) ~see Milne-Thomson, 1968!. Edge sound is gen-
erated when the volume passes near an edge. Consider a
dipole with momentm, moving with a constant velocityU
~in the direction ofm!, along a straight line trajectory~16!
perpendicular to the edge. After inserting the Green’s func-
tion, Eq. ~6!, in the expression~4!, consider that part of the
potentialF that contains the diffraction term of the primary
field of the Green’s function~the image field is treated in an
analogous way!. It has the form

I 5
1

4p2 E
2`

t0

~m•¹0!

3
2Arr 0~t!cos~~w2w0~t!!/2!

A~ t2t!22~D~t!/c!2~c2~ t2t!22R2~t!!
dt.

~22!

Integrating by parts, before performing the (m•¹0) opera-
tion, yields two terms. One part, coming from the integration
of the explicit presence oft, yields the two-valued tan21

function that is representative of the incompressible field; its
contributions from the boundary at the diffraction front,t
5t05t2D0/c and the boundaryt52`, vanish. The other
part consists of the integral of the product of this tan21 func-
tion and the nonlocal time derivative, (ṙ•¹0), of the inte-
grand. In the limitc5` it yields the incompressible field,
i.e., the near field in a fluid with finitec. Expanding the tan21

in the integral in terms of (r 0 /r )1/2 to obtain a far field ap-
proximation then yields, for the part of the potential under
consideration, the expression

F52
1

4p2 E
2`

t0

$ ṙ0•¹0%

3H m•¹0

~ t2t!2Arr 0 cos~~w2w0!/2!

R2A~ t2t!22R2/c2 J dt. ~23!

Applying the far field approximation (t2t)'R/c, the inte-
gral gets a form suitable for interpretation as the halfth time
derivative of the factor

m•¹0H 2Arr 0~t!cos~~w2w0~t!!/2!

t2R2 ApR

2c J .

This factor is the product ofA(p/2)R/c and the dominating
term in the far field of the corresponding part of the incom-
pressible diffracted field. This part of the potential~23! in the
far field thus gets the approximate form
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F'
1

4p2 E
2`

t* ]

]t H m•¹0$2Arr 0 cos~~w2w0!/2!%

R2

3ApR

2c J dt

Ap~ t* 2t!

'ApR

2c S ]

]t* D 1/2m•¹0$2Arr 0* cos~~w2w0* !/2!%

4pR2 .

~24!

The halfth time derivative introduces a scale factor
O@(u ṙ0u/L)1/2#. The term thus is larger than the incompress-
ible diffracted field term by a factorO@((p/2)(R/L)
3(U/c))1/2#. Introduction of the trajectory~16! and the
complete Green’s function~6! into ~4! and applying the pro-
cedure indicated at the end of Sec. I D and sketched above
then yields as the dominant term in the far field pressure
signal of the dipole

Pwave'ApR

2c S ]

]t D
1/2

3H 2%0

mU cos~w/2!~sinu!1/2

4p2R3/2L3/2 ~sin~w0* 2a!!3/2

3cos~2a23w0* /2!J . ~25!

The relation between the radial distancesr andR in the far
field is r'R sinu.

Comparing the above pressure signal~25! with the ex-
pression~3.12! of Kambe et al. ~1985!, the results are in
perfect agreement when the potential of Kambe’s ring vortex
is represented by that of a dipole with momentm5Ga2,
wherea2 is the area of his ring vortex.

IV. DISCUSSION AND CONCLUSIONS

A. The edge sound of moving dipoles in 2D and in 3D
spaces

As a reference in the discussion we have in mind the
differences in the undisturbed fields of time dependent di-
poles in 2D and in 3D space. In 3D free space the far field
sound waves behave as the first time derivative of the incom-
pressible near field variations, they dominate the latter by a
factor of the order (R/c)(]/]t). In 2D space the sound
waves behave as the halfth time derivative of the incom-
pressible near field variations, they dominate the latter by a
factor of the order (r /c)1/2(]/]t)1/2.

The far field pressure signalp, due to the steady motion
of a dipole with constant strength on a straight line trajec-
tory, is not a periodic signal. The signal is varying so slowly
(]/]t'U/r ) that in a compressible fluid only minor modifi-
cations do occur relative to an incompreesible fluid. The po-
tential decays with distance as 1/r in 2D space and as 1/r 2 in
3D space. The pressure signal, being proportional to the local
time derivative of the potential, gets an extra factor with
dimensiont21 and order of magnitude@U/L#.

When the dipole moves at a distancer 0 of the orderr 0

'L!r in the vicinity of a sharp edge in 2D or 3D space, a
much stronger signal is generated. In an incompressible field
the dominating term in the far field of the potential then
comes from the diffracted field having an extra factor
(r /L)1/2. In a compressible medium the time dependent dif-
fracted potential in the far field gets terms involving the
halfth time derivative.

In 2D space these terms are not the dominating ones in
the diffracted field, they have the order of magnitude
(U/(crL))1/2 and they are smaller by a factor (U/c)1/2 than
the retarded incompressible diffracted field terms that have
the order of magnitude@1/(rL )1/2#.

In 3D space the diffraction terms involving the halfth
time derivative are the dominating ones; they have the order
of magnitude@r 21L21(U/c)1/2#. The pressure signal, being
proportional to the local time derivative of the potential, gets

TABLE I. Far-field behavior of the potentialF and the pressure signalp of a dipole moving on a straight line
trajectory.

Laplace~incompressible field! Wave ~compressible retarded field!

F p F p

Far field 3D

Free space r 22
r22SUr D r22 r22SUr D

Diffracted r23/2L21/2 r 23/2L21/2S U

L D r 23/2L21/2S U

c

r

L D 1/2

r 23/2L21/2S U

L D S U

c

r

L D 1/2

Far field 2D

Free space r 21

r 21S U

r D r 21

r 21S U

r D
Diffracted r 21/2L21/2 r 21/2L21/2S U

L D r 21/2L21/2 r 21/2L21/2S U

L D
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an extra factor with dimensiont21 and order of magnitude
@U/L#.

The results discussed above are put together in Table I.
In Fig. 5 the edge sound pressure decay with distance in 2D
and 3D space is presented in a logarithmic plot.

Diffraction on an edge introduces a two-dimensional ef-
fect in 3D space in the form of a halfth time derivative of the
incompressible diffracted field and an amplification factor
(r /c)1/2. In 2D space this two-dimensional effect is not
markedly present in the diffracted field. It is dominated by a
term having the form of the retarded incompressible dif-
fracted field.

It is worthwhile to compare the magnitude of the edge
sound with the pressure variations that are observed when a
dipole moves in free space. Consider the 2D and 3D far
fields for the case of the constant strength dipole moving on
a straight line in free space; the far field then is a very slowly
varying field and is of minor importance. The fast adaptation
of the flow field when the dipole closely passes a sharp edge
generates the quickly varying diffracted field, the fast pres-
sure variations of which are the edge sound. The diffracted
field in 2D space is different from that in 3D space. In 2D
space the diffracted field behaves as the retarded incompress-
ible diffracted field; it behaves as retarded pseudosound. The
edge sound field in 2D space would dominate the pressure
disturbance due to a freely moving dipole by a factor
(r /L)3/2.

In 3D space the diffracted wave in the far field is char-
acterized as the halfth time derivative of the retarded incom-
pressible diffracted field. It would dominate the latter by a
factor (R/c)1/2(]/]t)1/2'(R/L)1/2(U/c)1/2. The edge sound
would dominate the pressure disturbance due to a dipole
moving in free space by a factor@(r /L)2(U/c)1/2#.

In the description of the edge sound due to the free
motion of a vortexG rounding the edge of a half-plane, the
edge effect and the free space effects both are present. The
motion of the vortex on a curved line continuously generates
a strong dipole signal in the potential field. The dipoles are
continuously being formed perpendicular to the trajectory.
This trajectory would be a forced trajectory in free 2D space.
The generation of the dipoles would generate a sound wave
behaving as the halfth time derivative of the incompressible

field variations; the wave dominates the latter by a factor of
the order (U/L)1/2(r /c)1/2. These waves differ by only a fac-
tor (U/c)1/2 in magnitude with the diffraction waves that
behave as retarded pseudosound and that dominate the total
sound field.

B. Transition from near field to far field of the edge
sound

The procedure of integration by parts, applied to the
edge sound integrals~3! and ~4! with the exact expressions
~6! and ~9! for the Green’s functions as a kernel, leads to a
result that consists of two terms as shown in Eq.~14!. In 2D
space the first of these two terms yields the dominating term.
It has the form of retarded incompressible diffracted field; it
does not show a typical transition from near field to far field
behavior. The second term shows a transition from an in-
compressible near field to a typical two-dimensional wave
effect in the far field where it can be interpreted as a halfth
time derivative.

In 3D space the second term, the integral in Eq.~14!,
yields the diffracted field. This integral shows the transition
from an incompressible near field to a far field that is typical
for wave behavior in free 2D space.

Kambeet al. ~1985! considered the edge sound of a ring
vortex passing near the edge of a half-plane. They used, in
their analysis, a low-frequency approximation to the Fourier
transform of the integral representation of Macdonald
~1915!. The approximation of Kambe, which dominates in
the far field, vanishes when the compressibility of the me-
dium vanishes, i.e., whenc→`. The closed form integral
~23! still contains both the near field and the far field aspects
of the edge sound field.

C. Amplitude of the edge sound of vortices and
dipoles

Although a dipole has a more singular local velocity
field than a vortex~its 2D velocity field behaves as 1/r 2

whereas the vortex has just 1/r !, the edge sound in the 2D far
field of either of them decays asr 21/2. In two-dimensional
space the edge sound of a vortex moving on a straight line
contains the amplitude factorUG/(r 1/2L1/2). A dipole mov-
ing on a straight path has the factorUm/(r 1/2L3/2), so a
vortex of strengthG is comparable to a dipole of intensity
m5GL. A vortex that moves on a free trajectory does so
with its highest velocity near the edge; its amplitude factor is
G2/(r 1/2L3/2). Introducing the reference velocityU
5G/4pL, the amplitude gets the formUG/(r 1/2L1/2).

In three-dimensional space it does not make sense to
compare edge sound of a line vortex to that of a dipole as
only ring vortices can exist. A ring vortexG with a ring area
a2 is equivalent to a dipole with intensitym5Ga2. The edge
sound pressure signal~25! of a dipolem crossing the edge of
a half-plane at a distanceL with velocity U has an amplitude
factor %mU(U/c)1/2/(RL2).

FIG. 5. The far-field pressure decay of the diffracted field in 2D and 3D
space.
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D. Green’s functions for the half-plane in 3D and in
2D space

The 3D Green’s function for the half-plane, obtained by
differentiating the unit step response~Cagniard, 1935!, is
presented in Eq.~6!. The 2D Green’s function for the half-
plane is obtained by the method of descent, i.e., integration
with respect toz0 , of the 3D Green’s function. The result, as
presented in Eq.~9!, must be considered an improvement to
the ~erroneous! result~8!, as known in the literature~Turner,
1956; Lauwerier, 1962; van der Pol and Bremmer, 1964!.
The closed expressions~6! and~9! for the Green’s functions
form an efficient basis for the analysis of nonperiodic dif-
fraction signals in the time domain.

APPENDIX A

1. Halfth derivative

The halfth derivative of a functionf (t) is defined by
Lighthill ~1978! as

S d

dtD
1/2

q~ t !5
1

Ap
E

2`

t q̇~t!

At2t
dt. ~A1!

The potential field of a time dependent dipole, described on
the right-hand side of the 2D wave equation asm•¹0d(r
2r0) f (t), is written in terms of the free space Green’s func-
tion,

F5
21

2p E
2`

t2 r̃/c
m•¹0

f ~t!

A~ t2t!22~ r̃ 2/c2!
dt

5
2mr̃ cos~b!

2pc2 E
2`

t2 r̃/c f ~t!dt

~~ t2t!22~ r̃ /c!2!3/2, ~A2!

whereb is the angle between the vector from the dipole to
the observation point and the dipole vectorm. Integration by
parts then yields, provided thatf (t) vanishes att52`,

F5
m cos~b!

2p r̃ E
2`

t2 r̃/c ḟ ~t!~ t2t!dt

A~~ t2t!22~ r̃ /c!2!
. ~A3!

As in the far field the most important contribution will come
from the neighborhood of the zero of the square root in the
denominator, we rewrite the integral~A3! in terms of t8
5t1 r̃ /c. For small values oft2t8 the dipole potential may
be written in the approximate form

F'
m cos~b!

2p r̃ E
2`

t2 r̃/cA r̃

2c

ḟ ~t!dt

At2t2 r̃ /c

5
m cos~b!

2p r̃
Ap r̃

2c

1

Ap
E

2`

t ḟ ~t82 r̃ /c!dt8

At2t8
. ~A4!

The potential of a dipole in an incompressible medium is
obtained from the compressible form~A3! by putting c
5`,

F5
m cos~b!

2p r̃
f ~ t !. ~A5!

In a compressible medium in 2D space the time dependent
dipole potential behaves as the half time derivative of the
incompressible potential, multiplied by a scale factor
Ap r̃ /(2c).

2. Example, a triangular dipole pulse

The potential of a dipole, growing linearly in time from
the instant t1 , is governed by the inhomogeneous wave
equation

¹2F2
]2F

]t2 5a~ t2t1!H~ t2t1!~m•¹0!d~r 2r 0!, ~A6!

where H(t2t1) is Heaviside’s unit step function. Introduc-
tion of the weight function on the right-hand side above into
the integral~A3! and performing the integration yields the
expression for the potentialF:

F5
am•¹0r̃

2p r̃
A~ t2t1!22~ r̃ /c!2

5
amcosb

2p r̃
A~ t2t1!22~ r̃ /c!2. ~A7!

The hyperbola asymptotically approaches the unretarded di-
pole source functiona(t2t1). Making the approximation in
the far field (t2t1)1( r̃ /c)'(2r̃ /c), the expression~A7!
shows that the halfth time derivative ofa(t2t1)H(t2t1) is
proportional to (t2t1)1/2. The transition of a signal shape
into a far field response as its halfth time derivative is dem-
onstrated in the response to a dipole source-term with a tri-
angular time function,~A8!, constructed as a sequence of
three constant-slope signals@as in ~A6!#,

f ~ t !5a~ t2t1!H~ t2t1!22a~ t2t2!H~ t2t2!

1a~ t2t3!H~ t2t3!. ~A8!

The response is plotted in Fig. A1. The triangular input func-
tion is transformed into a hyperbolic response.

At some distancer̃ far from the dipole-source point the
response starts growing at the retarded timet11 r̃ far /c. The
shape of the response, the halfth derivative of the input func-
tion, is some intermediate form between the shape of the
input signal and its first derivative.

FIG. A1. Transition from undeformed response atr̃ near50.01 m to halfth
derivative response atr̃ far50.4 m; velocity of soundc5330 m/s; t150.0,
t250.0001,t350.0002.
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A neutrally buoyant, underwater acoustic intensity probe is constructed and tested. This sensor
measures the acoustic particle velocity at two closely spaced locations, hence it is denoted a ‘‘u-u’’
intensity probe. A new theoretical derivation infers the acoustic pressure from this one-dimensional
velocity gradient, permitting the computation of one component of acoustic intensity. A calibration
device, which produces a planar standing-wave field, is constructed and tested. In this calibrator, the
performance of theu-u intensity probe compares favorably to that of an acoustic intensity probe
which measures both pressure and velocity directly. ©1999 Acoustical Society of America.
@S0001-4966~99!05312-6#

PACS numbers: 43.30.Xm, 43.30.Yj, 43.58.Fm@DLB#

INTRODUCTION

Acoustic intensity is a measure of the magnitude and
direction of acoustic energy transport. Quantitatively, inten-
sity is the period averaged product of acoustic pressure and
acoustic particle velocity at a single point.1 Fahy2 shows that
intensity is the product of the complex acoustic pressure, p,
and the complex conjugate of the acoustic particle velocity,
u* :

I5
1

t E0

t

p~ t !u~ t !dt5
1

2
pu* . ~1!

Intensity is a vector quantity: there is a direction associ-
ated with it. As a vector quantity, it provides physical infor-
mation that scalar acoustic pressure simply cannot. In a com-
plex sound field, i.e., one having multiple sound sources, an
acoustician measuring intensity will be able to quantify the
sound power radiated from each source. The vector nature of
intensity also enables the location of individual acoustic
sources to be determined by simple triangulation.

In the late 1970’s Chung3 developed the cross-spectral
formulation of the two microphone, orp-p, technique. Bas-
ing his formulation on the linearized Euler’s equation, Chung
showed that intensity is proportional to the cross spectrum
between two pressure microphones. Chung’s technique,
along with FFT analyzers and microphones with approxi-
mately matched phases, marked the beginning of reliable in-
tensity measurements. In 1991, Ng4 extended thep-p inten-
sity measurement technique to underwater environments. In
1995, McConnellet al.5 invented an underwater acoustic in-
tensity sensor that uses a pair of velocity sensors. Thisu-u
intensity probe is quite similar in principle to thep-p probe.

The first section of this paper deals with the issues fun-
damental to the operation of theu-u intensity probe. In the
second, the theory and procedures used to calibrate theu-u

intensity probe are presented. Verification of the calibra-
tion’s accuracy is then accomplished by comparing intensity
measurements made by theu-u probe to those made by a
p-u probe,6,7 a device that directly measures both particle
velocity and pressure.

I. VELOCITY GRADIENT INTENSITY

Measurements of intensity in a single dimension are
commonly obtained from a pressure gradient. This technique
uses the linearized Euler’s equation and a finite difference
approximation to infer velocity from the pressure gradient
measured by two pressure sensors.2 In this paper, a new tech-
nique invented by McConnellet al.5 will be used to infer
pressure from the velocity gradient measured by two acous-
tic velocity sensors.

The linearized equation of continuity,1 a statement of
conservation of mass in a fluid, indicates

]r

]t
1r0~¹•u!50, ~2!

whereu is the particle velocity, andr0 is the ambient fluid
density. The instantaneous density,r, is related to the acous-
tic pressure,p, through the equation of state. Hence, Eq.~2!
takes the form

]p

]t
1c2r0~¹•u!50. ~3!

Assuming time harmonic quantities and solving for acoustic
pressure yields

p5
j r0c2

v
~¹•u!, ~4!

wherev is the radian frequency of the acoustic wave andc is
the speed of sound in the fluid. A finite difference approxi-
mation to the velocity gradient yieldsa!Electronic mail: zabour@sabine.acs.psu.edu
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p'
j r0c2

v FDux

Dx
1

Duy

Dy
1

Duz

Dz G , ~5!

whereDux is the difference of thex-component of acoustic
particle velocity between two locations separated by a dis-
tanceDx ~similar definitions apply in they andz directions!.
It is apparent that pressure depends upon the components of
velocity in all three directions. Thus in a three-dimensional
acoustic field, all three components of velocity at each of two
locations are required to measure the acoustic pressure.
However, if the acoustic field is one-dimensional, as in this
experimental investigation, a measurement of pressure can
be obtained from two single-dimensional velocity sensors.
The velocity at the mid-point between these sensors is ap-
proximated by the average of the two known velocities.
Therefore, thez-component of Eq.~1! takes the form

Iz5
j r0c2

2vDz
@u22u1#@u2* 1u1* #. ~6!

Multiplying out the bracketed terms, and noting thatu1u2*
5G12, the cross-spectrum ofu1 andu2 , Eq. ~6! becomes

Iz5
j r0c2

2vDz
@G221G212G122G11#. ~7!

Next, the total intensity is separated into its two con-
stituent parts—active intensity and reactive intensity. The ac-
tive and reactive components of intensity are the real and
imaginary parts of Eq.~7!, respectively. Pressure and veloc-
ity are entirely in-phase for active intensity, implying both a
net transport of acoustic energy, and a nonzero time average.
The presence of a local active intensity does not infer that
energy is being transported throughout an extended region of
the field. For reactive intensity, the pressure and velocity are
out-of-phase. Therefore, reactive intensity has a zero time
average and corresponds to localoscillatory transport of
energy.2 Note that in practice, an acoustic field that is either
purely active, or purely reactive cannot exist.

The derivation of an expression for active intensity be-
gins with the real part of Eq.~7!. Since auto-spectra are
purely real quantities, that expression becomes

Iz
a5

r0c2

2vDz
Re@ j G212 j G12#. ~8!

Substituting G12* for G21 and separating the cross-spectra into
their real and imaginary components produces the final form:

Iz
a52

r0c2

vDz
Im@G12#. ~9!

In a similar manner, a simplified form for the reactive
component of intensity can be derived; starting with the
imaginary part of Eq.~7!,

Iz
r5ImF j r0c2

2vDz
@G221G212G122G11#G . ~10!

Separating the cross-spectra into their real and imaginary
parts and canceling like terms produces the final form:

Iz
r5

r0c2

2vDz
@G222G11#. ~11!

As a final note, this development is based on the linear-
ized equation of continuity; thus, the validity of the equa-
tions presented is limited to the regime of linear acoustics. In
addition, Eqs.~6!–~11! are valid only in one-dimensional
acoustic fields.

II. INTENSITY PROBE DESIGN

The u-u probe, as described by McConnellet al.,5 is a
single axis intensity sensor consisting of two moving coil
velocity sensors in two separate, coaxially oriented cylindri-
cal bodies. The velocity sensors in this design, GeoSpace
GS-14-L3 geophones,8 are located in the geometric center of
each cylinder. The velocity sensor bodies are neutrally buoy-
ant, meaning that their density is substantially equal to the
ambient density of the surrounding fluid medium. The co-
axial orientation of the sensor bodies is maintained by sus-
pension springs which connect the ends of each body to a
free flooding, acoustically transparent support structure, as
illustrated in Figs. 1 and 2. The suspension springs have a
high radial stiffness and an extremely low axial stiffness to
facilitate the positioning of the sensor without adversely in-
fluencing its dynamics.

FIG. 1. The velocity gradient, oru-u, intensity probe.

FIG. 2. An exploded view of a single velocity sensor body and its suspen-
sion system. 1 is the syntactic foam body, 2 is the geophone, 3 ism-metal
which minimizes magnetic cross-talk, 4 is a suspension spring, 5 are screws,
6 are ballast disks, 7 are inserts, and 8 is the support tube.
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A. Fundamentals

Moving coil sensors such as the geophone are primarily
used by geophysicists to measure the low frequency move-
ment of the Earth’s surface. However, there are distinct ad-
vantages to employing geophones as underwater sensors.
Geophones have one of the highest signal-to-noise ratios of
currently existing transducers, and in comparison to piezo-
electric devices, they have a very high receiving sensitivity.
In addition, due to their low output impedances, geophones
can drive impressive lengths of signal cable without pream-
plification.

The transducing elements in a geophone consist of a
permanent magnet running through the center of the geo-
phone case, and a coil of wire around a spindle. The spindle
is constrained by springs to move along the length of the bar
magnet. The physics governing the transduction of a geo-
phone is thate5Blv. The voltage,e, induced across the
ends of the geophone’s moving coil equals the product of the
transduction coefficient,Bl, and the relative velocity,v, be-
tween the coil and the bar magnet running through it.9

The mechanical elements of a geophone impose limits
on its direct measurement of velocity. The resonance fre-
quency of the geophone is set by its mass-spring system,
consisting of the moving coil-spindle and the springs that
position it along the bar magnet. For mechanical excitation at
frequencies above this resonance frequency, the coil remains
virtually motionless while the geophone oscillates around it.7

Under these conditions, the output voltage of the geophone is
proportional to the case velocity. Below the resonance fre-
quency, the output of the geophone is proportional to jerk,
acceleration’s time rate of change.

For the geophone’s output voltage to be proportional to
the acoustic particle velocity, the geophone’s velocity must
equal the acoustic particle velocity. This can only be
achieved if the density of the sensor body matches that of the
ambient fluid medium.10,11 This condition, known as neutral
buoyancy, exists when an object submerged in a fluid neither
floats nor sinks. For moving coil sensors, the desired condi-
tion is dynamic neutral buoyancy~DNB!; i.e., when the dy-
namic ~moving! density of a body matches that of the fluid
medium. As previously discussed, for excitation at frequen-
cies above the geophone’s resonance frequency, the proof
mass remains essentially motionless; therefore, a geophone’s
dynamic density is less than its static density.

For the GS-14-L3 geophone to become neutrally buoy-
ant, it must be imbedded in a substantially larger volume of
positively buoyant material. Syntactic foam, a composite of
epoxy binder12 and tiny hollow glass spheres called
microballoons,13 is such a material. To obtain foam of very
low density, a mixture of 4 parts microballoons to 1 part
epoxy binder is used. When the foam has cured, it is ma-
chined to allow insertion of a geophone into the geometric
center of the body. Due to the foam’s low density of'0.5
g/cc, the length of a 3.80 cm diameter neutrally buoyant right
circular cylinder is less than 5 cm. For the calculation of the
cylinder’s exact length, the masses of all the sensor’s com-
ponents must be known. Table I outlines the mass and vol-
ume of each component in a single velocity sensor body,
which is illustrated in Fig. 2.

To achieve neutral buoyancy, even the effective mass of
the suspension springs must be accounted for. To first order,
the moving mass of a cantilever-type spring in a simple har-
monic oscillator is equivalent to one quarter the moving
mass of the spring.14

To test for neutral buoyancy, the sensor body is sub-
merged in water. If the sensor neither sinks nor floats, it is
statically neutrally buoyant. Testing indicated that a 1% de-
viation from neutral buoyancy was observable. That is, if the
total sensor mass was 1% lower~or higher! than that of a
neutrally buoyant body, the sensor would float~or sink!. To
achieve dynamic neutral buoyancy, the sensor body is bal-
lasted with a mass equal to the geophone’s proof mass, with-
out displacing any additional volume. In practice it is easier
to add mass in the form of ballast disks, as in Fig. 2. As these
disks displace volume, a mass equal to the proof mass plus
the mass of water displaced by the ballast disk is added, as
listed in Table I.

B. Suspension system

The suspension system consists of two elements: a sup-
port tube and two beryllium copper springs. The support tube
was machined from nylon-6, a material that exhibits an
acoustic impedance substantially equal to that of bulk water.
The suspension springs, which are illustrated in Figs. 1 and
2, serve two primary functions: maintaining the coaxial ori-
entation of the sensor bodies and isolating the sensors from
any vibration in the structure to which theu-u probe is
mounted. Due to the springs’ high radial stiffness and ex-
tremely low axial stiffness, the sensor body is ‘‘free’’ to
move in the axial~sensing! direction, but has no excursion in
the radial direction.

The suspension springs were photo-etched from 0.20
mm ~8 mil! beryllium copper shim stock. These springs are
similar in design to those used to support the proof mass in
typical geophones. However, they have two subtle differ-
ences: the suspension springs are larger and have two bolting
rings. The bolting rings allow the springs to be connected to
both the support tube and the sensor body. The springs are
fastened using 00-90 screws and threaded press-fit inserts as
shown in Fig. 2.

The suspension springs’ design gives the sensor mass-
spring system a sufficiently low resonance frequency that the
suspension dynamics do not adversely affect the probe’s per-
formance. Modeling the spring as a cantilever beam allows

TABLE I. The masses and volumes of theu-u probe’s constituent parts.
Note that SNB denotes static neutral buoyancy, and DNB denotes dynamic
neutral buoyancy.

Component Mass~g! Volume ~cc!

Foam cylinder 22.7 45.5
Geophone 18.3 3.82
m-metal 1.43 0.232
Springs~2! 1.82 0.177
Fasteners 0.053 0.006
Ballast for SNB 6.10 0.695
Subtotal 50.4 50.4
Ballast for DNB 2.43 0.276
Total 52.9 50.7
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the theoretical prediction of its resonance frequency. This
model rests on several assumptions. First, the mass of the
sensor body is approximated as a point mass at the end of the
cantilever beam. Further, the slightly curved cantilevers are
modeled as straight beams. This approximation is valid be-
cause the amplitude of the beams’ deflection is small com-
pared to their overall length. Note that each of the six spring
members~i.e., three per spring! support one-sixth the sen-
sor’s total mass. The theoretical resonance frequency of the
probe-suspension system is 6.28 Hz, as calculated using
equations from Thomson.15

The resonance frequency of the probe-suspension sys-
tem was experimentally measured underwater. An underwa-
ter source acoustically excited a single probe body’s geo-
phone, while a hydrophone was used as a reference
transducer. The probe-suspension system resonance fre-
quency was determined from the frequency response mea-
sured between the two transducers to be (6.1360.05) Hz.
The Q of the probe-mass/suspension-spring resonance is ap-
proximately 15, and the system’s resonance frequency is
substantially lower than that of the geophone~28 Hz!. Ac-
cordingly, the phase and amplitude errors introduced at fre-
quencies above the geophone’s resonance are negligible.7

C. Performance issues

The distance separating the acoustic centers of the ve-
locity sensors determines the upper frequency of operation.
This distance also affects the amount of undesirable interac-
tion between the sensor bodies. This cross-talk between the
sensors manifests itself in three forms: structural, magnetic,
and hydrodynamic.

The upper frequency limit of theu-u intensity probe is
defined as the frequency at which a 10%~1 dB! bias error
occurs in the estimation of acoustic intensity. A bias error is
the difference between the measurement of a quantity, and
the quantity’s true value. In this case, the bias error results
from using a finite difference approximation of the velocity
gradient in Eq.~5!. Following Fahy’s2 bias error derivation
for p-p intensity probes exposed to a plane wave field, the
normalized bias error in theu-u probe’s estimation of pres-
sure and velocity are

eb@p#5
sin~kDz!

kDz
21, and eb@uz#5cos~kDz!21,

~12!

where k5v/c. Forming the normalized bias error of the
intensity estimate, and making a Taylor series expansion16

yields:

eb@ I z#'2 2
3 ~kDz!21 1

20 ~kDz!4. ~13!

The lower frequency limit of the probe is effectively set
by the phase mismatch between the two sensors. Of course,
the majority of the phase mismatch can be removed through
proper calibration, as will be shown later.

In addition to the finite difference error, the sensor spac-
ing also affects the amount of cross-talk between the sensors.
Magnetic coupling can occur between two geophones in
close proximity, as in theu-u probe. Relative motion be-

tween the magnet of one geophone and the coil of the second
will induce an undesirable current in that second coil.

Hydrodynamic coupling between the sensor bodies oc-
curs when slight deviations from neutral buoyancy alter the
bodies’ velocity from that of the acoustic particle velocity.
This nonideal movement of one sensor body disturbs the
acoustic field sensed by the second body. Due to their de-
sign, the suspension springs may also entrain mass, and con-
tribute to hydrodynamic coupling. The suspension springs
employed in theu-u intensity probe are attached to both the
moving probe bodies, and the stationary structural support
tube. The spring members are neither stationary nor moving
with the acoustic particle velocity; therefore, there is mass
entrained with the springs’ motion.

The mechanical connection between the sensor bodies
~via the support tube! gives rise to the possibility of undesir-
able vibrational coupling between them. However, the vibra-
tion isolation provided by the suspension springs renders this
negligible.17

To ensure the proper operation of theu-u probe, the
contributions of all these coupling mechanisms occurring in
typical operating conditions must be measured. Accordingly,
a scenario to simulate these conditions was devised. The coil
of one geophone is electrically driven to simulate the motion
~effective acoustic velocity! that would occur if theu-u
probe were subjected to an acoustic plane wave field of am-
plitude 150 dBre: 1 mPa. The voltage induced~in the second
geophone! by the combined magnetic and hydrodynamic
coupling can be adjusted by the geophone’s receiving sensi-
tivity, providing an ‘‘effective velocity due to coupling.’’
This velocity can then be compared to the effective acoustic
velocity in order to quantify the extent of the coupling.

In water, a plane wave with an amplitude of 150 dBre:
1 mPa corresponds to an effective plane wave particle veloc-
ity of 2.131023 cm/s. A GS-14-L3 geophone with known
sensitivity was driven with a broadband signal equivalent to
150 dB re: 1 mPa in each frequency analysis bin.

In this measurement, one body was driven electrically at
the aforementioned level, and the motion induced in the
other body was measured. This test was performed in water
so that the combined hydrodynamic and magnetic effects
could be compared to in-air test results, which essentially
measured only the magnetic effects. Figure 3 illustrates these
velocities normalized by the effective acoustic velocity. The
velocity induced by these coupling mechanisms is at most 25
dB below the acoustic disturbance of interest~the effective
150 dB re: 1 mPa plane wave!. Therefore, the effects of the
coupling mechanisms are considered to be insignificant.

III. CALIBRATION FACILITY

Calibrating an acoustic intensity sensor underwater is a
formidable challenge. Standard underwater intensity and ve-
locity transducers do not exist at this time, so a relative cali-
bration is impossible. Simply attaching an accelerometer to
each sensor body is initially an attractive option; however,
this adds mass to the body, causing deviations from neutral
buoyancy. Further, it can provide no indication of whether or
not the probe body’s velocity matches the acoustic particle
velocity. Calibration in air, where velocity sensors are avail-
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able in the form of hot wire anemometers, is not an option,
because the sensor bodies are not neutrally buoyant in air.

A reasonable option for a transducer to employ in an
underwater comparison calibration is a hydrophone. The use
of a hydrophone in a relative calibration relies on knowledge
of the phase relationship between pressure and velocity in
the acoustic field. The ideal calibration would take place in a
progressive plane wave field, where the phase between pres-
sure and velocity is 0°. Such fields are difficult to achieve,
even in a laboratory setting. A standing plane wave field,
where the pressure and velocity are 90° out-of-phase, offers
an alternative option for calibration. This is perhaps the
harshest field in which to perform a calibration, due to the
presence of pressure and velocity nodes. However, this type
of field can be created in the laboratory, which is a benefit
outweighing its numerous detriments.

A. Description of the slow wave calibrator

The slow wave calibrator~SWC! developed in this re-
search is a vertically oriented, water filled, elastic walled,
one-dimensional waveguide. The SWC is illustrated in Fig.
4. A piston sound source is located at the lower end, while
the opposite end is an air–water interface. The 20.3 cm di-
ameter cylindrical acrylic wall of the SWC is 1.22 m tall, and
has a thickness of 0.64 cm. A USRD J9 source,18 with a
piston diameter of 7.5 cm, acts as the sound source for the
SWC. The acoustic standing waves in the SWC depend on
the acoustic reflection from the water–air interface, which is
a pressure-release boundary. Accordingly, the phase between
pressure and velocity at any axial location in the SWC is 90°.

One advantage a SWC has over a rigid walled calibrator
is that the phase speed of the fluid inside the elastic walled
SWC is substantially reduced from that in the bulk
medium.19,20 This decreased phase speed dramatically short-
ens the wavelengths, and the accuracy of low frequency mea-
surements made by theu-u probe is improved by lessening
the influence of transducer phase mismatch. This advantage
may be offset by an increase in the finite difference error
given by Eq.~13!.

B. SWC acoustic performance

The acoustic waveguide nature of the SWC largely con-
tributes to the planarity of the wavefronts. Detailed mapping
of the cross section of the SWC with a hydrophone found the
wavefronts were to be planar within 1 dB from 28 Hz to 850
Hz in the section used for sensor calibration.

The longitudinal sound speed in the SWC dictates two
important parameters of the facility: the modal resonance
frequencies, and the plane-wave cutoff frequency. The phase
speed of acoustic waves in a fluid medium is proportional to
the square root of an elastic modulus. In a large body of
fluid, the relevant quantity is the bulk modulus. However, the
elastic vessel constraining the fluid in the SWC contributes
the majority of the system’s compliance. Consequently, the
effective sound speed,ceff , in an elastic-walled waveguide20

is given by

ceff5ABY r0S 11
2rr0c2

tE
~12n2!D , ~14!

whereB is the bulk modulus of the fluid,r0 is the density of
the fluid,r is the inner radius of the duct,c is the bulk phase
speed of sound,t is the thickness of the duct wall,E is
Young’s modulus of the wall material andn is the Poisson’s
ratio of the wall material. Using Eq.~14!, the theoretical
phase speed,ceff , in the SWC is (290610) m/s. The uncer-
tainty is due to the variance in the acrylic wall’s Young’s
modulus, as specified by the manufacturer.21

FIG. 3. The ratio of the hydrodynamicly and magneticly induced velocity
relative to the effective acoustic velocity, the 150 dBre: 1 mPa plane wave.
The upper and lower curves are in water and in air, respectively.

FIG. 4. The slow wave calibrator with theu-u intensity probe and reference
transducers suspended from above. Note that the two cables attached to the
USRD J9 source are for the electrical driving signal and the driver’s hydro-
static pressure compensation.
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This theoretically determined sound speed was verified
experimentally by two independent measurements. The first
was to ensonify the SWC at its resonance frequencies and
measure the distance between adjacent nodes. The steep
pressure gradient around each node improves the accuracy
with which an axially scanned hydrophone can locate each
pressure minimum. The distance between two adjacent pres-
sure minima corresponds to a half wavelength of the driving
frequency. The nodes of three resonance frequencies of the
SWC were measured, and basic acoustics22 ~i.e., c5 f l) in-
dicated that the sound speed was (35568) m/s, which is less
than one-quarter the bulk speed in water. Note that within the
uncertainty of the data, the SWC is a nondispersive system.

Recall that the resonance frequencies of a system are the
frequencies at which the imaginary part of the total imped-
ance vanishes. The SWC is not a purely acoustic system
because the mechanical impedance of the sound source is
coupled to the acoustic domain, resulting in a nonnegligible
shift of the resonance frequencies. The second method to
measure the sound speed effectively uncouples the acoustic
and mechanical domains, thus removing the influence of the
driver’s impedance from measurements of the SWC’s reso-
nance frequencies.

The details of this method were presented by
McConnell;23 therefore, only a brief overview will be pre-
sented here. The resonances of the acoustic portion of the
SWC can be obtained from a measurement of the transfer
function between a hydrophone at an arbitrary depth below
the surface of the SWC and an accelerometer24 mounted on
the piston of the J9. From these frequencies, the speed of
sound can easily be determined with the following relation-
ship:

ceff5
2 f nl

n1 1
2

, ~15!

wheren50,1,2,..., andl is the length~height! of the SWC.
Employing Eq.~15!, and averaging together the five lowest
measured resonance frequencies, results in a sound speed of
(36063) m/s. All five resonance frequencies fell within 3
Hz of the theoretical values calculated with the assumption
of this sound speed.

According to the experimentally determined sound
speed, the plane-wave cutoff frequency of the SWC is'1
kHz. Measurements of the wavefront planarity show abrupt
deviations from planar behavior at 900 Hz, supporting this
estimate. The wavefronts are planar within 1 dB from 28 Hz
to 850 Hz in the section of the SWC used during the sensor’s
calibration.

The theoretically calculated sound speed is within 20%
of the experimentally measured value. The discrepancy is
likely due to the uncertainty in many of the published mate-
rial properties of the acrylic tube. The agreement between the
two experimental methods is quite good, however. The
sound speed as determined by the transfer function method is
(36063) m/s. This value lies within the experimental uncer-
tainty of the (35568) m/s value obtained from the pressure
null measurements.

C. System transfer functions for calibration

Theu-u intensity probe must be calibrated to produce a
measurement of intensity. The SWC is used as the calibra-
tion facility. Excluding the extreme outer radial area of the
SWC, sensors at coincident depths are subjected to the same
acoustic field. Because the phase between the pressure and
velocity is a known 90°, a calibration relative to pressure
hydrophones can be performed. Note that this procedure is a
proof of principle; it is neither an absolute calibration, nor
the best method of calibration conceivable.

The measurement of active intensity produced by the
u-u intensity probe is proportional to the imaginary part of
G12, whereas that of reactive intensity is proportional to the
difference ofG22 andG11 as illustrated in Eqs.~9! and~11!.
Spectral quantities such as these are not directly measurable,
because they involve particle velocities, whereas the sensors’
output is voltage. A transfer function, H, relates an input
quantity, x, to a measured output quantity, xˆ:

x5
x̂

H
. ~16!

It follows that

G115
Ĝ11

H11
, ~17!

where Ĝ11 is a voltage spectrum, andH11 is the transfer
function that relates geophone velocity to output voltage. In
order that no assumptions be made about the magnitude and
phase of the geophone output voltage, an expression forH11

that depends on the reference hydrophone output voltage will
be derived. For this reason, the velocity field in the SWC
must be expressed in terms of the acoustic pressure. Figures
5 and 6 illustrate the layout of the sensors in the SWC. The
expression describing the pressure at a depthz below the free
surface of the SWC is:

p~z,t !5p0 sin~kz!ej vt. ~18!

The particle velocity is:

uz~z,t !5 j
p0

r0c
cos~kz!ej vt. ~19!

Combining these produces:

uz1
~d1!5 j

p1~d1!

r0c tan~kd1!
and uz2

~d2!5 j
p2~d2!

r0c tan~kd2!
.

~20!

The transfer functions for the pressure and velocity sensors
are:

uz1
5

êu1

Hu1

, uz2
5

êu2

Hu2

, p15
êp1

Hp1

, p25
êp2

Hp2

, ~21!

where subscripts 1 and 2 refer to locationsd1 and d2 , re-
spectively. Note that the subscriptz is suppressed in the volt-
age and transfer function terms.
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Substituting the acoustic quantities from Eq.~21! into
Eq. ~20! produces a transfer function for each velocity sensor
that involves the voltages measured by the pressure and ve-
locity sensors:

Hu1
52 j r0c tan~kd1!Hp1

êu1

êp1

and ~22!

Hu2
52 j r0c tan~kd2!Hp2

êu2

êp2

.

Recall that the quantitiesH11, H12, andH22, which are used
for adjusting the three measured velocity spectra involved in
intensity measurements, are defined as:

H115Hu1
Hu1

* , H125Hu1
Hu2

* , H225Hu2
Hu2

* . ~23!

Combining Eqs.~22! and ~23! produces:

H125~r0c!2 tan~kd1!tan~kd2!Hp1
Hp2

*
êu1

êp1

êu2
*

êp2
*

, ~24!

H115~r0c!2 tan~kd1!tan~kd1!Hp1
Hp1

*
êu1

êp1

êu1
*

êp1
*

, ~25!

and

H225~r0c!2 tan~kd2!tan~kd2!Hp2
Hp2

*
êu2

êp2

êu2
*

êp2
*

. ~26!

The hydrophone transfer functions can be separated into
magnitude and phase components such that,

Hp12
5Hp1

Hp2
* 5uHp1

uuHp2
uej ~f12f2!, ~27!

where uHp1
u and uHp2

u are the open circuit receiving sensi-
tivities of hydrophones 1 and 2,M p1

andM p2
, respectively.

The phase difference between the two hydrophones can be
measured using a standard switching technique.3,25

Substituting a simplified version of the transfer function
into Eq.~9! produces the final form of the equation for active
intensity measurements:

Iz
a52

1

vr0Dz tan~kd1!tan~kd2!M p1
M p2

3ImF Ĝ12Ĝp1p2

c

Ĝu1u2

c
ej ~f12f2!G . ~28!

Here the transfer function given in Eq.~24! has been simpli-
fied by a change in notation: Gˆ

u1u2

c is the cross-spectrum

between the geophone output voltages, and Gˆ
p1p2

c is the

cross-spectrum between the hydrophone output voltages. The
superscriptc denotes that both of these quantities are mea-
sured in the probe’s calibration procedure. The term Gˆ

12 is
the voltage cross-spectrum between the geophone outputs in
an intensity measurement situation.

The analogous substitutions into Eq.~11! produce the
working expression for reactive intensity:

FIG. 6. The arrangement of the sensors in theu-u probe calibration proce-
dure. Note that the aluminum positioning rods are attached to a three axis
positioning system from above.

FIG. 5. The orientation of the reference hydrophones andu-u intensity
probe in the SWC.
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Iz
r5

1

2vr0Dz

3F Ĝ22Ĝp2p2

c

tan2~kd2!M p2

2 Ĝu2u2

c
2

Ĝ11Ĝp1p1

c

tan2~kd1!M p1

2 Ĝu1u1

c G .

~29!

IV. MEASUREMENT OF INTENSITY

The calibration setup depicted schematically in Fig. 5
and photographically in Fig. 6 can also be used to measure
the acoustic intensity of the standing-wave field set up within
the SWC. The two pressure hydrophones can be used for a
p-p intensity measurement that can be compared to theu-u
probe’s measurement. A second verification of theu-u
probe’s accuracy is based on a comparison of au-u intensity
measurement with a measurement made by ap-u intensity
probe.26

An eight channel Hewlett Packard 3567A dynamic sig-
nal analyzer~DSA! was used to process the transducer out-
puts. Any phase difference between the eight DSA channels
will have a significant impact on the measurement accuracy.
The greatest amount of amplitude and phase mismatch be-
tween any of the DSA channels was measured to be 0.1%
and 0.02°, respectively.

The hydrophones27 used for the calibration have a sen-
sitivity of 2210 dB re: 1 V per mPa. These piezoceramic
hydrophones have a nominal capacitance of 3.4 nF. A
preamp was used with these hydrophones to avoid amplitude
and phase errors. The former would be created by the voltage
divider consisting of the hydrophone capacitance and the in-
put capacitance of the DSA~100 pF!, while latter would be
introduced at low frequencies by the low pass filter consist-
ing of the hydrophone’s capacitance and the input impedance
of the DSA. Ithaco 1201 preamplifiers,28 with a nominal in-
put impedance of 100 MV, were used with all the hydro-
phone measurements presented in this paper.

The signal driving the J9 source, which ensonified the
SWC, was generated by the DSA. Due to the limitation of
the DSA’s source voltage and the low sensitivity of the J9, a
power amplifier29 was required to boost the driving signal’s
amplitude. The frequency response of the power amplifier is
flat within 0.1 dB over the range of 28 Hz to 2800 Hz.

A. Pressure gradient technique

In effort to remove any phase mismatch between the
reference hydrophones in subsequent measurements, their
phase difference was measured with a standard switching
technique3,25 conducted in the SWC with the acoustic centers
of the hydrophones located at coincident depths. Recall that
the wavefronts in the SWC are planar within 1 dB; therefore,
the implementation of the switching technique might seem
unnecessary. However, the switching technique lessens the
effects of the SWC’s standing-wave resonances on the mea-
surement. In this measurement, the coherence function be-
tween the hydrophones fell below 0.999 only at 60 Hz, and
at frequencies above the plane-wave cutoff frequency~'1
kHz!.

A velocity maximum exists for all frequencies at the
air–water interface, making it the ideal location for achiev-
ing a high signal-to-noise ratio for velocity sensor measure-
ments. However, the pressure at that location is effectively
zero for all frequencies, making it the worst possible location
for hydrophone measurements. Similarly, for a given fre-
quency, the locations of pressure maxima are velocity
minima. Therefore, the location of the sensors in the SWC is
essentially an arbitrary choice, because at every location in
the SWC except the surface, a velocity minima exists for
some frequency. For the following measurements, theu-u
intensity probe and reference hydrophones were mounted 20
cm below the free surface of the SWC, which was filled with
water until a meniscus formed above the top of the acrylic
wall. Completely filling the SWC alleviates any concern of
standing-wave formation in the air column above the air–
water interface.

FIG. 7. Intensity and pressure-velocity phase at a depth of 20 cm in the
SWC, as measured by the reference hydrophones using thep-p technique.
The peak at 60 Hz is due to EMI. Note that Iref is 10212/rc W/m2.

FIG. 8. Intensity and pressure-velocity phase at a depth of 20 cm in the
SWC, as measured by theu-u intensity probe. The peak at 60 Hz is due to
EMI, and Iref is 10212/rc W/m2.
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Intensity is measured with thep-p technique during the
calibration of theu-u intensity probe. Equations~28! and
~29! predict that if the calibration procedure and intensity
measurement are coincident, all the velocity spectra from the
u-u probe bodies will cancel, producing ap-p intensity mea-
surement. The phase information determined by the switch-
ing technique and the various cross-spectra and physical
quantities illustrated in Eqs.~28! and ~29! generated the in-
tensity curve in Fig. 7~a!. This measurement was repeated
without the intensity probe located between the hydro-
phones, and no significant changes resulted. This indicates
that the presence of theu-u probe did not adversely affect
the p-p probe intensity measurement.

The reactive component of intensity illustrated in Fig.
7~a! is nominally 20 dB higher than the active component.
This is expected, because the energy in the SWC is predomi-
nantly reverberant, or reactive. To quantify the extent to
which the field is reactive, the phase between pressure and
velocity is calculated. An equivalent and simpler method is
to calculate the phase between the real and imaginary parts
of intensity. This is equivalent to the phase of Gpu , which is
given in Fig. 7~b!. The phase between pressure and velocity
should be 90°; however, the data of Fig. 7~b! indicate that
there are deviations from this ideal. Recall that active inten-
sity corresponds to local transport of energy. This occurs to a
small extent in the form of sound emitted from the SWC. In
addition, viscous and thermal relaxation losses in the acous-
tic boundary layer, near the tube wall, contribute to the pres-
ence of active intensity. Energy transport may also occur
through flexure-induced dissipation in the acrylic walls of
the SWC. Limitations in the extent to which the phase dif-
ference between the hydrophones can be removed from their
measurements is another source of error.

Because the random error in a spectrum level is in-
versely proportional to the square root of the number of
spectral averages,30 the random error in the intensity mea-
surements given here~with 256 averages! is 60.3 dB.

B. Velocity gradient technique

The procedure for measuring intensity with theu-u
probe is analogous to that of thep-p measurement. This mea-
surement employs the same sensors, instrumentation, and
SWC. Equations~28! and ~29! are again used to compute
intensity; however, the calibration procedure must be sepa-
rate from the measurement of intensity. The results of the
u-u intensity measurement are presented in Fig. 8. Note that
both the calibration procedure and intensity measurement oc-
curred at the same location in the SWC.

As in thep-p measurements in Fig. 7~b!, the phase be-
tween pressure and velocity exhibits some deviations from
90°. The extent to which the phase difference between the
hydrophones cannot be removed significantly contributes to
these deviations. The lack of coherence between the indi-
vidual velocity sensors and their reference hydrophones at
certain frequencies is the most significant source of these
phase deviations. This lack of coherence results from pres-
ence of standing-waves: at any location in the SWC, there
exist frequencies at which either the pressure or velocity is
approximately zero. The accuracy of the calibration and sub-
sequent measurements is diminished at these frequencies.

Figure 9 illustrates the various coherence functions be-
tween pairs of sensors during the calibration. Cross referenc-
ing these plots yields a great deal of information about the
standing-wave nature of the SWC. The frequencies of 300
Hz and 560 Hz are antiresonance frequencies of the SWC.
These are the frequencies at which the most energy must be
input to produce a constant level of acoustic pressure~at a
given location! in the system. The coherence functions of
several sensor pairs have an extremely low value at these
antiresonance frequencies. Further, the frequency range for
which the calibration has validity is limited by the overlap-
ping drop-outs in coherence at 560 Hz and 670 Hz.

A comparison of the intensity levels of Figs. 7~a! and
8~a! shows excellent agreement between thep-p and u-u
techniques. This agreement is not conclusive proof that the
u-u probe functions properly, because the transducers used
in the former measurement served as the reference transduc-
ers in the latter; however, it certainly is supporting evidence.

C. Pressure-velocity technique

An independent method to verify that theu-u probe
properly measures acoustic intensity is now discussed. A
measurement was performed using a well calibrated under-
water acoustic intensity probe on loan from Acoustech
Corporation.26 This sensor is called ap-u probe,6,7 because it
measures both pressure and velocity directly. Accordingly,
the p-u probe does not suffer from the finite difference er-
rors that affect the accuracy of the other intensity transducers
used in this investigation.

The signal processing required to measure intensity with
the p-u probe is surprisingly simple. By definition, intensity
is the cross-spectrum of pressure and velocity. Consequently,
the sensor output voltages are adjusted by their measured
sensitivities to obtain direct measures of the acoustic quanti-
ties. The cross-spectrum of pressure and velocity is com-
puted and then separated into real and imaginary parts. The

FIG. 9. ~a! The coherence functions between each probe body and the
corresponding reference hydrophone.~b! The coherence functions between
the probe bodies, and between the reference hydrophones.
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resulting data appear in Fig. 10. Note that the phase between
pressure and velocity, as computed by thep-u probe, is al-
most a perfect 90° over the entire frequency range of interest.
The reactive intensity levels are very similar to those of Figs.
7~a! and 8~a!, except at the antiresonance frequencies. The
active intensity levels do not compare well for reasons dis-
cussed in the next section.

V. SUMMARY AND CONCLUSIONS

A new technique for measuring underwater acoustic in-
tensity has been presented. The theory to infer acoustic pres-
sure from a velocity gradient was derived. It was shown that
in a typical acoustic field, six velocity sensors~to measure
three velocity gradients! are required for the measurement of
the three components of acoustic intensity. In a single di-
mensional acoustic field, measurement of the acoustic veloc-
ity gradient was accomplished using two neutrally buoyant
bodies with imbedded velocity sensors~geophones!. Active
intensity was shown to be proportional to the imaginary part
of the cross-spectrum between the velocity sensors, while
reactive intensity was proportional to the difference of their
auto-spectra.

The suspension system of the neutrally buoyant body
maintains their proper coaxial orientation and simplifies the
mounting of the probe. This suspension does not adversely
affect measurement quality in the frequency range of inter-
est, from 28 Hz to 800 Hz. The lower limit is imposed by the
resonance frequency of the geophones.

The geometry of theu-u intensity probe gave rise to
potential undesirable interaction between the two sensor bod-
ies. However, when the probe was subjected to an effective
150 dB SPL field, the total coupling between the bodies was
shown to be negligible.

A facility to calibrate theu-u intensity probe has been
designed and constructed. Termed the slow wave calibrator
~SWC!, this device is essentially an acoustic standing-wave
guide. The elastic walls of the SWC lower the longitudinal
phase speed of sound from the bulk speed of 1480 m/s to

(35865) m/s. The acoustic wavefronts in the SWC have a
cross-section that is planar within 1 dB. Thus sensors located
at coincident depths are subjected to the same acoustic field.

The u-u probe calibration procedure is based on only
one assumption: that the free surface of the calibrator is an
ideal pressure-release surface. This assumption implies that
the phase between pressure and velocity in the SWC is ex-
actly 90°. A relative calibration of theu-u probe’s velocity
sensor bodies with pressure hydrophones was therefore pos-
sible.

To verify that the two reference hydrophones are phase
matched accurately enough to provide a reliableu-u probe
calibration, ap-p intensity measurement was made using the
hydrophones. The intensity levels measured by theu-u probe
differ only slightly from those measured by thep-p probe.

Differences in level are attributed both to the numerous
pressure and velocity nulls present in the SWC, and to the
antiresonances of the SWC itself. With the exception of
these frequencies, the level of the reactive intensity measured
by theu-u probe matches that of ap-u probe within 6 dB.
This is consistent with the findings of Gabrielsonet al.7 in
which a 10 dB difference existed between measurements
made byp-u and finite differencingp-p probes in a reactive
field.

The u-u probe’s acoustic intensity measurement meth-
odology is viable. Measurements of reactive intensity require
subtracting two nearly equal signals, which theu-u intensity
probe does fairly accurately in the reactive field of the SWC.
On the other hand, measurements of active intensity in a
highly reactive field using a finite differencing technique,
such as ap-p or u-u probe, are difficult to perform accu-
rately. Figures 8~a! and 10~a! show a 20 dB difference in the
active intensity levels measured by theu-u andp-u probes.
Figure 7~a! indicates that this difference is associated either
with the reference transducer phase matching, or the finite
difference approximation employed by both thep-p andu-u
probes. In future applications, thep-u probe is recom-
mended.
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Low-frequency ambient sound in the North Pacific: Long time
series observations
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Long-term statistics of ambient sound in an ocean basin have been derived from 2 years of data
collected on 13 widely distributed receivers in the North Pacific. The data consist of single
hydrophone spectra~1–500 Hz in 1-Hz bands! averaged over 170 s and recorded at 5-min intervals.
Cumulative probability distributions of the ambient sound level show that for the open-ocean arrays
at 75 Hz, sound levels are 3 dB higher than the median level 10% of the time and 6 dB higher 1%
of the time. For the coastal arrays, sound levels are 7 dB higher than the median level 10% of the
time and 15 dB higher 1% of the time. The clearest feature in many of the spectrograms is a strong
annual cycle in the 15–22 Hz band with peak signal levels up to 25 dB above the sound floor; this
cycle is attributed to the presence and migration of blue and fin whales. On average, whales are
detected 43% of the time. Ships are heard 31%–85% of the time on the coastal receivers and
19%–87% of the time on the open-ocean receivers, depending on the receiver. On average, ships are
detected 55% of the time. The correlation coefficient between the sound level in the 200–400 Hz
band and wind speed, determined from satellite and global meteorological analysis, is on average
0.56 for the coastal receivers and 0.79 for the open-ocean receivers. For some receivers, the sound
level in the 12–15 Hz band is correlated with the sound level in the 200–400 Hz band, with a
correlation coefficient of 0.5. ©1999 Acoustical Society of America.@S0001-4966~99!02512-6#

PACS numbers: 43.30.Nb, 43.30.Pc@DLB#

INTRODUCTION

Understanding the variability of ambient sound in the
ocean is essential for investigating air–sea interface pro-
cesses, such as wind, rainfall, snowfall, and breaking
waves,1–4 as well as for monitoring submarine seismic
events and ship traffic.5–7 Understanding ambient sound vari-
ability is necessary for many naval applications. The effect
of ambient and anthropogenic sound, e.g., shipping traffic,
on marine animals has recently been of concern.

Ambient sound has traditionally been characterized by
short-term sound measurements at many locations.8–10 The
goal of the present study is to use long time series of ambient
sound at fixed locations to extend our understanding of the
variability of the sound field and the causes thereof.

In the frequency band 5–500 Hz, the most common
sources of sound are seismic events, whales, ships, and wind-
generated breaking waves. Blue and fin whales vocalize pri-
marily in the range 15–35 Hz.11–13 Humpback whale calls
are in the range 50–1000 Hz;11 only the lower-frequency
~15–35 Hz! sounds are addressed here. The most distinctive
characteristic of ship-generated sound is the acoustic energy
from propeller cavitation at blade-rate harmonics~the funda-
mental frequency is typically around 8 Hz!; additional en-
ergy, both broadband and tonal, is produced by machinery
and shaft rotation. The sound from breaking waves covers a
wide band~at least 0.1–20 kHz!, but the peak frequency
ranges from 200 Hz to 2000 Hz, depending on the type of
breaking wave.14 It has been shown that the sound level in
the range 200–500 Hz is primarily a function of wind speed
and correlates well with the energy dissipated by breaking
waves.1,15,3,16 Sound level is not related to wave height,17

probably because nonbreaking waves contribute to the the
wave-height estimate. If swell is removed from the wave-
height estimate, then the correlation of sound level with
wave height increases significantly.17

Most observations of low-frequency ambient sound have
been sparse and isolated in time and space. Exceptions are a
1-year time series~0.4–30 Hz! from hydrophones near Wake
Island,18 a 3-year time series of sonobuoy data~at frequen-
cies of 50, 100, 200, 440, 1000, and 1700 Hz!,19 and a 2–3-
year study~10–400 Hz! that used several of the same receiv-
ers used here~the last data, taken by Wenz20 in 1963–1966,
have only recently become available to the general public!.
Another relevant observation where the results of acoustic
modeling of the meteorological conditions were correlated
with the ambient sound is a 1-year time series~at 200–300
Hz! from the Greenland Sea.21

The work reported here is a component of the Acoustic
Thermometry of Ocean Climate~ATOC! project.22 Concern
that the acoustic signals used for measuring ocean tempera-
ture change might adversely affect marine mammals led to
obvious questions such as, what fraction of the time does the
ambient sound level exceed a given level, and how does the
ATOC signal level compare with ambient sound levels, lev-
els that were known~in an almost anecdotal fashion! to fluc-
tuate significantly depending on time and location? The
original motivation for the present work is that the data
needed to answer these simple questions did not exist or
were not available. The ambient sound time series reported
here may also be used to address other related questions
about shipping and marine mammal behavior.

This paper is organized as follows. A brief description
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of the data acquisition and processing is given in Sec. I,
followed in Sec. II by a general overview of the data. Spec-
trograms from various receivers and associated statistics of a
general nature are presented. Representative spectra of
ATOC receptions are compared with spectra of the back-
ground ambient sound. A description of whale and ship
sound is given in Sec. III. A neural network is used to clas-
sify spectra according to the presence of each type of sound.
This is followed by a discussion of wind data in Sec. IV. The
sound in the integrated band 200–400 Hz is analyzed to
determine the correlation with wind speed, using wind esti-
mates based on satellite data from the Special Sensor Micro-
wave Imager~SSM/I! and the National Center for Environ-
mental Prediction~NCEP! for the Pacific Ocean. The final
section discusses ramifications of these measurements and
possible new avenues of study.

This paper is primarily descriptive in nature and focuses
on the overall picture of ambient sound and its variability in
time and space.

I. DATA ACQUISITION AND PROCESSING

Time series of ambient sound spectra have been col-
lected using 13 widely distributed receivers, including U.S.
Navy Sound Surveillance~SOSUS! arrays in the North Pa-
cific ~Fig. 1 and Table I!. The measurement equipment at
each site consists of two systems, the receiver~hydrophones,
cable, and amplifier! and a signal-conditioning/data-
acquisition system installed by the Applied Physics Labora-
tory, University of Washington, as part of ATOC.22

The spectra have been corrected for the frequency re-
sponse of the receiver using terminal sensitivity curves pro-
vided by the U.S. Navy. With one exception, no recent cali-
brations of the receiver systems exist. A calibration from 1 to
200 Hz of receiverd ~Ref. 23! compares well with the origi-
nal calibration. However, the measured absolute sound levels
are obviously in error for many of the receivers. Therefore,
all the spectra are plotted on a relative scale, where the me-
dian level at 75 Hz is arbitrarily shifted to 0 dB~i.e., the
units are dBre: median level at 75 Hz!. When comparisons

are made, residuals of the spectrum are used, by either sub-
tracting out a median/mean level or removing a sound floor
~as will be discussed in Sec. II!.

The response of the receivers is given by the terminal
sensitivity as a function of frequency. Signals are band-
passed filtered between 2 Hz and 500 Hz, where the high-
pass filter is due to ac coupling and the low-pass filter con-
sists of a set of two filters. The first is a two-pole Butterworth
filter with the23-dB point at 1000 Hz; the second is another
two-pole Butterworth filter with the23-dB point at 500 Hz.
Signal amplification and analog-to-digital conversion are in-
dependent of frequency from 5 to 1000 Hz.

At 5-min intervals, 170 s of data are sampled at 2000
points per second from three hydrophones. Each sound
sample, or record, is subdivided into 10 groups of 32 768
samples, for a total length of 163.84 s. Power spectra for
each group are ensemble averaged and smoothed over 1-Hz
bins from 0 to 500 Hz. The resulting 501-point spectrum is
saved, and the original sound sample is discarded. Only data
from a single hydrophone on each receiver are discussed
here~in this context there is little difference between the data
collected from the three hydrophones on a particular re-
ceiver!. Outliers occur when hydrophones fail or when
60-Hz signals are present; the affected spectra are discarded.
Large gaps occur in the time series because of equipment
malfunctions on site or damage to the submarine cables con-
necting the hydrophones to shore. Small gaps occur during
ATOC receptions and system administration tasks.

II. OBSERVATIONS—GENERAL OVERVIEW

One of the simplest ways to quantify variability is with a
probability density function~PDF! and its integral, the cu-
mulative probability distribution function~CPDF!. The
CPDF of 1-Hz-wide spectral levels~in decibels! for the data
collected here was computed for the frequency range 5–500
Hz. The results for receiverd are given in Fig. 2. The curves

FIG. 1. Map showing the locations of receivers used in this study.

FIG. 2. Cumulative probability distribution function for receiverd, derived
from all of the spectra from receiverd. The curves show the sound level, in
decibels re median level at 75 Hz, that is exceeded 99%, 90%, 50%, 10%,
and 1% of the time at a particular frequency. Overlaid on the cumulative
probability distribution is a spectrum from October 1995 showing both a
whale signal and a nearby-ship signal with tonals at intervals of roughly
8 Hz.

TABLE I. Locations of receiversd, e, andf ~WGS84 coordinate system!.

Receiver Latitude Longitude Depth

d, Point Sur 36° 17.9488 N 122° 23.6318 W 1359 m
e, San Nicolas South 32° 54.9138 N 120° 22.5488 W 1106 m
f, San Nicolas North 33° 22.6148 N 120° 36.9138 W 1094 m
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show the sound levels that are exceeded a certain fraction of
time as a function of frequency relative to the median level at
75 Hz. The measured median levels at 75 Hz for receiversj,
k, l, m, andn are 81.2, 80.5, 80.2, 82.6, and 83.7 dB, which
are within a reasonable range of values for ocean ambient
sound;10 the measured median levels for the other receivers
differ from these by more than 10 dB and are considered
unrealistic. The CPDFs for all the receivers are shown in Fig.
3. The ‘‘whale’’ peak near 17 Hz is evident even in the
median curve; such a peak indicates that the sound level at
17 Hz is greater than the levels at other frequencies for the
same percentage of time. The relative increase in spectral
level in the 30–100 Hz band reflects the ubiquity of ship
sound. The skewness of the probability distribution varies
with frequency. For the lower frequencies, the distribution is
positively skewed, similar to a Rayleigh distribution.24 For
the higher frequencies, the distribution is almost symmetri-
cal.

The spectra for coastal receiverse– i have a peak at
about 350 Hz~Fig. 3! which has a level similar to the band
where ship sound is dominate, i.e., 30–100 Hz. Receiverd is
also near the coast but shows no peak of similar strength.
Interestingly, ambient sound spectra measured by Wenz20

more than 30 years previously, using some of the same
coastal receivers as used in this study, show that the ship
sound peak near 50 Hz was about 10 dB higher than the level

at 300 Hz. Also sound due to ship traffic has increased on the
long term.25 At this time we do not have an explanation for
the anomalous strength of the peaks at 350 Hz in the spectra
for receiverse– i .

Since our primary concern is the variability in sound
level with time, we first subtracted the ‘‘sound floor’’~the
site-dependent, frequency-dependent threshold that is ex-
ceeded 99% of the time! to make this variation clearer. When
looking at the resulting spectrogram for receivero ~Fig. 4!,
the eye is first drawn to the feature at 15–22 Hz that has an
annual cycle with a peak-to-peak amplitude of approximately
25 dB. This feature is attributed to the vocalizations of fin
whales. The ridge is very clear and peaks roughly at 17 Hz.
Although this feature covers 7 Hz, the signal is loudest at
roughly 17 Hz. The variation in bandwidth is most likely due
to the nature of the different whale calls. In spectrograms for
receiversd, e, and f, harmonics of 17 Hz can also be seen
which are characteristic of blue whales.12,26,27 The lack of
harmonics at receivero @Fig. 4~bottom!# suggests that only
fin whales are vocalizing near this receiver. It is not known if
these vocalizations are from many whales, a few whales vo-
calizing nearly continuously, or some combination thereof.
Calls of other whale species are not prominent in these data,
and no work has yet been done on identifying signatures of
other species.

Another noticeable feature in Fig. 4 is intermittent peri-
ods of increased sound level that are highly correlated over
200–500 Hz and have time scales of 1 day. These high
sound levels are caused by high winds associated with
storms. To obtain a different perspective on the variability of
ambient sound, we also computed the covariance matrix,C
5C( f 1 , f 2), which gives the covariance of the spectral levels
at frequenciesf 1 and f 2 . For receiverk @Fig. 5~top!#, the
variance at 200–500 Hz is highly correlated over the whole
band ~correlation coefficient.0.8! and is also correlated
with the energy in the 12–15 Hz band~correlation coefficient
0.6!. It has been suggested18,20 that this low-frequency com-
ponent is associated with distant wind events; using data
from hydrophones near Wake Island, McCreeryet al.18 ob-
tained correlation coefficients of 0.66 and 0.7 between wind
speed and the sound levels at 10–12 Hz and 12–14 Hz.
While shipping noise is not very evident in the record for
receiverk, the whale component at 17 Hz is clear, with no
correlation with other frequencies. In contrast, the covariance
for receiveri @Fig. 5~bottom!# is largely dominated by ship-
ping, with the fundamental frequency~9 Hz!, the higher har-
monics, and the wide-band noise quite evident.

In the high-temporal-resolution spectrograms, the pres-
ence of tonals at ship blade rates shows up as bright lines,
typically at the lower harmonics~8 Hz, 16 Hz, 24 Hz, etc.!.
The lines are too intermittent to show up in the long-term
averaged spectrograms because the duration of a ship event
is typically about an hour. In high-resolution spectrograms,
one can see a correlation between the ship tonals and the
broadband sound associated with them.

In the last few years there has been considerable interest
in the effect of manmade sounds on marine mammals. One
of the original motivations for this study was to compare the
ATOC signal with ambient sound. ATOC signals are broad-

FIG. 3. Cumulative probability distribution function for every receiver, de-
rived from the spectra for all 13 receivers. The curves show the sound level,
in decibels re median level at 75 Hz, that is exceeded 99%, 90%, 50%, 10%,
and 1% of the time at a particular frequency. Receiversd– i are coastal, and
the other receivers are located in the open ocean. Since the time sampling
was somewhat irregular, with record lengths between 1 and 2.7 years, there
may be biases due to seasonal and other effects.
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band m-sequences28 with a center frequency of 75 Hz, a
bandwidth of 37.5 Hz, and a source level of 260 W, or 195
dB re: 1 mPa at 1 m. The range from the ATOC source on
Pioneer seamount to receiverd is 148 km. Measurements of
the ATOC signal at receiverd show that the ambient sound
at receiverd is louder than the ATOC signal about 8% of the
time, or 120 min per day~Fig. 6!. For the particular spectrum
shown, shipping and possibly fin or blue whale harmonics
dominate the spectrum. At a range of 34 km~18 nautical
miles! from the source, the ambient sound level would be
greater than or equal to the ATOC signal level 2% of the
time ~assuming cylindrical spreading and the same ambient
sound statistics as along the path between the source and
receiverd!. For an average ATOC source duty cycle of 2%,
or 30 min per day, the ATOC signal level is not anomalous
~i.e., higher than the range of ambient sound levels! until the
range to the ATOC source is less than 34 km.

In the following sections, we discuss the statistics of
ambient sound due to whales, ships, and wind in more detail.

III. WHALE AND SHIPPING SOUND

Fin whales produce series of pulses which, after averag-
ing, show as a peak in the spectrum at 15–22 Hz.29 Blue
whales produce long patterned sequences of a part A~ampli-
tude modulated series of pulse! and a part B~downsweep
with strong harmonics! signal.30–34This is evident as a peak
at 15–22 Hz, as well as harmonics at 34, 51, and 68 Hz
which can be quite visible in a spectrogram. Figure 7 shows
receptions at 17 Hz, which was used to represent whale vo-
calizations. Some receivers (n,o,p) show large changes with
time, of the order of 25 dB peak to peak, while others
(g,h,i ) show little or no changes. The northern coastal re-
ceivers~h and i! show a small seasonal variation at 17 Hz.

FIG. 4. Spectrogram measured on
open-ocean receivero. The spectro-
gram is relative to the sound-floor
spectrum~i.e., the sound level that is
exceeded 99% of the time in Fig. 3!.
~top! Spectrogram for November
1994–January 1997. Because of the
amount of data involved, the data dis-
played are 1-day averages.~bottom!
Spectrogram measured on receivero
for about 3 days in 1994, showing
higher temporal resolution. Each indi-
vidual 3-min spectrum is plotted.
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Although not shown, only the coastal receivers off California
(d,e, f ) show evidence~i.e., harmonics! of a strong blue
whale signature.

Preliminary work has been done on classifying spectra
based on the presence of whale and shipping sound. In an
experiment run on the Stuttgart Neural Network simulator,35

we trained a simple neural network to classify whether whale
or ship sound was present in a spectrum. The experiment
utilized a two-layer feed-forward neural network with an in-
put layer consisting of normalized spectral levels from 5 to

104 Hz in 1-Hz increments. The average spectral level was
removed, and the input values were then normalized with the
peak value before being used. The training data were se-
lected subjectively; spectra were identified by eye as to
whether ship or whale~blue and/or fin! signatures were
present or absent. Sample spectra were collected from the
data sets for each receiver and then combined to form the
training and validation sets. The network correctly classified
92% of the spectra used in training and 90% of the validation
spectra that were held in reserve for evaluating the perfor-
mance of the network~Fig. 8!. The neural network produces
a continuous measure of detection, 0,D,1, with a 0 being
a perfect nondetection and a 1 being a perfect detection. We
takeD.0.5 to indicate a detection.

Because the training and validation data were selected
by eye, it is quite possible that the subjective classifications
were not always correct. An attempt was therefore made to
avoid overfitting the network, i.e., to accept a less than per-
fect performance on the training data. By avoiding overfit-
ting, it was hoped that the neural network would generalize
to other spectra that it was not trained on.36 As can be seen in
Fig. 8, the resulting network can detect whether a spectrum
contains ship or whale components.

Figure 9 shows the neural network response when clas-

FIG. 6. Cumulative probability distribution function for ambient sound lev-
els at receiverd ~as in Fig. 3! along with the average spectra over a 20-min
ATOC reception arriving from Pioneer Seamount 148-km distant. The
ATOC data were low-pass filtered at 114 Hz.

FIG. 7. Time series at 17 Hz, the peak of the whale band, for the various
receivers. Each curve is shifted 25 dB.

FIG. 5. Sound-level power-spectrum covariance matrices computed for
~top! receiverk and ~bottom! receiveri when using all the data. The color
scale is in decibels squared.
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sifying whale receptions at receiverse and p. Receivere
shows a definite seasonal signal@Fig. 9~top!#. The ‘‘whale
season’’ starts quite abruptly in mid-July and ends in Janu-
ary. For receiverp, the whale season starts in late August and
ends in March@Fig. 9~bottom!#. Surprisingly, there appear to
be more ship detections for receiverp, an open-ocean re-
ceiver, than for receivere, a coastal receiver. Receiverp is
near the United States–Far East shipping lane, whereas re-
ceiver e is seaward of San Nicolas Island and may be
shielded from shipping lanes by local bathymetry.20

The whale detections have a distinct bimodal appear-
ance: in most cases, the algorithm is sure that whale vocal-
izations are or are not present@Fig. 10~a!#. In general, the
whale season starts in the summer and ends in the winter; in
most cases, the beginning and end are distinct events. On
average, whales are detected 43% of the time~Table II!. The
average increase in level at 17 Hz varies from 2 dB at re-
ceiverg to 9 dB at receivero.

The variation in the network’s response is much more

continuous for ship detections@Fig. 10~b!#. Perhaps this is
not so surprising given the wider variety of ships compared
to whales. On average, ships are detected 55% of the time;
this varies from a low of 18% for receivero to a high of 87%
for j. As with receiverp, receiverj is probably hearing the
shipping going between the United States and the Far East,
whereas receivero is an open-ocean receiver between Cali-
fornia and Hawaii where little ship traffic is expected. A
seasonal cycle may be present for receiversn and o @Fig.
10~b!#.

IV. WIND SOUND

In Fig. 4 the sound due to high wind is evident as events
several days long in the frequency range of 150–500 Hz.
Since the wind speeds above the receivers vary seasonally,
this suggests that the ambient sound level would also vary
seasonally. A seasonal cycle is found in sonobuoy data~of
the order of 10 dB peak to peak!19 and in the earlier work of

FIG. 8. Subjectively selected data
~bottom panels! used to train a neural
network to detect ship events~top pan-
els! and whale events~middle panels!.
~top! Ships/no whales;~bottom! no
ships/whales.
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Wenz ~5 dB peak to peak on some receivers!.20 However, a
seasonal cycle is not evident in the data for most of the
receivers~exceptions may ben and p!, possibly because of
sizable gaps in the time series.

In the following subsections we first describe a very
simple model to predict the sound level due to wind. This
model integrates the effect of the wind over the ocean sur-
face. The variations of the model-predicted sound level are
compared to the variations of the observed sound level in the
200–400 Hz band. We also compare the variation in sound
level measurements in the 200–400 Hz band with indepen-
dent estimates of wind speed.

A. Zeroth-order model

In the zeroth-order approximation, sound propagates in a
straight line from a source on the surface to a receiver in the
water. Thus any surface sound source, such as breaking
waves, contributes to the signal received at a hydrophone
located on the ocean floor. As the distance from the hydro-
phone increases, the signal received from any single source

decreases, but the area of possible contributing sources in-
creases. Because of chemical absorption of sound, there is a
range at which the presence or absence of sources ceases to
be significant. We consider this range the effective listening
radius~see the Appendix!.

The effective listening radius imposed by absorption is
an upper bound, as the sound also undergoes attenuation due
to scattering by internal and surface waves. This upper
bound could be used to truncate numerical integration in
ocean acoustic propagation models. Thorp’s expression for
the attenuation coefficient37 gives the effective listening radii
for frequencies of 200 Hz and 400 Hz as 1650 km and 650
km, respectively~Fig. 11!.

Because significant energy is contributed from sources
at long ranges~until the energy is attenuated by chemical
absorption!, such sources should be considered when pre-
dicting the received levelI r . If sources with intensityI i are
specified on a grid, then a crude estimate of the intensity at a
receiver is

FIG. 9. Responses of neural network
for whale and shipping detection along
with corresponding spectrograms for
~top! receivere and ~bottom! receiver
p.
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I r5(
i

a i I i , ~1!

wherea i is the attenuation due to spreading and absorption
along a path connecting the receiver and grid pointi. If the I i

values are known from a specified distribution of wind
speed, then this method should be superior to simply using
the intensity predicted from the wind speed above the re-
ceiver to obtainI r .

B. Long-term comparisons: SSM/I winds and NCEP
winds

Wind fields have been obtained using data from two or
three satellites equipped with Special Sensor Microwave Im-
agers~SSM/Is! and from a reanalysis project at the National
Center for Environmental Prediction~NCEP! ~where data
gathered over the past few decades have been reanalyzed
using one consistent methodology!. The wind speeds deter-
mined from the SSM/I data cover a 50-km-wide swath and
are available twice a day, but values are not available for
pixels where there is rainfall. The satellite orbit is sun-

FIG. 10. Daily mean network response for~a! whale-produced sound and~b! ship-produced sound for each receiver.

FIG. 11. Effective listening radiusRe plotted as a function of frequency;
(Re , f )5bI (`, f ), whereb has values of 0.90, 0.95, and 0.99. This assumes
a homogeneous distribution of sound sources over the ocean surface.

TABLE II. Percentage of time that ships and whales were detected by the
neural network.

Receiver
Ships
~%!

Whales
~%!

d 71.6 38.1
e 31.4 48.0
f 44.2 58.4
g 51.8 24.5
h 84.9 40.6
i 84.1 25.3
j 86.9 51.6
k 32.9 43.0
l 60.6 58.0
m 52.3 74.9
n 22.2 15.7
o 18.5 28.2
p 76.4 59.3
all 55 43
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synchronous with a period of 102 min. The SSM/I data files
were processed using the Wentz algorithm38 and formatted
into quarter-degree pixels~courtesy of Remote Sensing Sys-
tems!.

The NCEP wind data have a 12-h time step and are
formatted into approximately 1° pixels. Unlike the SSM/I
wind data, the NCEP data do not contain pixels with missing
data. The NCEP data were thus easier to use, but in order to
ensure that the same time scales were being compared, the
acoustic data were low-passed filtered~over 12 h! before
being compared with the NCEP data. The NCEP analysis
does not include SSM/I data.

The observed sound levels, integrated over the band
200–400 Hz, were compared with the different wind prod-
ucts in two ways: The sound levels measured at each receiver
were compared with wind estimates derived from the over-
head pixel, and with the levels predicted when using a simple
model incorporating the SSM/I or NCEP wind estimates.
The correlations between the observed sound levels and the
NCEP winds estimated from the overhead pixels are gener-
ally the same as the corresponding correlations for the SSM/I

winds ~Table III!. There is slightly more scatter in the rela-
tionship between NCEP wind speed versus sound level than
in SSM/I wind speed versus sound level. For each receiver,
correlations were computed for when the wind speeds were
greater than 5 m/s and when they were less than 5 m/s. In
general, the time series of wind speed in the overhead pixel
of any receiver correlated well with the integrated sound
level in the band 200–400 Hz~Fig. 12!.

Figure 13 shows the relation between the sound level
and the logarithm of the wind speed estimated from the
SSM/I data. There is a clear difference in the slope of the
relation for wind speeds less than 5 m/s and for wind speeds
over 5 m/s. Below 5 m/s there is little if any correlation. For
the SSM/I data, receiversh, i, j, k, l, andm had correlations
less than 0.1 at low wind speeds~see Table III!. Receiverse
and p had the highest correlations at low wind speeds, 0.3
and 0.4, respectively. This suggests that for low wind speeds
and frequencies of 200–400 Hz the source level could be
considered a constant or at least unrelated to wind speed.

Above 5 m/s, receiversd, g, h, and i had low correla-
tions with the SSM/I winds, less than or equal to 0.5; the
balance of the receivers had correlations between 0.6 and
0.8. The correlations reached the 0.8 level for receiversk, l,
m, n, andp. Using NCEP data, all the receivers exceptd, h,
and i have correlations in the range 0.6–0.8.

Some of the overhead comparisons with SSM/I data are
poor, specificallyd, g, h, andi. Those receivers are near land,
and the presence of nearby land is likely contaminating the
SSM/I wind estimate. The NCEP winds at the land/sea
boundary have larger errors also. For receiverd, the number
of SSM/I data points is small, and that would limit the cor-
relation as well.

When running the simple model to predict the received
sound level due to wind distributed over the ocean surface,
we used SSM/I pixels within 1000 km of a receiver to find
wind speeds at several time periods during a day. The wind
speeds were then averaged over all data available for that day
for a particular pixel to produce a daily average for that
pixel. Using the Chapman and Cornish15 relationship (NL
5B120g logn, whereNL is the sound level,n is the wind
speed, and the other parameters (g,B) are determined em-

FIG. 12. SSM/I wind speed~dashed line! compared with observed sound
level ~solid line! at receiverp at times corresponding to the SSM/I measure-
ments.

FIG. 13. Comparison of sound level received in the 200–400-Hz band at
receiverp and SSM/I wind speed estimated from the pixel over the receiver.

TABLE III. Correlations of SSM/I and NCEP winds with observed sound
levels.

Receiver

SSM/I NCEP

,5 m/s .5 m/s 1Model ,5 m/s .5 m/s 1Model

d 0.11 0.34 0.29 0.01 0.35 0.29
e 0.30 0.61 0.72 0.35 0.62 0.73
f 0.23 0.63 0.68 0.40 0.64 0.72
g 0.23 0.49 0.49 0.06 0.71 0.65
h 20.02 0.42 0.41 0.08 0.53 0.49
i 0.07 0.39 0.46 0.21 0.48 0.49
j 0.05 0.72 0.65 0.09 0.69 0.75
k 20.01 0.82 0.66 20.01 0.74 0.82
l 20.06 0.82 0.60 0.05 0.75 0.74
m 0.07 0.84 0.60 0.05 0.71 0.75
n 0.15 0.79 0.73 0.20 0.83 0.86
o 0.18 0.73 0.69 0.25 0.66 0.79
p 0.38 0.83 0.72 0.20 0.75 0.84
all 0.65 0.59 0.65 0.69
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pirically! between wind speed and sound source level, we
converted the daily averaged wind speed field to a sound
intensity field and calculated the sound level at a receiver
from Eq. ~1!. The time series of observed sound levels were
low-passed filtered~1 day for SSM/I and 12 h for NCEP! and
compared with the levels predicted from the SSM/I and
NCEP wind fields. Numerical results are given in Table III,
and the results for the NCEP winds and receiverp are shown
in Fig. 14. The NCEP/model values correlate slightly better
than the NCEP wind speeds in the overhead pixel with the
observed levels; the average correlations are 0.69 and 0.65,
respectively. However, the reverse is true for the correspond-
ing SSM/I comparisons, with wind speed in the overhead
pixel being correlated slightly better than the SMM/I model
values; the average correlations are 0.65 and 0.59, respec-
tively.

For all the receivers, the model predictions when using
the NCEP wind fields are better than the corresponding
SSM/I predictions. The model predictions when using the
NCEP winds had better correlations than the predictions
when using the SSM/I winds for receiverse, f, i, j, n, o, and
p, sometimes as much as 0.1 better. In some cases, though,
the model/NCEP correlation was less than that for the other
receivers, as much as 0.1 less.

According to the model, almost all the sound is from
distant and not overhead sources. In fact, the depth of the
receiver is almost irrelevant, as the ratio of the energy re-
ceived from sources within 12 km~one SSM/I pixel! to the
energy received from sources beyond 12 km is about 1:25
irrespective of any reasonable receiver depth. If the local
sound sources were in-phase and the distant sources were
out-of-phase, then the local sources might dominate the mea-
sured sound level. The correlations for the overhead data and
for the model data are similar; this probably indicates that
the correlation length of the wind field is large.

It is conceivable that high-frequency noise associated
with shipping might affect the correlation estimates. Using
the neural network described earlier, we removed the spectra
in which shipping sound was detected (D.0.5) from the
wind data set before correlating the measured data sound

levels with the SSM/I wind time series in the pixel above the
receiver. For receiversj, k, and l, the presence of shipping
was so high that the amount of data available for the corre-
lation estimate was significantly reduced, and the correlation
between the observed level and the SSM/I wind was smaller.
Otherwise, the presence or absence of spectra with shipping
noise did not affect the correlation between the observed
sound level and wind speed.

V. DISCUSSION AND CONCLUSIONS

In this paper we have investigated the long-term statis-
tics of whale, shipping, and wind-generated sound in the
North Pacific Ocean using data from many geographically
distributed, fixed receivers. The CPDFs that are now avail-
able are powerful reference data for designing acoustic ex-
periments.

The whale component of ocean ambient sound is only
now becoming more fully appreciated as one of the major
sources of sound in the ocean. The fact that, on average, it is
detected in 43% of the time in the receiver spectra~the range
is 18%–59%, depending on the receiver! indicates its ubiq-
uity. On some receivers the annual variation in level can be
as much as 25 dB; on average, the difference is 2–9 dB. The
distinct seasonality of the signal suggests questions such as,
where are the whales during the quiet times~March–July!?
Are they simply not vocalizing? The latter strikes an incon-
gruous chord given their apparent social character. Ideally,
there would be a global network of acoustic sensors to moni-
tor migration patterns and to determine whether effects such
as El Niño perturb the migrations.

If the sound of whales is ubiquitous, the sound of ships
is even more so. On average, ships are detected in 55% of the
time in the spectra~the range is 18%–87%, depending on the
receiver!. The levels of ship sounds received on single hy-
drophones are typically 10 dB above the background level
@Fig. 8~a!#, but the levels cover a wide range~Fig. 3!.

The wind analysis given here is a large-scale compari-
son between global-scale wind products~satellite data and
meteorological analyses! and measured acoustic sound lev-
els. The analysis indicates that the forward problem of pre-
dicting the sound level at a receiver is working reasonably
well. In fact, we consider the average correlation of 0.69
between the measured sound levels and the NCEP model
results to be quite good. The NCEP product has no formal
error bars associated with it, but errors of 1–2 m/s are ex-
pected over the open ocean and even larger errors are ex-
pected near the coast, especially since so few direct oceanic
wind measurements are assimilated into the NCEP meteoro-
logical model. Also, the estimated errors for SSM/I winds
are 1 m/s and are probably larger near the coast. The average
NCEP model correlations are 0.56 for the coastal receivers
and 0.79 for the open-ocean receivers.

A natural next step in this analysis will be to use a more
sophisticated acoustic propagation model that includes fre-
quency dependence to see if the results are affected. Further-
more it would be worthwhile to compare the ambient sound
levels with a modeled surface wavefield as has been done
previously with good results.21

FIG. 14. Comparison of sound level received in the 200–400-Hz band at
receiverp and sound level predicted using the simple model and NCEP
wind speed fields at receiverp.
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The formula given in Eq.~1! for estimating the received
intensity given the distribution of noise sources suggests that
it could be inverted to obtain the surface intensity if there
were a sufficient number of data points to make the problem
‘‘well’’ determined. We are investigating using beam data
from each receiver as one possible way of obtaining suffi-
cient data to reconstruct the distribution of the surface sound
field. The distribution of vocalizing whales and shipping
could be more successfully determined using the above
scheme because of the lower attenuation at lower frequen-
cies.

At the receiver closest to the ATOC source~receiverd,
148 km away!, the ambient sound is louder than the ATOC
signal, on average, 2 h per day; the ambient sound and the
ATOC signal would be of comparable magnitude only at
ranges less than 34 km from the transmitter. It is clear that
ship sound is a major source of sound in the band 15–100
Hz, and yet the cumulative effect of years of such sound on
marine life is unknown.

A failing of the present data set is the lack of absolute
calibration of the system. Performing a direct calibration is
costly and difficult. It may be worthwhile to investigate the
use of the ‘‘Holu Spectrum’’ between 0.4 and 6 Hz to set the
absolute level.18 However, additional questions would still
remain; for instance, is the ‘‘hump’’ at 350 Hz shown in Fig.
3 for most of the coastal receivers real or an artifact of the
present measurement system? The average spectral curves
plotted by Wenz20 start to increase with frequency at 200 Hz,
not at 100 Hz as we observe, and show no abrupt peaks at
350 Hz such as we observe.

We did not address ambient sound of seismic origin
here, as the data collected consist of average spectra which
do not show the details of the typical low-frequency, tran-
sient seismic signal. Seismic signals in the ocean have been
treated by other researchers.5,6 It is clear that in the future, as
we try to split the spectrum further into its components, tran-
sient signals, seismic, and others, as well as signals from
other whale species, will have to be included in the analysis.

Currently we do not have an explanation for the 12-Hz
wind signal observed at receiverk. This is an area for inves-
tigation by future research.

With the present data it is difficult to extrapolate results
away from the the point receivers. We expect that by using
data from beamforming arrays, we will be able to improve
our spatial resolution and perhaps even attempt to invert Eq.
~1! to obtain the geographic distribution of sound sources. In
this context, the 12-Hz wind signal and the 17-Hz whale
vocalizations will play a role.
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APPENDIX

Consider a very simplified ocean~no convergence
zones, etc.!, where the intensity per unit surface area isI 0

and a signal is attenuated by two possible mechanisms: loss
due to spreading~spherical or cylindrical! and loss due to
absorption. Although representing the surface sources as di-
poles is more realistic and is necessary for a hydrophone near
the surface,39,16 for simplicity we will ignore the ray angle
from the source to the hydrophone and consider the surface
sources to be monopoles. If we represent the loss mechanism
as spherical spreading out to some transition radiusr T and as
cylindrical spreading for greater radii, the expressionI r for
the intensity received at the hydrophone is

I r5I 0E
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anda is the chemical absorption at the frequencyf of inter-
est.

The solution is then

I r~R, f !52pI 0H F ln~as!1 (
k51

`
~2as!k

k•k! G
d

~r T
2

1d2!1/2

1
a

2 F2
exp~2as!

a G
~r T

2
1d2!1/2

~R21d2!1/2J . ~A2!

As the first term is a constant, the second term shows that
I r(R, f ) has a limit asR→`. Thus it is possible to define an
effective listen radiusRe such thatI r(Re , f )50.95I r(`, f ).
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moment and model-based imaging algorithms
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Ambient noise can be used to produce images of submerged objects using the mean intensity of the
backscattered energy, a technique coined ‘‘acoustic daylight’’ because of its direct analogy to
vision. It is suggested that there may be substantial additional information in higher moments of the
data. At high frequencies~.10 kHz!, absorption suppresses long-range propagation so that a
received signal is largely dependent on the local geometry, source characteristics, and the scattering
properties of interceding objects. It is shown that for snapping shrimp~Cragnon, Alpheus, and
Synalpheus! illumination ~the primary sources in warm shallow water above a few kHz!, significant
information is embodied in the second temporal moments of intensity. There is no visual analog to
this concept, which suggests a broader imaging approach which may be termed ambient noise
imaging~ANI !. Another ANI technique explored is the use of spatial cross correlation, which works
well and also has no visual analogy. A model-based processor~Kalman filter! is also applied to track
targets subject to highly variable illumination such as provided by snapping shrimp. Examples are
presented using data provided by Scripps Institution of Oceanography from the initial deployment
of the Acoustic Daylight Ocean Noise Imaging System~ADONIS! in San Diego. ©1999
Acoustical Society of America.@S0001-4966~99!01711-7#

PACS numbers: 43.30.Pc, 43.20.Fn, 43.30.Wi, 43.30.Gv@DLB#

INTRODUCTION

The possibility of using ambient noise in the ocean as
the sole source of illumination to form images of submerged
objects emerged about a decade ago, beginning with precur-
sory ideas about objects causing ambient noise shadows.1

Professor Buckingham and colleagues developed this early
idea into the more complete concept of ‘‘acoustic daylight’’
~AD!,2 which included the possibility of increased illumina-
tion from ‘‘front-lighting’’ in addition to silhouetting by
‘‘backlighting.’’ These ideas are based on an analogy with
optical vision, where the visual clues are all spatial, the hu-
man eye response being too slow to detect temporal variabil-
ity in optical illumination under normal circumstances. This
analogy is overly restrictive for the ocean acoustic case,
where significant variations in the acoustic illumination oc-
cur on a time scale long compared to the sensors’ response
time and sampling interval. Tracking these variations, in-
cluding a statistical description, offers additional possibilities
for imaging. The optical analogy also breaks down when
considering the angular resolution that can be achieved, the
wavelengths of sound in water being much larger with re-
spect to practical acoustic apertures. The human eye has an
aperture about 104 times the wavelength of visible light,
whereas acoustic apertures are typically 102 wavelengths or
smaller. Similarly, diffraction is expected to play a greater
role as scattering objects are smaller in terms of wavelengths
than for visible light.

An ‘‘Acoustic Daylight Ocean Noise Imaging System’’
~ADONIS! was constructed at Scripps’ Institution of Ocean-

ography~SIO!. ADONIS used a 3-m-diam spheroidal reflect-
ing lens to beamform incoming energy over the aperture onto
126 receivers in the focal plane, each of which thus provided
an output associated with a unique ‘‘look-direction.’’ A
largely analog electronics package was developed to estimate
the average acoustic amplitude received in 16 frequency
bands from 8 to 80 kHz. This estimation was performed for
each channel by a switched-capacitor filter whose center fre-
quency was shifted to each of the 16 frequencies in turn,
followed by a ‘‘fallow’’ settling period before beginning
again at the lowest frequency. The pressure signal in each
frequency band was rectified and integrated over a 2-ms time
window, approximately 30 times a second. Of these 30
‘‘frames’’ each second, an average of 24 were received and
recorded by the surface data acquisition and display system
as validated corruption-free data frames. The amplitude at
each frequency was therefore observed and recorded for a
total of some 48 ms each second, representing approximately
5% of the time. Since no phase information was available,
and the ambient noise sources are many and presumed inco-
herent with one another, the recorded acoustic amplitudes
have in all cases been squared to give power estimates before
further processing. It is these acoustic power values that we
shall treat as the raw input data. No raw time-series data are
available from ADONIS.

The theoretical possibility of imaging using the AD
technique became demonstrated fact with the first deploy-
ment of ADONIS in 1994 which yielded images of arrange-
ments of 131 m2 target panels placed at 38-m range.3 The
AD images from that deployment generally display a signal-
to-noise ratio of 2–4 dB. A high contrast is unlikely to be
observed in AD images due to the reduced angular resolutiona!Electronic mail: johnp@arl.nus.edu.sg
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and diffraction effects which ‘‘fill-in’’ geometric shadows. In
addition, optical images are often formed from viewing scat-
tered illumination from a few very bright sources, whereas
underwater ambient noise is anticipated to be more isotropic,
generating milder contrasts. Finally, ambient noise is likely
to be statistically complicated both in time and space, and
arise from several possible source mechanisms. This poses a
problem, since a variation in noise intensity could arise ei-
ther from scattering from an object moving through the field
of view, or by natural variations in the noise generating
mechanisms. In the ADONIS deployment which provided
the data for this work, the sources were snapping shrimp of
unknown species~possibly Cragnon, Alpheus, or Synal-
pheus!, a conclusion we will discuss later. These sources are
known to inhabit areas offering some shelter on the bottom
or on structures and to ‘‘snap’’ episodically,4,5 thus provid-
ing substantial source structure in both time and space.

Rather than consider temporal variations as ‘‘noise,’’ to
be suppressed by averaging, in late 1995 the Acoustic Re-
search Laboratory~ARL! of the National University of Sin-
gapore~NUS! began to explore the possibility that the vari-
ability itself could contain information. We show that image
information resides in the variance of the acoustic intensity
in each pixel, or look direction. Image information can also
be extracted from spatial cross correlations of the acoustic
intensity data. These are both second-order moments of the
acoustic intensity. Furthermore, we demonstrate that a
model-based processor is able to estimate the presence of
targets more reliably in sporadic and unreliable illumination
conditions than a linear estimator based on raw data.

I. AMBIENT NOISE SOURCES RELEVANT TO THE
EXPERIMENT

Immediately on entering the water in preparation to de-
ploy ADONIS, the experiment divers heard the characteristic
‘‘crackling’’ of snapping shrimp. This sound could also be
heard during quiet periods from within the hull of the Off-
shore Research Buoy~ORB!, the floating platform we used
to support our surface equipment. The sound of echolocating
dolphins from the nearby NOSC pens were also heard inter-
mittently by our divers. ADONIS often received a marked
increase in acoustic power at high frequencies if oriented to
the right of the target range used in the experiment, towards
the pens. The imaging experiments were all conducted along
a line free of this interference, and in any event the dolphins
became disinterested as time wore on and echolocated on our
site less and less.

During the experiment the sea state was mostly 0, and at
most 1, with little or no wind. No precipitation fell during
data collection. An observer on ORB’s deck communicated
by VHF to the ADONIS operators to cease data acquisition
if any motorized vessels approached. Many of the datasets
were taken late at night when boat traffic was at a minimum,
offering more opportunity to collect boat-free data and with-
out the possible interference of noise from crews working on
vessels tied up or moored nearby.

Although no raw acoustic time series was recorded dur-
ing the experiment, such data were taken at a subsequent
ADONIS deployment at the same site and have generously

been made available to us by SIO. A representative excerpt
of these data, spanning a period of 4 s, is shown in the upper
panel of Fig. 1. The characteristic broadband impulsive
‘‘spikes’’ of the shrimp snaps are clearly seen, with the
maximum pressure over the 1-s period exceeding the average
level by over two orders of magnitude. A spectrogram of this
data, shown in the lower panel of Fig. 1, confirms that the
sharp impulsive transients dominate the spectral energy dis-
tribution over the entire bandwidth of ADONIS, 8–80 kHz.
The data in Fig. 1 are similar to those taken from Scripps’
Pier, 14 km to the north, shown in Fig. 1 of Buckingham and
Potter’s ‘‘Sea Surface Sound 94’’ paper.6 The high-
frequency ambient noise at Scripps’ Pier is also dominated
by snapping shrimp, and the individual snaps have been tri-
angulated by short arrays of hydrophones~Jeff Nystuen, per-
sonal communication!. Indeed, one expects any shallow~less
than 60 m! warm ~.11° C! coastal waters offering some
sheltering materials to be populated by snapping shrimp.7

One suspects from the appearance of Fig. 1 that snap-
ping shrimp noise, if considered as a random process, is non-
Gaussian. Indeed, it fails the chi-squared test for normal dis-
tributions. It has been noted elsewhere8 that snapping shrimp
noise from a variety of locations~including the experimental
site! exhibit the robust property of a log-normal distribution
of energy with time. As Fig. 1 illustrates, such noise is char-
acterized by relatively quiet periods of many milliseconds,
punctuated by energetic narrow pulses of shrimp clicking. A
measure of the extreme transient pulse nature of snapping
shrimp noise is provided by the scintillation index SI~nor-
malized variance of intensity! given by

SI5
^I 2&2^I &2

^I &2 , ~1!

where I is the acoustic intensity~proportional to pressure
squared! and ^ & indicates the ensemble average.9 The value
of the SI increases as extreme values of acoustic pressure
become more common. For a zero-mean normally distrib-
uted random pressure variable, the SI52 irrespective of the
mean power level. For the data from the ORB site in Fig. 1,
the value of the SI exceeds 500.

Examining ADONIS data from pixels subsequently
identified as being oriented towards ‘‘target’’ and ‘‘nontar-
get’’ directions reveals that both types display approximately
log-normal statistics. The ORB data usually display ‘‘front-
lit’’ target conditions, we suspect as a result of the geometry
of the Marine Facilities Pier to which ORB was tied and
which, therefore, was behind ADONIS. The Pier very likely
harbored considerable colonies of snapping shrimp. The pre-
vailing ‘‘nontarget’’ noise is also shrimp, likely scattered
about other structures and on the sea bed, but of a generally
lesser intensity.

II. PRINCIPLE OF HIGHER-ORDER TEMPORAL
MOMENT IMAGING

We proceed to the reasoning behind the ideas of tempo-
ral higher-moment imaging, initially proposed in 1996.10

Consider the acoustic energy received in a narrow beam cor-
responding to one of the image pixel ‘‘look’’ directions of an
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FIG. 1. Hydrophone voltage~proportional to acoustic pressure! versus time for 4 s of rawacoustic data from the experiment site~upper panel! and corresponding calibrated spectrogram evaluated by DWFFT~lower
panel!.
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acoustic imaging system. This energy will be considered the
basic data unit, although it is itself a second-order moment of
acoustic pressure, taken at zero time and zero spatial lags.
We consider a warm, shallow sea, where we anticipate snap-
ping shrimp dominate the noise field at the high frequencies
useful for acoustic imaging and an appropriate model for the
ORB experiment. For systems that acquire data over time
windows of several tens of milliseconds, as does ADONIS,
we can therefore expect considerable variations in the illu-
mination intensity from frame to frame. This variability, in
particular the method of exploiting it to form images, has no
visual analog.

In a time windowDt, the observed time-integrated en-
ergy received by a directional acoustic receiver will be one
realization from a distribution whose characteristics are de-
termined by the density of snapping shrimp in the beam and
their distribution with range. If a target~even a perfectly
reflecting one! is present in a receiving beam, this may
change the received signal in a number of ways:

~i! A target will scatter energy into the beam from other
directions, in addition to partially obscuring energy
that would otherwise have been received. If the source
field is spatially anisotropic, this may result in a dif-
ference in the mean illumination over time, the AD
imaging principle. The population density of snapping
shrimp is inhomogeneous~they are known to prefer
certain bottom types and to colonize surfaces which
offer shelter5!. Different directions will therefore be
characterized by different shrimp populations.

~ii ! The solid angle of a beam’s sensitivity will be differ-
ent if the target scattering surface is curved. Concave
targets will reduce the solid angle over which a re-
ceiver is sensitive, and convex targets~most com-
monly found due to hydrodynamic considerations!
will increase the solid angle of a receiving beam.
Contrary to one’s first impression, this effect does not
affect the mean received intensity. The change in
solid angle is exactly balanced by the divergence of
the acoustic pressure wave after scattering from the
curved surface, so that the mean amplitude remains
constant ~conserving energy!.11 Nevertheless, the
second-order temporal statistics are changed. The
wider solid angle resulting from scattering from a
convex surface reduces the variance, as the receiver is
sensitive to a larger population of the~presumed ran-
dom! sources. This provides one of the methods we
refer to as ambient noise imaging~ANI !.

There are thus at least two independent mechanisms by
which a target is anticipated to change the received acoustic
intensity statistics. The first is simply by reflecting energy
from different directions. The second is subtler, leaving the
mean acoustic amplitude unchanged, but affecting the vari-
ance. There is thus good reason to believe that imaging in-
formation should be contained in the higher temporal mo-
ments of the received acoustic time series, rather than just in
the mean. In the~generally unfavorable! condition of isotro-
pic noise, if the target has a curved scattering surface, then
second-order moments should still yield images, even when

first-order estimates fail to do so. We have not been able to
test this hypothesis, since the available data is all of flat
targets and anisotropic noise.

Even in the case of flat targets, such as we have for the
ORB experiment, the snapping shrimp distribution requires
two parameters to describe it, and the mean provides only
one. The other is obtained from the second-order moment of
intensity. We thus anticipate that second-order measures will
be generally useful in extracting imaging information, and
moreso for data involving curved targets.

A schematic illustration of this principle is given in Fig.
2. The different contributing regions and modifications in the
solid angle of an imaging beam on reflection from a target
give rise to probability distributions for the received energy
which are different in both the mean and variance. The cyl-
inder delineated by solid lines depicts regular beam sensitiv-
ity, unscattered by targets. The space delineated by a dashed
line depicts a beam scattered by a curved target which dis-
torts and expands the solid angle within which source may
contribute, in addition to redirecting it. Even if the mean
source density is similar, many more sources will be ob-
served in the scattered beam, at correspondingly lower indi-
vidual intensities. The distributions of beam intensities esti-
mated over many such frames may then appear as at the
bottom of Fig. 2, where the solid line shows a distribution
curve for unscattered beams, and the dashed line indicates
target-scattered beams. An image may be formed by either
considering the contrast in mean intensities of the two distri-
butions, or a second-order temporal moment, such as the
difference in variance of the two distributions.

III. ORB IMAGES USING FIRST- AND SECOND-
ORDER MOMENTS

A disadvantage of the higher statistical moment method
is that one generally requires increasingly longer time series
to obtain reliable estimates for statistical moments of in-
creasing order~see, for example, Ref. 12!. We therefore con-
sider only the first and second temporal moments in this
paper, the mean and standard deviation~s.d.! of the received
intensity in each beam. This permits us to calculate robust
statistics over relatively few~250! frames. The ORB deploy-
ment of ADONIS concentrated on two types of target, the

FIG. 2. Geometric basis for expecting differences in the target and nontarget
intensity distributions. Distributions may differ not only in mean but also in
higher moments, such as variance.

3204 3204J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 J. R. Potter and M. Chitre: Ambient noise imaging



‘‘horizontal bar’’ and the ‘‘fenestrated cross’’ at the maxi-
mum available range of 38 m.13 These targets were com-
posed of flat 131 m2 reflective panels mounted on a ‘‘tic-
tac-toe’’ frame. For the horizontal bar, three squares were
placed in a horizontal row in the middle of the frame. For the
‘‘fenestrated cross,’’ additional panels were placed above
and below the middle of the bar, and the center panel re-
moved to form a ‘‘hole.’’ The 131 m2 ‘‘hole’’ subtends an
angle of 1.5 degrees at the receiver, and the Rayleigh reso-
lution of a 3-m aperture is expected to correspond to this
value at approximately 20 kHz. Therefore, the lower part of
the ADONIS bandwidth was expected to provide insufficient
resolution to reveal the ‘‘hole,’’ and to seriously blur the
other parts of the chosen targets. Diffraction of energy im-
pinging on the targets, resulting in less backscattered energy

to the receiver, is also expected to reduce imaging contrasts.
For this reason only frequency estimates above 26 kHz have
been used in this analysis to form images, the average fre-
quency across the bandwidth we have used being 48.3 kHz.

We proceed to show results from the mean intensity
~AD! processor in comparison to second-order methods in
both the time and spatial domains.

A. Second-order temporal statistical imaging

Some first- and second-order moment images are shown
in Fig. 3, where the original receiving pixels have been spa-
tially interpolated as a final processing step using bi-cubic
splines, a process which considerably improves the eye’s
ability to delineate important features. The top panel in

FIG. 3. ‘‘Horizontal bar’’ ~left! and
‘‘fenestrated cross’’ ~right! targets,
shown schematically in the upper pan-
els, with ambient noise images formed
from first ~mean! and second-order
~s.d.! moments shown below, calcu-
lated from 250 frames. Lower panels
show the observed probability distri-
butions of target~red! and nontarget
~blue! pixel energies for the two target
configurations.
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the left-hand column of Fig. 3 shows the configuration for
the ‘‘horizontal bar’’ target. Below this, a mean intensity
~AD! image has been displayed. The next panel shows an
ANI image formed from the same 250 data frames using the
standard deviation of the intensity. In the bottom panel, we
show the probability distribution curves for target~red! and
nontarget~blue! pixels, where six of each have been selected
from the images above to form the statistics. It is clear that a
substantial amount of image information is extracted from
the standard deviation of intensity; not only sufficient to pro-
duce a very acceptable image, but one with a superior con-
trast to that obtained from the mean intensity. This is con-
firmed by the probability distribution curves, which show
substantial differences in both the mean and variance of the
two distributions.

The right-hand column shows the same panels as for the
left, but using 250 frames of ‘‘fenestrated cross’’ target data.
Again, the second statistical moment proves marginally su-
perior in contrast, though both methods produce excellent
images. The differences in the means and characteristic
widths of the target and nontarget pixel intensity distribu-
tions are very clear, consistent with the conceptual scheme
presented in Fig. 2. Despite presenting the more difficult task
with regard to resolution, the ‘‘fenestrated cross’’ target is
for some reason slightly better contrasted with its back-
ground than the ‘‘horizontal bar.’’ The distributions show
that this occurs both because the nontarget pixel distribution
is slightly narrower, and the target distribution slightly
wider, than their counterparts for the ‘‘horizontal bar’’ target
case. The reasons for this are unknown; it may simply arise
from a small random change in the illumination and be of no
particular significance.

Since the estimated mean and variance are independent
parameters of the pixel intensity distributions~at least for
normal or log-normal distributions!, information extracted
from these two parameters is independent, or orthogonal.
Estimates from orthogonal processors can be combined to
form images of greater contrast and statistical stability than
using either processor alone.

B. Second-order spatial imaging

The temporal variance of a pixel’s energy is equivalent
~within an additive constant! to its autocorrelation at zero
time lag. A spatial extension of this idea is to consider the
spatial cross correlations of pixel intensity at zero time lags,
the off-diagonal elements of the correlation matrix formed
by cross correlating all 126 receiver channels.

The underlying idea is that not only the mean intensity
level and variance~which are statistical estimates!, but also
the actual observed time history of intensity variations will
be correlated for imaging beams which receive energy from
neighboring regions. Since reflecting targets are expected to
cause very different source regions to illuminate the receiv-
ing beams than where there are no targets, it is anticipated
that the cross correlations of the 126 channels will indicate
how to divide the channels into two sets. One set would be
associated with target-reflected look directions, the other
with nontarget.

We proceed as follows: First, the~square! normalized
correlation matrix of the 126 channels is calculated. The di-
agonal elements are unity and the~symmetric! nondiagonal
elements are the 0-lag cross correlations between channels.
Second, the matrix element with the smallest cross correla-
tion is found. The two channels associated with this value are
used as the seeds for the target and nontarget sets. The extent
to which the other channels correlate to these two seed chan-
nels can be used to form the image. We do this by calculat-
ing the normalized distance of each of the remaining chan-
nels from the two seed channels in the correlation space and
assigning a value between 0 and 1 which represents the rela-
tive distance to each of the two seeds.

Figure 4 shows images analogous to those in Fig. 3,
except taken over the entire data file length for each of the
two target types~2323 frames for the bar, and 934 frames for
the fenestrated cross!, so that image contrast is generally
better than for the 250 frames of Fig. 3. Once again, bi-cubic
spatial interpolation has been applied as a final step to im-
prove the appearance of the images. The bottom panel of
Fig. 4 shows images from the spatial cross-correlation
method. The familiar forms are clear, confirming that the
spatial cross correlation at zero time lag also contains sub-
stantial useful information. Indeed, the image contrast is
slightly better both for the spatial and temporal second-
moment methods than it is for the traditional mean intensity
image. Note that the spatial cross correlation requires no in-
formation about the temporal statistics, and would form an
image even if there were no information in the mean or
second-order temporal statistics of intensity. The spatial
cross-correlation method is therefore independent of the first
two methods.

IV. MODEL-BASED PROCESSING

While the images of Figs. 3 and 4 are very gratifying, it
should be remembered that these have been obtained from
the best sequence of 250 frames in the case of Fig. 3~equiva-
lent to some 10 s in real time! or from long data sets~40–98
s! which suppress noise at the expense of responsiveness. For
much of the data, no recognizable image is produced at all.
Clearly, this has much to do with the variation in illumina-
tion and propagation conditions. There may have been epi-
sodic events of particularly serendipitous illumination, of
just the right direction and strengths to best reveal the target.
In any event, we cannot expect to produce good images on
demand and at all times, subject as we are to the vagaries of
ambient noise illumination. Nevertheless, targets can be ex-
pected to move in smooth, continuous ways through the field
of view. Just because it is no longer lit appropriately does not
mean that it no longer exists. When the human brain is con-
fronted by sporadic bursts of useful information, it attempts
to track the state of the external reality, ready to update its
model of the outside world when new ‘‘useful’’ information
becomes available. We should perhaps consider doing the
same with our ANI systems. The usual term for this is
‘‘model-based’’ processing, where as much of the physical
constraints which define the possible behavior of the system
are encoded into a Kalman Filter, which then estimates the
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current state of the system much more accurately than an
uninformed one, even in the presence of substantial noise or
total absence of recent useful information.

A. A modified Kalman filter

A Kalman filter is an optimal estimator~with respect to
any quadratic function of estimation error! for linear systems
perturbed by Gaussian white noise. That our noise is likely to
be non-Gaussian should not necessarily deter us from trying
this filter, unless an obviously superior processor presents
itself. The Kalman filter permits one to encode the physicala
priori information available about a system. These features
make it an obvious candidate for estimating the beam inten-
sity in ADONIS data as a preprocessor to~possibly nonlin-
ear! imaging algorithms.

Our objective is to develop the simplest possible Kal-
man filter that demonstrates its usefulness by tracking the
beam intensity better than simple averaging. To begin, we
develop a Kalman filter to be individually applied to each
pixel in the image. The state-space description for each pixel
is written as

r ~k!5H~k!x~k!1v~k!, ~2!

wherer (k) is the observed energy at discrete timek in each
beam at a given frequency. Herer (k) is obtained from
ADONIS data~though obviously calibrated and with all pos-

sible deterministic distortions removed! and x(k) is the pa-
rameter to be estimated. It is the energy that propagates to-
wards the sensing beam from the position of the target frame,
i.e., before distortions due to propagation effect and pollution
from nontarget-scattered energy entering the beam. The
transformH(k) embodies the propagation loss from target to
receiver, which can reasonably be assumed constant. Since
we are interested in contrasts between target and nontarget
pixels rather than absolute values, we setH(k) to unity. Here
v(k) is a superimposed zero-mean random component.

The evolution of the state-space over time can be mod-
eled by a one-step auto-regressive process~Markov process!:

x~k!5M ~k21!x~k21!1w~k!, ~3!

where M represents the evolution of the object space and
w(k) is a zero-mean random component. If we assume that
the targets do not move,M can be set to unity. This reduces
the state-space model to

r ~k!5x~k!1v~k!, x~k!5x~k21!1w~k!. ~4!

We now require a physical model for how the illumination is
generated and propagated into the beams. Consider the sce-
nario in Fig. 5, which is the least complex model which still
embodies some of the essential physical processes. The an-
gular limits of a single pixel’s beamwidth combined with the
high degree of absorption at the frequencies employed~typi-
cally 48 kHz! limit the area in which the sources can be

FIG. 4. Images of the horizontal bar
and fenestrated cross targets as in Fig.
2, except formed over the entire length
of the available datasets~2323 and 934
frames, respectively!, and including
spatial correlation images in the low-
est panel.
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received in the absence of targets to a region which we have
indicated consists of the union of areasb andg. If a target
lies in the beam, then energy from theg region is shadowed,
and that arising from some other region, termeda, may be
reflected into the receiving beam. Allowing for theb region
to contribute both by direct and target-reflected paths, we
obtain expressions for the received energy~assumed summed
incoherently!,

r ~k!5P@A~k!1a~k!#1~11P/3!@B~k!1b~k!# ~5!

if there is a reflecting target in the beam, and

r ~k!5@G~k!1g~k!#1@B~k!1b~k!# ~6!

if there is none, where the source contributions from the
regionsa, b, g are modeled as comprising of mean expected
valuesA, B, G with superimposed zero-mean Gaussian per-
turbationsa, b, g. The factorP is the reflection coefficient
of the target, including geometrical divergence due to curva-
ture. The dividing factor of 3 in the reflectedB-region term
in Eq. ~5! arises from the increased path length associated
with the scattered energy from the target compared to di-
rectly received energy.

For simplicity, we assume that the target is perfectly
reflecting and flat, oriented towards ADONIS, appropriate
for the ORB deployment. The absolute amplitudes of the
noise terms will depend on the length of the time for which
the energy is integrated, the beamwidth of the receiver, the
spatial geometry and extent of each region, and the attenua-
tion at the chosen frequency. Since we seek only to estimate
the noise terms in a relative sense, these effects can be in-
corporated into the noise parameters.

Equations~5! and ~6! show that any substantial differ-
ence in the average amplitude from the reflecteda and di-
rectly propagatingg regions will reveal the target over a
sufficiently long averaging period. This is indeed how the
first images were produced. Additionally, even ifP, G, A,
andB conspire to make the expressions in Eqs.~5! and~6! to
be nearly equal, the target might still be revealed by the
differences in the variance of the random contributionsa, b,
andg.

From Eqs.~5! and ~6! and our assumptions,

r ~k!5x~k!1@B~k!1b~k!#, ~7!

where

x~k!5x~k21!1†@a~k!2a~k21!#

14/3@b~k!2b~k21!#‡ ~8!

if there is a target in the beam, and

x~k!5x~k21!1†@g~k!2g~k21!#

1@b~k!2b~k21!#‡ ~9!

if there is not. Note that the noise term in Eq.~7! is not
zero-mean as required unless we estimateB a priori and
subtract it from the data before Kalman filtering. Since theb
region is not expected to contribute as strongly as the other
regions due to its small physical size, we anticipateB
!A,G and hencer (k). Numerical experimentation gave re-
sults insensitive to the choice ofB, so it was set to zero.

Even though two separate models are used for deriving
the Kalman filter state-space equations, the state space Eq.
~7! is the same for both. The second state space equation for
the target and the nontarget scenario@Eqs.~8! and~9!# differ
only in their zero-mean random noise term. Thus, the Kal-
man filter algorithm used for both target and nontarget cases
is the same. The Kalman filter to estimate intensitiesx(k) are
then derived in the normal way.14

To compare the performance of the Kalman filter with
simple averaging, Fig. 6 shows images obtained by the two
methods side by side for an example period of some 18 s real
time while viewing the fenestrated cross. Both the simple
averaging and Kalman filter were initialized with frame 1 of
the file. The simple averaging results are shown in the left
panels, and the Kalman filter results on the right. The dis-
played frames proceed from no. 261~shown at the top!,
where the image is clear to both algorithms, through no. 344,
where it begins to deteriorate and on to frame no. 450, when
only one of the four target panels is effectively illuminated.
At this point, the simple averaging shows only that panel.
The Kalman filter, however, recognizes that the other panels
are still present, and that the lack of illumination does not
imply lack of target. It interprets the data in the light of the
physical propagation model. By frame no. 706, the incoming
data is severely polluted by a strong source in the lower right
of the field of view, so that the fenestrated cross image has
been completely obliterated in the simple averaging image.
The Kalman filter retains the target image and is only
slightly affected by this noise pollution, which does not fit
the state-space model and is therefore largely rejected.

The Kalman filter does not have a fixed averaging time.
The effective averaging time is adaptive, becoming shorter
when the data matches the model and becoming longer when
the data is largely seen as noise. It is therefore not possible to
estimate the performance improvement due to a Kalman fil-
ter by comparing the averaging time of the Kalman filter
with that of simple averaging. However, the performance
improvement can be estimated by initializing both the Kal-
man filter and the simple-averaging algorithm with noise.
When actual data is presented to both the filters, they both
discard the noisy initial estimate and pick out the target from
the data at approximately the same time. This suggests that
the performance advantage of a Kalman filter demonstrated

FIG. 5. Schematic of the simple geometric physical model of illumination
distribution regions and propagation which contributes to received energy in
a beam.
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in Fig. 6 is not due to a longer effective averaging time, but
rather because of the adaptive nature of the Kalman filter.

The Kalman filter model developed here is a static
model. It can easily be extended to provide the ability to
image moving objects by a simple adaptive enhancement.
When the innovation sequence of all Kalman filter channels
shows that the model matches the data poorly, the estimated
variance of each channel can be increased, thus allowing the
filter to accept changes in the data due to movement of the
target. Such a moving target scenario was tested successfully
with actual data from the ORB deployment and seen to be
nearly as stable as the traditional Kalman filter.

While the Kalman filter model presented here is a very
basic one, it nevertheless demonstrates that the method has

great potential power to improve the tracking of targets illu-
minated by ambient noise.

V. DISCUSSION

Although far from all the data frames are satisfactory,
acceptable ambient noise images can certainly often be
formed by simple averaging of received intensities, which
corresponds most closely to the visual analogy of Acoustic
Daylight. Additionally, we have found that we can exploit at
least two of the higher statistical moments, processes that
have no visual analog. The statistical complexity of ocean
ambient noise invites an improved analysis of the source
statistics and underlines the potential gains of using a spec-
tral estimation technique which uses all the incoming data,

FIG. 6. A sequence of four selected
frames over a period of 18 s showing
the mean intensity~left! and Kalman
filter estimate~right! at each frame.
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such as a discrete windowed fast Fourier transform~DW-
FFT!, rather than the sequential stepped analog filter em-
ployed in ADONIS, which effectively discards some 94% of
the data. It is not yet clear how much of the interframe vari-
ability is due to source variation, and how much is due to
weak multiple scattering by inhomogeneities in the interven-
ing medium, though if dominated by propagation effects we
would not expect such clear images from the spatial cross
correlation as shown in the lower panels of Fig. 4. Now that
the basic ANI concept has been proven, these and related
issues need to be investigated in order to design improved
imaging hardware and signal processing approaches. The
ANI principle is sufficiently novel~primarily due to its spa-
tially diffuse, random, incoherent source field! that tools de-
veloped for optical and radar imaging are as likely to be
useful as established marine acoustic propagation techniques.

Because high frequencies are attenuated more rapidly
with range, received high-frequency sources are likely to be
nearer to the target and receiver than received energy at
lower frequencies. This improves the likelihood of observing
a strong anisotropy in the ambient noise directionality at high
frequencies, compared to noise generated by a spatially simi-
lar distribution of lower-frequency sources over a larger vol-
ume. As has been demonstrated by simulation, ANI imaging
potential is strongly linked to the degree, if not so dependent
on actual orientation, of the noise anisotropy.10 There is thus
good reason to believe that in warm shallow waters, which
constitute some 70% of the Earth’s coastal regions, snapping
shrimp will provide excellent ambient noise illumination for
imaging.

VI. CONCLUSIONS

We have derived two independent processors~temporal
second-moment and spatial second-moment! for ambient
noise imaging~ANI ! which produce as good or better con-
trast images compared to the mean intensity processing of
the original acoustic daylight~AD! principle. The target in-
formation contained in the mean intensity is controled by the
spatial inhomogeneity of the sources. The target information
in the temporal second moment of intensity is controled both
by the source distribution and by the target shape. The tem-
poral mean and variance of the sources themselves are inde-
pendent parameters of the source distribution, and hence or-
thogonal. The two methods can therefore be used in concert
to improve dynamic contrast and robustness of the image.
The spatial cross-correlation method requires no knowledge
of the temporal statistics, and is therefore orthogonal to both
methods. Indeed, all three processors~and perhaps others,
too! would likely be run in parallel in an ideal ANI system.

We have also developed a simple physical model of the
illumination and propagation environment which forms the
foundation of a Kalman filter to estimate reflected intensities
in each beam. Despite the crude assumptions in this physical
model, the Kalman outperforms simple averaging, signifi-
cantly reducing the problems associated with episodic illu-
mination of the targets.
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Acoustic daylight imaging is a new technique that has been proposed for creating pictorial images
of objects in the ocean from the ensonification provided by the incident ambient noise field. To
investigate the feasibility of the technique, a series of experiments was performed from the research
platform ORB, moored in San Diego Bay, Southern California. Central to these experiments was an
acoustic receiver known as ADONIS~acoustic daylight ocean noise imaging system!, which
consists of a spherical reflector, 3 m in diameter, with an elliptical array of 130 hydrophones at the
focal surface. This system, which is broadband, operating between 8 and 80 kHz, forms a total of
126 receive-only beams spanning the vertical and horizontal. The ambient noise power in each beam
is mapped into a pixel on a VDU. Various types of targets were used in the experiments, including
planar panels and cylindrical, polyethylene drums containing wet sand, seawater or syntactic foam
~essentially air!, and most of the experiments were conducted with the targets at ranges between 20
and 40 m. At the time of the experiments the noise field in the area was created primarily by
snapping shrimp. Moving, color images of the object space were successfully created with
ADONIS. Some representative static images from the moving sequences are presented and
discussed in the paper. ©1999 Acoustical Society of America.@S0001-4966~99!04611-1#

PACS numbers: 43.30.Nb, 43.35.Sx, 43.60.Gk@DLB#

INTRODUCTION

Over recent years, anecdotal evidence has indicated that
a submarine can be detected by the acoustic shadow it casts
in the ambient noise field. In the mid-eighties, at the sugges-
tion of Allen Ellinthorpe, Flatte´ and Munk1 investigated the
shadowing phenomenon theoretically and, at around the
same time, Buckingham2 independently introduced the idea
that, as the ambient noise field is in many respects analogous
to daylight in the atmosphere, it should be possible to create
recognizable, pictorial images of objects in the ocean solely
through the acoustic illumination provided by the ambient
noise. Such ‘‘Acoustic Daylight’’ imaging, as Buckingham2

designated the technique, would be similar to conventional
photography, whereby an image of an object is created even
though the object itself may not be luminous and no dedi-
cated light source~e.g., a flashgun! is used for illumination.
Ambient light ~daylight! scattered from the object gives rise
to the photographic image, whereas ambient sound would
fulfill the same role in the ocean.

To test this idea, Buckinghamet al.3 conducted a pilot
experiment off Scripps Pier in 1991, the results of which
indicated that, at ranges up to 12 m, a rectangular target can
be detected solely from the modifications its presence intro-

duces into the ambient noise field. In effect, the targets cre-
ated an acoustic contrast, that is, a difference in the noise
level between the situations where the targets were present
and absent. The acoustic detector used for focusing in this
experiment was a parabolic dish of diameter 1.2 m, with a
piezoelectric hydrophone located at the focal point. The sur-
face of the dish was faced with closed-cell neoprene foam,
which is an efficient acoustic reflector~essentially pressure-
release! over the operating frequency band from 5 to 50 kHz.
When the output of this receive-only, single-beam system is
displayed as an intensity map, it forms what is in effect a
single-pixel image of the object space. Since they are linked
by a one-to-one correspondence, more pixels would require
more beams.

The targets in the pilot experiment fully occupied the
beam throughout most of the operating frequency range.
Much of the ensonification was generated by snapping
shrimp located on the pier pilings behind the parabolic dish,
a situation analogous to front lighting produced when the sun
is behind a~photographic! camera. The acoustic contrast ob-
served in the experiment was around 3 dB, which is compa-
rable with theoretical estimates by Buckingham4 of the con-
trast created by a spherical target embedded in plane-wave
noise fields showing various degrees of anisotropy. Similar
levels of contrast were also obtained by Potter5 from a nu-
merical simulation of acoustic daylight imaging of volumet-
ric targets in a shallow water channel.

In his wave-theoretic analysis of ambient noise imaging,
Buckingham4 considered a linear array of hydrophones
steered to endfire as the acoustic receiver. He found that the
maximum contrast occurs when the angle subtended by the
spherical target at the receiver matches the angular beam-
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width ~as measured between the23 dB points! of the detec-
tion system. In this case, if the beamwidth is greater than the
angle subtended by the target, background noise enters the
beam, which reduces the contrast, while a beamwidth that is
smaller than the subtended angle leads to rejection of scat-
tered energy, again reducing the contrast. This observation
provides a guide to imaging system requirements but should
not be interpreted as a universally valid criterion of image
quality: no such metric is known that is independent of the
source distribution.6

Makris et al.7 have developed a theoretical model of am-
bient noise imaging in a shallow water waveguide. They
considered a spherical target at mid-depth in the water col-
umn, with the focusing performed by a planar, billboard ar-
ray. When the beamwidth~approximately! matched the an-
gular width of the target, they found that the contrast in the
resultant image was 3.6 dB~bottom left panel of their Fig.
12!, which is comparable with the results of Buckingham4

and Potter.5 With a significantly broader beam, however, the
contrast fell to 0.35 dB~bottom right panel of their Fig. 12!,
which is also consistent with the previous theoretical
investigations.4,5

The spatial scale that is resolved in an acoustic daylight
image will, of course, be determined by the beamwidth of
the acoustic detection system, in accord with the Rayleigh
resolution criterion. To create a multiple-pixel image, some
form of multi-beam or beam-scanning receiver system is re-
quired: the scattered acoustic energy from the object space
must be sampled over a range of arrival angles. Clearly, the
single-beam system used in the pilot experiment at Scripps
Pier is not satisfactory for such an application.

To fulfill the imaging requirement, a performance speci-
fication for a prototype multi-beam receiver was drawn up. It
was decided that the system should have 100 or more beams,
a decade of bandwidth, a beamwidth at the highest operating
frequency of less than 1 degree, corresponding to a spatial
resolution of better than 1.75 m at a range of 100 m, and rear
baffling to prevent unwanted noise from behind the receiver
corrupting the response. All these requirements were incor-
porated into the acoustic daylight ocean noise imaging sys-
tem ~ADONIS!, which was designed and built at Scripps
over a period of about 2 years between 1992 and 1994.8,9 In
this article, ADONIS is described briefly and a selection of
ambient-noise images of planar and volumetric targets, ob-
tained during two deployments in San Diego Bay, southern
California, in August 1994 and October 1995, are discussed.
These deployments have come to be known as the ORB
experiments.10

I. ADONIS

Figure 1 shows a schematic of the ADONIS multi-beam
receiver. Mechanically, the system consists of a spherical
acoustic reflector with both a radius of curvature and a di-
ameter of 3 m. The dish itself is a spherical fibreglass shell,
the concave side of which is faced with closed-cell neoprene
foam, selected because it is an almost perfect~pressure-
release! acoustically reflecting material. A steel framework
provides the dish with structural rigidity. The dish assembly
is mounted on a vertical mast, which stands on a horizontal,

triangular base frame. At the corners of the base frame are
height-adjustable legs, which divers use for leveling the sys-
tem after it has been deployed on the seabed. Inside the mast
is a remotely controlled, coaxial hydraulic motor, which is
capable of rotating the dish around a full 360 degrees in the
horizontal. This facility is useful for panning the dish across
the object space, and for monitoring the horizontal direction-
ality of the ambient noise field.

The acoustic sensing is performed by an array of 130
piezoelectric hydrophones arranged in an approximately el-
liptical configuration, with the major~horizontal! and minor
~vertical! axes containing 14 and 11 sensors, respectively.
Each of the sensing elements has a square cross section with
center-to-center spacing of 2 cm. The face of the array of
sensors is slightly convex to match the curvature of the focal
region of the spherical reflector. This and many other design
details of the dish and the sensor array were established with
the aid of a suite of simulation software packages that were
developed at the outset of the project.

A multi-element reflector is an unusual design for an
acoustic receiver. From the point of view of ambient noise
imaging, it has the advantage that the beam forming is per-
formed as a natural consequence of the geometry of the sys-
tem: no phase or time delays are necessary. Sound incident
on the dish from a given direction is focused onto a particu-
lar hydrophone, or, conversely, a given sensor has a unique
‘‘look’’ direction, which is governed by its position in the
array head. Thus, the 130 hydrophones in the array provide a
total of 130 receive-only beams, which are distributed in the
vertical and horizontal~although only 126 beams are used
for forming images!. From the symmetry of the system, the
beam widths in the vertical and horizontal are essentially the
same. Incidentally, all the hydrophones in the array are off-
axis, and the system suffers some degree of aberration aris-
ing from scattering by the rim of the dish. A spherical reflec-
tor was selected because the aberrations associated with the
off-axis sensors are rather less pronounced than those en-
countered with a parabolic dish.~Of course, with an on-axis

FIG. 1. Schematic of ADONIS.~a! Umbilical cable which provides power
to the system and transmits data to a desk-top computer at the surface.~b!
Spherical reflector faced with low density, closed cell neoprene foam.~c!
130-element hydrophone array, showing the elliptical configuration of the
sensors, which have a center to center spacing of 2 cm.~d! Electronics
canister where filtering is performed and frames are constructed.~e! Sup-
porting mast containing a coaxial hydraulic motor for rotating the dish in
azimuth.
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sensor a parabolic dish provides ideal focusing and is thus
the preferred choice. Such a system was used in the pilot
experiment off Scripps Pier.3!

ADONIS operates over one decade of bandwidth~cf.
one octave for the human eye!, extending from 8 to 80 kHz.
At the highest frequency the beamwidth between the23 dB
points is 0.75 degrees, which increases to 3.5 degrees at the
lowest frequency. The beam centers are independent of fre-
quency, providing an overall angle of view of approximately
10 degrees in the horizontal and 8 degrees in the vertical. In
the lower frequency ranges the beams overlap, as a result of
which the information they contain is no longer independent.
The top frequency of 80 kHz was selected on the grounds
that, beyond 80 kHz, the dominant noise component in the
ocean was expected to be thermal noise,11 which contains no
imaging information. It is interesting to note, however, that
the theoretical limit of around 80 kHz for the onset of ther-
mal noise applies only on the assumption of a true point
receiver. In reality, a receiver of finite size will have the
effect of reducing the thermal noise fluctuations through sur-
face averaging,12 thereby increasing the frequency at which
thermal noise becomes dominant. This offers the prospect of
increasing the upper frequency limit to around 150 kHz in
future ambient noise imaging systems.

The geometrical focusing performed by the dish pro-
vides a gain of approximately 22 dB at the highest frequency
of 80 kHz, which is important in amplifying the very low-
level signals scattered from the target. The gain of the dish is
defined as the intensity of the acoustic field in the focal re-
gion divided by the intensity of the direct-path arrival at the
same position. As with any lens system, the position of the
focal point relative to the dish varies with the range to the
target. Focusing is achieved by racking the hydrophone array
in and out relative to the center of the dish in much the same
way as the focusing on an optical camera is performed by
moving the lens back and forth relative to the film plane.

The broad bandwidth of ADONIS offers the prospect of
exploiting ‘‘acoustic color’’ for the classification of targets.
For example, an object that scatters low frequencies better
than high could appear as red in the final image, whereas a
good high-frequency scatterer could appear as blue. Thus, it
may be possible to distinguish, say, a hollow shell from a
solid object of similar shape simply from the different colors
of their images.

To show acoustic color in the images, a spectral analysis
of the signal in each channel must be performed. Rather than
applying a computationally demanding digital fast Fourier
transform~FFT! to each channel, an analog technique is used
in ADONIS in which a bandpass filter with a constant Q of 4
is swept over the full bandwidth 25 times per second~the
frame rate!. This task is performed by a bank of 130
switched-capacitor analog filters~one for each sensor chan-
nel!, which sample the level of the signal at 16 frequency
points, or bins, uniformly spaced logarithmically across the
frequency band. Figure 2 shows the filter frequency re-
sponses; the center frequencies are listed in Table I.

A given frequency bin is sampled simultaneously in all
channels. The sampling across the frequency bins is per-
formed sequentially in time, and at each frequency the signal

is allowed to settle before its average is taken over an inter-
val of approximately 1 ms. The time for the complete 16-bin
sweep is 40 ms, which sets the 25-Hz frame rate. Thus, each
spectral estimate is obtained over an interval that is1

40 of the
frame acquisition time. From a weighted sum of the resultant
16 intensities, a color is selected from a color palette and
applied to the appropriate pixel on a monitor screen. At any
instant, the 126 pixels on the screen constitute one image, or
frame, in a sequence of continually refreshed static images.
The frame rate of 25 Hz is sufficiently rapid to provide
smoothly flowing movement in the final videolike output.

It became apparent during the initial ORB deployments
that, because of an impedance mismatch, the switched ca-
pacitor filters had trouble driving the following stage when
operating in the upper 60% of their dynamic range. As a
result, the system shows a nonlinear response, which mani-
fests itself as a reduction in contrast between pixels. How-
ever, only 25% of the data lie in the upper 60% of the dy-
namic range, where the effect is most severe. In most of the
examples presented below, the nonlinear data were removed
prior to creating the images.

The raw ~uninterpolated! images are produced in real
time on a desktop computer, which also handles data acqui-

FIG. 2. Frequency responses of the sixteen switched capacitor filters, each
normalized to the maximum response.

TABLE I. Center frequencies at which the intensity of the noise is sampled
in each channel, 25 times per second.

Bin Frequency~kHz!

1 8.5
2 10.0
3 11.7
4 13.8
5 16.0
6 18.6
7 21.3
8 24.6
9 28.3

10 32.6
11 37.5
12 43.1
13 49.5
14 57
15 64.4
16 75.0
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sition and storage. As part of the image processing, a number
of refinements are available, including various averaging and
normalizing schemes for enhancing image stability. In post-
processing, the raw data are interpolated by a factor of 5, that
is, five additional points are included between data points,
which leads to a significant improvement in the visual qual-
ity of the images.

II. BEAM PATTERNS OF ADONIS IN AIR

Before deploying ADONIS in the ocean, the beam pat-
terns of the dish were measured at several frequencies in air
on Scripps Pier. The frequency was scaled down appropri-
ately to compensate for the difference between the speed of
sound in water~'1500 m/s! and in air~'340 m/s!. A mi-
crophone was mounted in the focal region on the axis of the
dish, and the system was panned past a harmonic acoustic
source at a range of approximately 30 m. The closed-cell
neoprene foam facing the dish was absent during these in-air
tests, thus exposing the underlying spherical fiberglass shell,
which is essentially rigid.

Figure 3 shows an example of the measured in-air beam
pattern at a frequency of 8.5 kHz, corresponding to a wave-
length of 4 cm and an equivalent in-water frequency of 37
kHz. The slight asymmetry about the beam center in the
measured curve is due largely to a breeze that was blowing
across the axis of the dish. For comparison with the measure-
ment, a theoretical beam pattern, derived from an analytical
model developed by Deane13 specifically for this purpose, is
also shown in Fig. 3. It can be seen that the theory and
measurement show reasonably good agreement. Notice that
at this frequency the beam width at the23 dB points is only
2 degrees. A similar level of agreement was observed at the
remaining frequencies for which measurements were per-
formed.

III. BEAM PATTERNS OF ADONIS IN WATER

The beam patterns of ADONIS were measured in water
by placing a spherical acoustic source at a range of 40 m and
panning the dish across it in both directions, from left to
right and right to left. For these tests the pressure-release,
closed-cell, neoprene foam facing was present on the dish, as
was the case for all the underwater imaging experiments. The

dish was focused to 25 m, with a depth of field extending
from 15 to 40 m, which was also the setup used for imaging
with ADONIS.

Figure 4 shows examples of the measured beam pat-
terns, at frequencies of 10, 25, 50, and 75 kHz, of a single
element located near the geometrical center of the array. For
comparison, the theoretically predicted beam patterns12 are
included in the figure. It is evident that the agreement be-
tween the theoretical and measured main lobes is reasonable
at all four frequencies. Notice that the observed beamwidth
at the23 dB points is approximately 1 degree at 75 kHz,
increasing to nearly 3.5 degrees at 10 kHz. In Fig. 4~c! and
~d!, the large peak to the left of the main lobe is the result of
boats passing behind the testing area.

The operating feature of paramount importance in ADO-
NIS is the shape of the beams. At the design stage, it was
considered essential to predict the beam patterns accurately,
in order to estimate imaging performance. The good agree-
ment between theory and experiment in Fig. 4 provides con-
fidence that the system does indeed perform as intended.

IV. TARGETS

Three different types of target were used in the imaging
experiments: square, planar panels of area 131 m2; cylindri-
cal, polyethylene drums with a capacity of 113 l~30 U.S.
gallons!, 0.76 m high, 0.5 m in diameter, with a wall thick-
ness of 0.5 cm; and a hollow, titanium sphere with a diam-
eter of 70 cm and wall thickness of 1.5 cm. A swimming
diver with a closed breathing system was also used as a
target and, as reported elsewhere,10 acoustic daylight images
were obtained as he moved across the field of view.

The panels were mounted on 333 m2 square frame re-
sembling a tic-tac-toe board, which was placed vertically on
the seabed~Fig. 5! in front of ADONIS at a range of 40 m.
The face of the frame was approximately normal to the axis
of the dish. Most of the panels were flat, and constructed of

FIG. 3. Example of the measured~dashed! and theoretical~solid! in-air
beam pattern taken at a frequency of 8.5 kHz~corresponding to 37.5 kHz in
water!.

FIG. 4. Measured~gray! and theoretical~black! beam patterns of an array
element close to the axis of the dish.~a! 10 kHz;~b! 25 kHz;~c! 50 kHz; and
~d! 75 kHz. The array was focused at 25 m, as in the imaging experiments,
and the source was at 40 m. The peak to the left of the main lobe in
experimental traces~c! and ~d! is due to boat noise.
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wood, fiberglass, aluminum, or aluminum faced with neo-
prene foam. One panel was of corrugated steel 3.2 mm
thick..

The cylindrical drums were filled with wet sand
(density'1900 kg/m3), sea water (density'1000 kg/m3), or
syntactic foam (density'290 kg/m3), referred to hereafter as
the sand drum, the water drum, and the foam drum, respec-
tively. Each drum was clamped with 6.4-mm-diam connect-
ing rods between steel endplates, 6.4 mm thick, and weights
were attached to the base of the foam drum to make it nega-
tively buoyant. These drums were deployed in the water col-
umn, suspended from surface flotation units, and also par-
tially submerged in the silty sediment forming the seabed
~Fig. 5!. In all cases the axis of each drum was perpendicular
to the axis of the dish.

In a number of the water column deployments, several
drums were suspended simultaneously from a 4-m-long
floating wooden beam, an arrangement which allowed con-
stant spacing between targets to be maintained. Both ends of
the beam were anchored to fix orientation and distance from
ADONIS. The depth of the targets was set so that at mid-tide
the center of mass of each drum was 2 m above the seafloor,
placing it in the middle of ADONIS’ field of view. In the
bottom deployments, divers arranged the drums at a range of
approximately 15 m from ADONIS, which was tilted down-
wards by 10 degrees to keep the target in the field of view.
From the point of view of imaging, these seabed deploy-
ments were particularly challenging, since the drums were
partially ~30%–50%! buried in the silty sediment.

The spherical target was supported in a metal cage,
weighted to make it negatively buoyant, and suspended from
surface floats~Fig. 5! at a depth of 2 m above the seafloor at
mid-tide. As with the suspended drums, the sphere at mid-
tide was then in the center of ADONIS’ field of view.

V. DEPLOYMENT PROCEDURES

ADONIS was deployed through a moonpool in the rect-
angular, annular barge R. P. ORB, which was moored at the
end of the Marine Facilities~MarFac! Pier, San Diego Bay.
The water depth in this sheltered location is a nominal 7 m.
Once it was in place on the seabed, the clearance between the
top of the dish and the sea surface was about 3 m. Figure 5
shows the deployment configuration, with ADONIS beneath
ORB looking towards the targets.

For many of the trials, a video camera was used to
record conditions on the surface, particularly boat traffic and

swell. Beneath the surface, as a precautionary measure in the
early experiments, a programmable, high-frequency acoustic
source was mounted on the target frame. This source was
activated intermittently~usually at the beginning and end of
each data collection period! to confirm the alignment of the
receiver with the targets. Thus, the source and hence the
target positions within an image were localized to within one
pixel. Incidentally, this same source was used for determin-
ing the in-water beam patterns of ADONIS.

As an additional check, the dish was periodically panned
over the object space, causing the target to migrate back and
forth across the image plane. This is an important test of the
integrity of the imaging system, since it ensures that the tar-
get seen in an image is not an artifact associated with errors
in calibration or equalization of the channels. Considerable
attention was paid to balancing the 126 channels because the
acoustic contrast in most acoustic daylight images is gener-
ally less than 4 dB, implying that even small errors in equal-
ization could have resulted in false detection.

VI. AMBIENT NOISE SOURCES IN THE
EXPERIMENTAL AREA

Within the calm, shallow waters of San Diego Bay, the
three dominant sources of acoustic energy within the fre-
quency range of ADONIS are snapping shrimp, industrial
activity, and boat traffic. Marine mammals in pens several
hundred meters distant from the experimental site also make
a minor contribution to the background noise field, but this
had little effect on the acoustic daylight experiments. Of the
three main sources, the pulses from snapping shrimp feature
most prominently in the time series of the noise. Several
species of shrimp were collected near the experimental site,
including Synalpheus lockingtoni, Alpheus clamator, the re-
lated genusA. californiensis, and A. bellimanus. Typically,
these creatures are the size of a thumb nail, yet they are
capable of producing extremely energetic, very brief pulses
of sound with a broad bandwidth extending up to 200 kHz or
beyond. Source levels may be as high as 190 dBre 1 mPa2 at
1 m with a duration of the order of 5ms or less.14–16

In general, snapping shrimp do not swim well, and they
tend to cluster in colonies around pier pilings, outcrops of
rock, kelp holdfasts, and similar habitats which offer the ani-
mals shelter.17 No seasonal variations in shrimp activity have
been reported, although a slight diurnal fluctuation in inten-
sity is sometimes observed, with the shrimp noise marginally
louder at dawn and dusk.18 On the basis of these observa-
tions, we expected the noise created by snapping shrimp dur-
ing the ORB imaging experiments to originate from fixed
directions and to be more or less continuous throughout the
day and night. The evidence from our observations with
ADONIS is consistent with this picture of the shrimp noise.

Industrial noise in the experimental area also exhibits a
fixed spatial pattern, but shows strong diurnal fluctuations
which correlate with human activities around the shoreline.
The noise produced by dockside machinery and shore activ-
ity generally contains more lower frequency acoustic energy
than the pulses from the snapping shrimp. This was exem-
plified in some of the early ORB experiments, when the tar-
gets were inadvertently aligned with a naval loading dock

FIG. 5. Schematic of the ADONIS deployments below R. P. ORB. In prac-
tice, the various types of target illustrated in the figure were not deployed
simultaneously. To the left of ORB is one of the pier pilings.
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across the bay. Occasionally, the low-frequency noise gener-
ated around the dock area was more intense than the scat-
tered noise from the targets, with the result that the targets
appeared in silhouette at the lower frequencies in the acous-
tic daylight images.

Shipping and surface traffic produce a broad spectrum of
sound, extending from below 100 Hz up to several kHz.19 At
the lower frequencies, tonals appear associated with shaft
and propeller blade rates, while cavitation produces a con-
tinuous spectrum extending to the higher frequencies. As a
ship’s speed increases, the radiated noise levels rise, imply-
ing that sound from vessels sufficiently close to the targets,
such that the higher frequencies are not significantly attenu-
ated, will contribute to the imaging process. Unlike shrimp
and industrial noise, the component of the noise field gener-
ated by surface traffic shows a highly variable directionality.
Accordingly, during daylight hours, when a high density of
recreational and naval traffic is present, the ambient noise
field in San Diego Bay is very variable, especially towards
the lower end of the frequency band used for acoustic day-
light imaging.

Examples of the omni-directional, broadband noise data
collected with a low-self-noise hydrophone mounted on the
rim of the ADONIS reflector~outside the focal region! are
shown in Fig. 6. The data were recorded during late evening
hours, when little boat or industrial noise was present. Figure

6~a! shows a 1 stime series in which the noise is dominated
by brief, energetic bursts of sound from local snapping
shrimp. Counting only those pulses whose amplitude ex-
ceeds 10% of the highest peak level, the average period be-
tween snaps is 30 ms, which provides a useful measure of the
averaging time required to obtain a temporally stable acous-
tic daylight image with this type of ensonifying field. Inci-
dentally, the width of the pulses in Fig. 6~a! is about 8ms,
which is actually the temporal resolution of the system,
rather than the true width of a snapping shrimp pulse.

Figure 6~b! shows a spectrogram of the time series in
Fig. 6~a!, in which each vertical stripe represents an average
power spectrum computed from 12 individual spectra ob-
tained from 10 ms of data, with 70% overlap, using 512-
point FFTs. It is clear from a casual comparison of the time
series with the spectrogram that the pulses exhibit a broad
spectrum extending up to at least 100 kHz, which is approxi-
mately the bandwidth of the measurement system. Note that
the noise power varies by as much as 65 dB over a time scale
as brief as 10 ms.

The spectrum of a longer time series is shown in Fig.
6~c!. In this case, the data were split into 30 1-s segments,
each of which was Fourier transformed in a standard way:
Hanning windowing, 2048-point FFTs with 50% overlap,
providing 220 spectra in the 1-s average. All 30 of the re-
sultant spectra were then further averaged to obtain the spec-
trum in Fig. 6~c!, which has a spectral resolution of approxi-
mately 100 Hz. The spectral gradient is218.5 dB/decade,
which is slightly steeper than the slope of wind-generated
noise from breaking waves.20

FIG. 6. ~a! One second time series of~omnidirectional! ambient noise show-
ing snapping shrimp pulses.~b! Spectrogram of the time series in~a! with
the gray scale representing power spectral density.~c! Power spectral den-
sity of the noise, averaged over 30 s.~d! Power spectral density averaged
over 15 shrimp pulses.

FIG. 7. ~a! Frequency-azimuth plot of the noise, obtained by rotating ADO-
NIS through 360 degrees in the horizontal. In a given frequency cell, the
data are referenced to the noise level averaged over all bearing angles.~b!
Plan view of the experimental site showing the test area and local features
that affected the ambient noise environment.
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To investigate the spectral content of the snapping
shrimp pulses, 15 of the more energetic events were selected
from the time series, Fourier analyzed, and averaged. The
resultant spectrum is shown in Fig. 6~c!. On comparison with
the spectrum of the continuous time series in Fig. 6~c!, it can
be seen that, although the level of the shrimp spectrum is
higher by about 8 dB, the spectral gradient is the same:
218.5 dB/decade. Although not conclusive, this observation
suggests that the overwhelming contribution to the spectrum
of the long time series in Fig. 6~c! is energy from the snap-
ping shrimp pulses.

VII. HORIZONTAL ANISOTROPY OF THE NOISE

By rotating ADONIS in the horizontal using the hydrau-
lic motor mounted within the mast, it was possible to mea-
sure the azimuthal dependence of the noise field through a
full 360 degrees. A low-self-noise hydrophone mounted to
the right of the imaging array, but within the focal region,
was used to acquire the noise data. The beam pattern of this
phone was horizontal, with essentially the same shape as that
of the receivers in the main array head. Figure 7~a! shows the
spectral and angular dependence of the noise, as observed in
the early hours of the morning when no boats were present.
The data set spans 10 min, with each vertical stripe com-
puted from 10-s segments of the time series, corresponding
to an angular scan of 5.5 degrees. Each segment was Fourier
analyzed with 2048-point FFTs applied to time-windows

with 50% overlap, providing 2200 terms in the average and a
spectral resolution of approximately 100 Hz. The spectra
were then normalized by the average spectrum taken over the
360 degree scan.

The azimuthal variation of the noise spectral density in
Fig. 7~a! amounts to about 8 dB. To interpret the origin of
the anisotropy, the spectrogram may be compared with the
plan view of the area around the experimental site in Fig.
7~b!. A prominent feature in the spectrogram is the high
energy burst around 180 degrees, which aligns with the ma-
rine mammal pens, and is attributed primarily to dolphin
vocalizations. Between 250 and 360 degrees is a broad swath
of noise, which arises mainly from snapping shrimp inhabit-
ing the pier pilings and rocks along the shore. The noise
signature at 110 degrees is also due to snapping shrimp, in
this case a colony occupying the channel marker piling close
to Shelter Island.

It is apparent from Figs. 6 and 7 that the ambient noise
field around the MarFac Pier in San Diego Bay is highly
variable, azimuthally nonuniform, and dominated by snap-
ping shrimp noise. As far as acoustic daylight imaging is
concerned, the shrimp noise provides excellent ensonifica-
tion because of its broad bandwidth and high source level.
Much of the shrimp noise originates on the pier behind
ADONIS, giving rise to front ensonification of the targets.
Any additional noise from passing vessels will also affect the
imaging, in a way that depends on range and bearing. As the
boats are mostly confined to channels in front of ADONIS,

FIG. 8. Bar target at a range of 38 m.
~a! Schematic of the scene falling
within the field of view of ADONIS.
~b! Uninterpolated, broadband, inten-
sity mapped image formed by linearly
averaging data from all sixteen fre-
quency bins~8.5 to 75 kHz!. ~c! Spec-
trum of the noise in pixels on-target in
dB re 1 mPa2/Hz. ~1!, left of target
~2!, and above target~3!. ~d! Uninter-
polated intensity mapped image
formed by averaging over the top three
frequency bins~57 to 75 kHz!. ~e! In-
terpolated version of the image in~d!.
The images in~b!, ~d!, and ~e! were
formed from data taken at the same
time.
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their contribution to the noise field often increases the inten-
sity of the noise from behind the target, tending to create a
silhouette effect.

If snapping shrimp noise were unique to the San Diego
area, then its utility in connection with acoustic daylight im-
aging would be limited, but it appears that this is not the
case. The available evidence indicates that snapping shrimp
are ubiquitous in temperate and tropical coastal waters,
wherever appropriate habitats exist.15,21–24

VIII. IMAGE FORMATION BY INTENSITY MAPPING

To create the acoustic daylight images, the intensity in
each beam is mapped into a corresponding pixel on the
screen of a computer monitor. Each image is rectangular,
containing 14311 pixels, with those pixels in the corners
containing no information since there are no receivers at
these locations. Thus, the useful image is approximately el-
liptical, having the same shape as the hydrophone array at
the focal surface of the dish. The pixels show color, pro-
duced from the ‘‘jet’’ colormap, with blue and red, respec-
tively, representing low and high acoustic intensity over a
band of frequencies.~In a few images, intensity mapping is
not used but instead color represents the intensity at different
frequencies, that is to say, ‘‘acoustic color.’’! In all the in-

tensity mapped images presented below, the acoustic con-
trast between pixels is referenced, in dB, to the lowest inten-
sity pixel.

The raw data from ADONIS yields images that are
rather coarse grained, which often makes it difficult to rec-
ognize a target. A significant improvement in image quality
is achieved by interpolating between data points. The inter-
polation algorithm used is a bi-cubic, by a factor of 5 in each
direction. This inserts four additional points between each
pair of original data points, resulting in a new 51366 image
matrix instead of the original 14311.

The intermittent character of the snapping shrimp noise
@Fig. 6~a!# leads to a strong frame-to-frame variation in im-
age intensity. The fluctuations are very evident in the se-
quences of moving images in which the screen is refreshed
once every 40 ms. To alleviate the problem, time averaging
is performed over a certain number of frames. In the moving
sequences, either boxcar or exponential averaging is used, to
provide a running average over a number of previous frames.
Boxcar averaging is used to produce the still images. The
time averaging, performed over 10 s~i.e., 250 frames! in all
the images presented below~except in Fig. 15! stabilizes the
images significantly.

Since the intensities at each frequency are estimated se-
quentially, the time window for each frequency bin within a
frame is only 1.5 ms, with a period of 40 ms separating
successive estimates in the same frequency bin. Thus, for
250 frames, the total window time for any particular bin is
only 375 ms, or less than 4% of the total averaging time of
10 s. According to Fig. 6~a!, there are on average 33 recog-
nizable snapping shrimp pulses per second, with each pulse
sufficiently brief to fall completely within the time window
of a frequency bin. On average, only 13 of these pulses will
occupy a given frequency bin in the 10-s interval over which
the averaging was performed. One way of increasing the
number of shrimp pulses contributing to an image is to av-
erage over several frequency bins, which is the approach
adopted here. By averaging over three neighboring fre-
quency bins, the effective windowing time is extended from
0.375 to 1.13 s, corresponding to 12% of the collected data.

In the moving sequences and most of the stills, the im-
ages are normalized by dividing the intensity in each pixel
by the average intensity in all the pixels. This procedure
leads to some improvement in frame-to-frame stability, but
generally the effect is less pronounced than that due to time
averaging.

IX. IMAGES OF THE PLANAR TARGETS

A. The horizontal bar

Figure 8 shows acoustic daylight images of a rectangular
target formed from three square aluminum panels each 3.2
mm thick and faced with closed-cell neoprene foam 6.4 mm
thick. The foam side of the panels faced towards ADONIS
and the range to the target was 38 m. The scene within the
field of view of ADONIS is illustrated in Fig. 8~a!. In Fig.
8~b!, a raw ~uninterpolated! broadband image is shown,
formed by averaging all sixteen frequency bins~8.5 to 75
kHz! over 250 frames, corresponding to 10 s of data. At the

FIG. 9. Interpolated, intensity mapped images of the bar target at a range of
38 m. The two images were formed from data taken at the same time.~a!
Low-frequency silhouette, formed by averaging over frequency bins 2, 3,
and 4~10 to 13.8 kHz!. ~b! High-frequency, front-ensonified image, formed
by averaging over frequency bins 14, 15, and 16~57 to 75 kHz!.

3218 3218J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Epifanio et al.: Imaging in the ocean



highest frequency, the beamwidth of 0.75 degrees gives an
areal coverage of approximately 0.530.5 m2 at the target
range, or in other words four beams intersect each 131 m2

target panel. The noise spectra in three pixels, one on and the
other two off the target, are illustrated in Fig. 8~c!, where it
can be seen that the acoustic contrast, represented by the
difference between the curves, tends to increase with increas-
ing frequency. Figure 8~d! shows another raw image, formed
in this case from an average of the top three frequency bins
~57 to 75 kHz!. The improvement in resolution obtained at
the higher frequencies is quite evident on comparing Fig.
8~b! and~d!. When interpolation is applied to the data in Fig.
8~d!, the image in Fig. 8~e! is obtained. At these higher fre-
quencies, the target is front ensonified from snapping shrimp
on the pier pilings.

Although the target is visible in the raw, broadband data
shown in Fig. 8~b!, the low resolution resulting from the
lower frequencies, combined with the granular pixel struc-
ture, give rise to a rather poor quality image. A distinct im-
provement in resolution can be seen in Fig. 8~d!, where the
low frequencies have been removed. Visually, the smoothing
introduced by interpolation leads to a further improvement in
image quality, as evident in Fig. 8~e!, where the elongated
shape of the bar is recognizable.

As the directionality of noise varies, for whatever rea-
son, the appearance of the images changes accordingly.

Thus, there is no typical acoustic daylight image of a par-
ticular target, in the same way that there is no typical photo-
graph of a given scene in daylight. In both cases, front and
back illumination, for example, create different shadowing
structures and hence different visual effects. The point is
well illustrated by the low- and high-frequency, interpolated
images of the bar target shown in Fig. 9. The low-frequency
image in Fig. 9 is an admittedly crude silhouette, formed by
back ensonification from the naval loading dock on the far
side of San Diego Harbor. In the higher-frequency image the
bar is front ensonified, probably from local snapping shrimp
on the MarFac Pier pilings. Although the images in Fig. 9 are
both of rather poor quality, the low-frequency silhouette can
be seen to align with the high-frequency front-lit image of
the bar. It is interesting that the effect seen in these two
images is rarely observed in photography, namely, front il-
lumination in one spectral band and, simultaneously, back
illumination in another.

B. The fenestrated cross

Figure 10 shows another planar target, in the form of a
fenestrated cross@Fig. 10~a!#. The panels, aluminum faced
with neoprene foam, were the same as those forming the bar
target in Fig. 8. Again, the range was 38 m and the foam side
of the panels was facing ADONIS. At the time of the deploy-

FIG. 10. The fenestrated cross at a range of 38 m.~a! Schematic of the scene falling within the field of view of ADONIS.~b! Example of a poor quality,
high-frequency interpolated, intensity mapped image formed by averaging data over the top three frequency bins~57 to 75 kHz!. ~c! Spectrum, in dB
re 1 mPa2/Hz, of the noise in pixels, as identified in~b!, on a target panel~1!, in the central window~2!, and off the target~3!. ~d! Example of a good quality,
high-frequency, interpolated, intensity mapped image formed by averaging data from the top three frequency bins~57 to 75 kHz!.

3219 3219J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Epifanio et al.: Imaging in the ocean



ment it was uncertain whether the central window would be
resolved because, at the highest frequency of 75 kHz, the
window was just within the limits of resolution of ADONIS
~four beams fall within the window!. However, the window
has been resolved, although the quality of the image varies
from frame to frame due to the variability of the ensonifying
noise field. Figure 10~b! and ~d!, respectively, shows ex-
amples of a poor- and a high-quality interpolated image, av-
eraged over the top three frequency bins~57 to 75 kHz! in
both cases. Note that in Fig. 10~d!, the contrast between the
panels and the background is about 10 dB, which is signifi-
cantly higher than expected based on the anisotropy of the
noise field that usually prevailed in the area. This was one of
the first deployments of ADONIS for which little environ-
mental information is available, but it is known that at
around the time the data were taken an extremely noisy angle
grinder was being used on the MarFac Pier. The grinder
would have provided very strong frontal ensonification,
which is consistent with the high contrast in the image.

Even in the case of the poorer quality image@Fig. 10~b!#
the central window is just distinguishable, and the contrast
across the image is in the region of 3.5 dB. Three spectra
from this image are shown in Fig. 10~c!, one from a pixel on
a panel, one from the background, and the third from the
central window. By comparison, the window in the high-
quality image@Fig. 10~d!# is clearly resolved and easy to
distinguish.

Figure 11 shows a bar target@Fig. 11~a!# formed from

three square panels made of different materials, placed at a
range of 40 m. The left panel~labeled 2! was 3.2-mm-thick
aluminum sheet faced with 6.4-mm-thick neoprene foam,
with the metal side facing ADONIS. In the center~labeled 3!
was a 6.4-mm-thick aluminum sheet; and on the right~la-
beled 4! a 3.2-mm-thick steel corrugated panel of the type
often used on sheds and storage buildings. In this deploy-
ment the target frame had been moved by approximately 10
degrees to the left of its original position, to avoid back
ensonification from the naval loading dock on the far side of
the bay.

Figure 11~b! shows an intensity-mapped image averaged
over frequency bins 8 to 16~24.6 to 75 kHz!. The metal and
foam panel~2! and the metal panel~3! are clearly visible
with a contrast around 4.5 dB, while the corrugated panel~4!
shows up but with a lesser contrast of 2.5 dB. However, the
spectral content of all three panels differs, as can be seen in
Fig. 11~c!. At the lower frequencies, below 37.5 kHz, panel
~2! is the best scatterer of acoustic energy, at higher frequen-
cies panel~3! dominates, and across the full spectral range
the corrugated panel~4! is less efficient at scattering than
either of the other two panels.

C. RGB mapping

To utilize the spectral differences between the panels,
different frequencies may be mapped into separate color
components in the image. In this type of representation, the

FIG. 11. Three metal panel targets at a range of 40 m.~a! Schematic of the scene falling within the field of view of ADONIS. Panel~2! on the left is
3.2-mm-thick aluminum faced with 6.4-mm-thick neoprene foam, with the metal side facing ADONIS. In the center, panel~3! is of 6.4-mm-thick aluminum.
At the right, panel~4! is of 3.2-mm-thick corrugated steel.~b! Intensity mapped, interpolated image averaged over frequencies 24.6 to 75 kHz.~c! Selected
spectra from pixels in~b!, normalized to the image average.~d! RGB interpolated image formed from the same data as in~b! but with low frequencies mapped
into red, middle frequencies into green and high frequencies into blue.
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hue and saturation are an indication of frequency content and
the luminosity is an indicator of overall intensity. Thus, this
type of imaging incorporates frequency and intensity infor-
mation and the resultant ‘‘acoustic color’’ in the image can
be exploited to discriminate between targets of similar shape
but differing composition.

To generate Fig. 11~d! the frequency band was divided
into three equal parts, with the lower range mapped into red,
the middle into green, and the top into blue. Visually, it can
be seen in this RGB image that the color of the panels
changes from reddish-pink on panel~2!, to light pinkish-blue
on panel~3!, to dark greenish-blue on panel~4!. Thus, all
three panels can be distinguished from one another simply
from their different coloration.

Intensity mapping@Fig. 11~b!# and RGB mapping@Fig.
11~d!# in combination provide extensive information about
the composition of the object being imaged. It follows that
these mappings show promise for classifying targets. How-
ever, much needs to be learned about the acoustic scattering
properties of various targets and target materials before the
classification potential of the mapping schemes can be fully
exploited.

X. IMAGES OF THE CYLINDRICAL TARGETS

A. Drums in the water column

The panel targets discussed above presented a large sur-
face area normal to the axis of the ADONIS dish, making

them relatively easy to image, particularly when front en-
sonified by the snapping shrimp on the MarFac Pier. Because
of their curvature, the cylindrical targets were more challeng-
ing, since they presented only a narrow vertical stripe normal
to the axis of the dish. Three polyethylene drums were used
in the experiments, one filled with syntactic foam~essentially
air!, a second with seawater, and the third with wet sand.

Figure 12 shows two examples of intensity-mapped, in-
terpolated images obtained when the drums were suspended
from the sea surface@Fig. 12~a!# at a horizontal range of 20
m. From left to right the drums contain foam, water, and
sand. The high-frequency image in Fig. 12~b! was averaged
over the top three frequency bins~57 to 75 kHz!, and the
lower-frequency image in Fig. 12~d! was averaged over bins
2 to 4 ~10 to 13.8 kHz!.

In the high-frequency image of Fig. 12~b!, all three
drums are visible with acoustic contrasts of approximately 4
dB ~foam! and 2.5 dB~both water and sand!. Additionally,
the supporting shackle is visible above the water drum. The
picture is different at the lower frequencies@Fig. 12~d!#,
where the foam and sand drums show a contrast of 2 dB,
while the water drum and shackle are not visible at all. These
visual features in the two images are consistent with the
spectra shown in Fig. 12~c!.

Perhaps the most interesting question concerning Fig. 12
is why the water drum is visible in the high-frequency image,
given that its acoustic impedance was much the same as that

FIG. 12. Suspended drum targets at a range of 20 m.~a! Schematic of the scene falling within the field of view of ADONIS. Left, foam drum~1!, center, water
drum ~2!, and right, sand drum~4!. ~b! High-frequency, intensity mapped, interpolated image formed by averaging over the top three frequency bins~57 to
75 kHz!. ~c! Selected spectra of pixels in the image, normalized to the image average.~d! Low-frequency, intensity mapped image formed from the same data,
averaged over frequencies 10 to 13.8 kHz.
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of the background water. The answer to this may lie in the
way the drums were deployed. The sand drum was nega-
tively buoyant by at least 135 kg and the foam drum was
weighted to be negatively buoyant by 55 kg. The water
drum, however, was weighted only with the 10 kg of its
supporting cage. In a series of images created with shorter
averaging times, the water drum can be seen to sway back
and forth, a movement which causes the rusty metal compo-
nents of the shackle and drum cage to rub together and gen-
erate noise. Spectra 2 and 3 in Fig. 12~c! are similar in shape,
consistent with both being generated by the same mecha-
nism. Moreover, the noise from the water drum and shackle
was observed to rise when large boat wakes passed over the
targets, while the noise from the foam and sand drums re-
mained essentially unchanged. Based on this evidence, it
seems that the water drum and shackle are visible in the

high-frequency image through their own self-noise rather
than through scattering of the ambient noise field.

B. Drums on the bottom

To investigate the imaging performance of ADONIS
against targets on the seabed, the foam and sand drums were
held horizontally and dropped from the surface onto the bot-
tom at ranges of 13 m and 15 m, respectively, from the dish.
ADONIS was tilted forward by 10 degrees@Fig. 13~a!# so the
drums would be in the center of the field of view. On impact,
the drums became partially buried in the soft mud bottom,
with 30%–50% of their volume below the interface. The
sand drum landed slightly askew, with its axis angled down
into the mud at approximately 45 degrees@Fig. 13~e!#. The
axis of the foam drum was essentially horizontal@Fig. 13~c!#,

FIG. 13. Drums on the seabed at a range of approximately 15 m.~a! Experimental arrangement, showing ADONIS tilted forward by 10 degrees to point
towards the bottom.~b! Spectra of pixels on the foam and sand drums, normalized to the image average.~c! Schematic of ADONIS’ view of the foam drum.
~d! Intensity mapped, interpolated image of the foam drum, formed by averaging over the top three frequency bins~57 to 75 kHz!. ~e! Schematic of ADONIS’
view of the sand drum.~f ! Intensity mapped, interpolated image of the sand drum, formed by averaging over the top three frequency bins~57 to 75 kHz!. Note
that in the image the axis can be seen to be tilted by approximately 45 degrees.

3222 3222J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Epifanio et al.: Imaging in the ocean



and in both cases the axes were perpendicular to the axis of
the dish.

The acoustic daylight image of the foam drum, formed
from an average of the top three frequency bins~57 to 75
kHz!, is shown in Fig. 13~d!. Although the background is
now the sediment, the acoustic contrast in the image is ap-
proximately 4 dB, which is essentially the same as when the
drum was suspended in the water column@Fig. 12~b!#. An
image of the sand drum, also averaged over the top three
frequencies, is shown in Fig. 13~f !. The contrast in this case
is approximately 3 dB, which is similar to the contrast ob-
served when the drum was suspended in the water column.
By comparing Fig. 13~d! and ~f !, it is apparent from the
images that the axis of the foam drum is horizontal and that
of the sand drum is tilted at about 45 degrees. Figure 13~b!
shows the normalized spectra of pixels on each of the bottom
deployed drums. These spectra show much the same trends
as those of the suspended drums in Fig. 12~c!, which is con-
sistent with the similar contrast in the images of the drums
on the bottom and in the water column.

XI. IMAGING THE SPHERICAL TARGET

Geometrically, the titanium sphere represents a more
challenging target than either the planar panels or the cylin-

drical drums. With a surface showing curvature in two or-
thogonal directions, the sphere presents only a small, spot-
like area of surface normal to the axis of ADONIS,
compared with a stripe in the case of the drums and a square
for each of the panels. This difficulty is offset by the fact that
the sphere is actually an air-filled shell with an acoustic im-
pedance significantly different from that of water. Like the
foam drum, it may therefore be expected to act as a good
target for acoustic daylight imaging. As with the drums, the
sphere was suspended from surface floats at a horizontal
range of 25 m from the dish@Fig. 14~a!#. Deployment ropes
were tied directly to the cage supporting the sphere, avoiding
the use of a shackle, to alleviate the problem of self-noise in
the system.

Figure 14~b! shows the interpolated acoustic daylight
image of the sphere formed by averaging the top three fre-
quency bins~57 to 75 kHz!. The equator and upper hemi-
sphere are clearly visible in the image, with a maximum
contrast close to 2.5 dB. Below the equator, the lower hemi-
sphere is difficult to distinguish, indicating that any energy
scattered from this region must be several dB less than that
from the upper hemisphere. In several respects, this image
resembles Potter’s5 numerical simulation of a sphere ensoni-
fied by surface sources in shallow water.

At the time the data for Fig. 14 were collected, however,
the surface was calm and there were few surface sources.
Most of the noise was generated by snapping shrimp on the
pilings of the MarFac Pier, which provided horizontal, front
ensonification. This raises the question as to why the top
hemisphere and the equator should show a significantly
stronger contrast than the lower portion of the sphere. One
possibility is that the incident, horizontally traveling sound
was deflected upwards and downwards by the upper and
lower hemispheres, respectively. The upward deflected
sound then encountered the highly reflective sea surface at
near normal incidence, turned around and re-ensonified the
top of the sphere, where it was scattered a second time, back
towards ADONIS, to yield the high contrast in the image.
The downward deflected sound behaved similarly except that
it was reflected from the heavily attenuating bottom, a fine
silty mud. There was, therefore, little energy available to
ensonify the lower hemisphere from below and the acoustic
contrast in this region of the image is correspondingly re-
duced.

As a consequence of the highly variable nature of the
snapping shrimp noise~Fig. 6!, successive frames, which are
separated by intervals of only 40 ms, in general show sig-
nificant variations in intensity. This is illustrated in Fig. 15,
where a sequence of 12 successive frames of the spherical
target is shown, with no temporal averaging. The sequence
of frames was created from the top frequency, bin 16~75
kHz!, of the first 0.5 s of data used to form the image in Fig.
14~b!. The sphere is difficult to identify in most of the im-
ages because of the high dynamic range of 20 dB, although it
does stand out clearly in frame 10. Epifanio10 presents fur-
ther sequences of images, which indicate that at least 1 in 25
frames contains a bright spot associated with a target~see
Fig. 7.18 in Ref. 10!; he also discusses the effect of averag-
ing times on image quality.

FIG. 14. Spherical titanium shell at a range of 25 m.~a! Schematic of the
scene falling within the field of view of ADONIS.~b! Intensity mapped,
interpolated image formed by averaging over the top three frequency bins
~57 to 75 kHz!.
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XII. CONCLUDING REMARKS

The images in this article are the first to have been ob-
tained of objects in the ocean using naturally generated
sound as the ensonification. In these early ORB experiments,
the imaging system~ADONIS! was deployed close to shore
in San Diego Bay, at the end of the MarFac Pier, and the
principal source of noise was snapping shrimp inhabiting the
pier pilings. A casual examination of the images reveals that
the resolution falls far short of optical imaging, simply be-
cause of the limited aperture of the acoustic reflector used in
the experiments: the pupil of the human eye is about 20 000
optical wavelengths across, whereas the diameter of the
ADONIS dish is only 150 acoustic wavelengths at the high-
est operating frequency. Nevertheless, the images are recog-
nizable in most cases, especially at the higher frequencies
where the angular resolution is reasonable~approximately
0.6 m at a range of 50 m!.

As with conventional photography, the appearance of a
given scene in an acoustic daylight image shows consider-
able variability, depending particularly on the anisotropy of
the ambient noise field at the time the data were collected. In
other words, the shadowing in the images depends strongly
on the directionality of the ensonification. During the experi-
ments, as much environmental information as possible was
recorded, including a measure of the horizontal directionality

of the noise. It was not feasible, however, to measure the
horizontal anisotropy of the noise every time that imaging
data were taken, making interpretation of some of the de-
tailed, shadowing features in the images uncertain. However,
considerable care was taken over the alignment of the ADO-
NIS receiver and the targets, and checks were performed
repeatedly to ensure that regions of enhanced contrast in the
images are not artifacts of the system. The essential conclu-
sion is that the acoustic daylight images obtained in the ORB
experiments are genuine representations of the object space
within the field of view of ADONIS.
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Automatic matched-field tracking with table lookup
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In matched-field processing, the signals measured at sensors in an array are correlated with the
expected signals for a target at a specified point in the environment. This tends to be a computer
intensive process because there are a large number of possible target locations and the calculation
of the sound field may be complicated. A search by an operator for the target involves examination
of various cuts through a multi-dimensional search space. In this paper it is shown that use of table
lookup simplifies the modeling problem. Also, by use of matched-field tracking, the data can be
processed in large time~;3 to 10 min! blocks. Using these methods, the processing can be done in
real time with little, or no, operator intervention. An example of automatic matched-field tracking
is presented using data collected during a shallow water test near San Clemente Island. Finally, a
simple sensitivity study is made. The actual sound speed profile is replaced by one modified by
low-pass filtering and, in a second case, by a constant speed profile. The results show that
matched-field tracking, although degraded, still provides useful tracking data. ©1999 Acoustical
Society of America.@S0001-4966~99!07212-4#

PACS numbers: 43.30.Bp@SAC-B#

INTRODUCTION

In matched-field processing,1 the signals measured at
sensors in an array are correlated with the expected signals
for a target at a specified point in the environment. This
tends to be a computer intensive process because there are a
large number of possible target locations and the calculation
of the sound field may be complicated. A search by an op-
erator for the target involves examination of various cuts
through a multi-dimensional search space.

In this paper we show that use of table lookup simplifies
the modeling problem. Also, by use of matched-field
tracking,2 the data can be processed in large time~;3 to 10
min! blocks. Using these methods, the processing can be
done in real time with little, or no, operator intervention. An
example of automatic matched-field tracking will be pre-
sented using data collected during a shallow water test near
San Clemente Island.3

Consider an array consisting ofJ sensors. LetF j repre-
sent the signal received at a typical sensor. One method of
forming a matched-field correlation value is to first form the
matched-field beamB(x,y,z), where

B~x,y,z!5S j F̂ j~x,y,z!F j* . ~1!

In Eq. ~1!, F j is the complex value of a Fourier coefficient
with bin center at frequencyf, F̂ j (x,y,z) is the expected
signal at sensorj if the target has frequencyf and is at loca-
tion x,y,z, and the symbol* indicates complex conjugate. In
general, the vectorF j will not have a frequency exactly
equal tof so there will be a rotation ofB that is stabilized by
processing the beam with a square-law detector. Therefore, if

the source does not move too far over a small time period,
the matched-field correlation function can be written as
C(x,y,z) where

C~x,y,z!5^BB* &. ~2!

In Eq. ~2! the symbolŝ & indicate a time average.
As the sound source moves during larger time periods,

the peak value ofC can be tracked if the propagation model
used to calculateF j is accurate. One method of finding the
track is to use various forms of a Kalman filter.4 The method
of matched-field tracking used in this paper2 is to concentrate
on the end points~A andB! of a track segment.

I. MATCHED-FIELD TRACKING

In matched-field tracking, sensor data is collected over a
3- to 10-min time period. The process is to focus on the end
points ~A andB! of a potential track and to calculate a cor-
relation valueCT(A,B) for the track:

CT~A,B!5S tS fC~x,y,z, f ,t !. ~3!

In Eq. ~3! the sums are over frequencyf and timet. Values of
x, y, and z are calculated as functions oft using the end
points A and B and t. Doppler corrections can be made, if
significant, toF̂ j because the velocity of the target can be
calculated at each time. An alternate method is to calculate
CT as the match between measured and calculated off-
diagonal elements of the covariance matrix. This method re-
sulted in similar results.

II. RANGE DEMODULATION

In later sections, matched-field tracks will be calculated
for a source tow in a shallow water test. Figure 1 shows the
real and imaginary parts of the calculated sound field as a
function of range for a typical source depth, receiver depth,a!Electronic mail: bucker@nosc.mil
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and frequency. A range-independent normal mode model
was used for the calculation and the pressure is in arbitrary
units. It is seen that there is a high-frequency modulation of
the pressure with range. To reduce the modulation, exp (ik0r)
is factored from the pressure, wherek0 is a reference wave
number. The result is shown in Fig. 2. It is clear that these
demodulated values can be stored in a lookup table of rea-
sonable size. To generate Fig. 2 a value ofk052p f /1510
was used, but this value is not critical. For the reference
function F̂ j used in Eq.~1! we will use

F̂ j~r !5exp ~ ik0r !F̃ j~r !, ~4!

where F̃ j (r ) is obtained by linear interpolation of values
from a table derived by decimation of data shown in Fig. 2.

III. TEST RESULTS

Data was collected during track s5 of the SWellEX-963

test. For this paper we used signals from six hydrophones of
a nearly vertical line array in 216 m of water. Signals from

FIG. 1. Complex sound pressure as a
function of range. Source depth560
m. Sensor depth5100 m. Frequency
5112 Hz.

FIG. 2. Range-demodulated sound
pressure as a function of range. Source
depth560 m. Sensor depth5100 m.
Frequency5112 Hz.
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the six sensors, uniformly spaced from 97.6- to 210.1-m
depths, were processed. The tow was along a straight line,
except at the end of the tow, with a closest point of approach
~CPA! of ;1 km. The nominal depth of the towed source
was ;62 m. During most of the 85-min tow a number of
tonals were transmitted. At several points along the tracks
the tonals were turned off for a 1-min period. This occurred
at ranges of;8.5, 6.0, 5.4, 3.0, and 1.1 km before the CPA
and at;1.1 and 3.0 km afterwards.

The spectrum of the signal recorded at a typical hydro-
phone when the target was at a range of310 km is shown in
Fig. 3. The Fourier bins have a bandwidth of;0.18 Hz. For
the matched-field tracking we used five Fourier bins at ap-
proximate frequencies of 49, 64, 79, 94, and 112 Hz and
processed the data in;6-min segments.

A typical sound speed profile, measuredin situ, is shown
in Fig. 4. The bottom model was a 30-m sediment layer lying
over basement. Sediment density was 1.76 g/cm3. At the top
of the layer, vc51572.4 m/s, ac50.2 dB/m_kHz, vs

5112.6 m/s, andas517.3 dB/m_kHz. At the bottom of the
layer, vc51593.0 m/s,ac50.2 dB/m_kHz,vs5238.0 m/s,
and as517.3 dB/m_kHz. In a normal mode model, devel-
oped by the first author, the sediment layer was represented
by 40 homogeneous visco-elastic micro-layers. For the base-
ment, the density was 2.66 g/cm3, vc55200.0 m/s,ac

50.02 dB/m_kHz,vs52550 m/s, andas53.4 dB/m_kHz.
Figure 5 is a plot of bottom depth versus range measured
from the beginning of the track. Although there is significant
depth variation along the track, it was possible to use a
range-independent propagation model because of the short
ranges in the test. The processing was in two stages. In the
first stage, it was assumed that the array was vertical and that
yA5yB andzA5zB so that the search space had four dimen-

FIG. 3. Spectrum level~dB/mPa2/Hz!
of signal recorded on a sensor near the
center of the array at a range of ~10
km.

FIG. 4. Typical sound speed profile measured during the test.
FIG. 5. Bottom depth versus range measured from the beginning of the
track.
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sions. Values ofC(A,B) were calculated for a rough grid of
end points that satisfy a target speed.3 knots and,10
knots. Possible values ofx1 andx2 were210.0,29.5,29.0,
...,13.5 km. Values ofy were 0.0,0.2,0.4,...,2.0 km, and val-
ues ofz were 30,40,50,...,120 m. In all, 5610 possible tracks
were examined. The five tracks with the largest correlation
values were selected for further processing. In the second
stage, the search space was increased to seven dimensions
and each parameter was adjusted for maximum correlation.
The new variables are an independentyB and a1 and a2,
coefficients of a power series that defines the shape of the
array. Also, the value ofz was allowed to change in 5-m
steps.

The following was used to calculate the sensor locations.
Let uj be the distance of sensorj above the bottom. For
convenience, consider the sensors to be in the (x,u) plane.
Let x(u)5a1x11a2x21•••. Let sj be the distance along the
array, from the bottom, to sensorj. Then if the array coeffi-
cients andsj are known, we can determinexj and uj by a
numerical solution ofuj such thatsj is the value of the
integral of ds evaluated fromu50 to u5uj , and (ds)2

5(dx)21(du)2.
Processing results are shown in Fig. 6. The best five

tracks in each;6-min segment are represented by arrows. In
the odd-numbered segments the arrows are solid. The arrows
are dashed in the even-numbered segments. It is seen that the
track depth is less than the actual depth of the source~;64
m! at the beginning of the run and is slightly greater at the
end. This is consistent with the changing depth of the shal-
low water channel as discussed by D’Spain.5

IV. SENSITIVITY OF THE MODEL

In matched-field processing it is obvious that the quality
of results depends on the accuracy of the propagation model.
In matched-field tracking this constraint may not be as se-
vere. For example, a 30% error in track segment parameters
might be acceptable if the track holds together. For a simple
look at this problem, we will use a smoothing filter to distort

the sound speed profile. First, the profile is reflected about
the surface and reflected about the bottom. Next a box-car
filter spanning 81 m was used to smooth the profile. The
modified profile is shown in Fig. 7. The corresponding tracks
are shown in Fig. 8. Although the track estimates are de-
graded, the track motion can be discerned.

Finally, new lookup tables are calculated for an iso-
speed profile where the sound speed is the average speed in
the channel (c51492 m/s!. Note that the bottom interaction
will be different now because the sound speed in the water at
the bottom is changed by;4 m/s. The tracking results are
shown in Fig. 9. Now there are significant errors in range and
depth at the long ranges. Still, there is useful target informa-
tion.

V. CONCLUSION

An example of automatic matched-field tracking has
been shown. By use of table lookup the algorithm will oper-

FIG. 6. Target tracks for source tow
s5, SWellEX-96 test.

FIG. 7. Modified sound speed profile.
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ate in real time on a typical PC computer. A simple sensitiv-
ity example shows that useful tracks can be obtained using
degraded propagation models.
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The use of three-dimensional~3-D! propagation models is becoming increasingly common in
current underwater acoustics applications. Such models typically treat the propagation as a function
of range, depth, and bearing, consistent with previous multibearing two-dimensional (N32-D)
models. However, to obtain accurate 3-D solutions at long ranges, many bearings must be computed
in order to maintain the necessary cross-range resolution between bearings. In this paper, a 3-D
parabolic equation~PE! model is developed with a marching algorithm based on the split-step
Fourier technique in both depth and azimuthal bearing. The algorithm includes a scheme to compute
the solution for only a finite azimuthal aperture rather than the full 360° of bearing. The success of
this algorithm allows for increased cross-range resolution at long range without increasing the
number of bearings needed in the calculation. Results of this technique are compared to results from
a suggested benchmark case.@S0001-4966~99!02712-5#

PACS numbers: 43.30.Bp@SAC-B#

INTRODUCTION

In recent years, our ability to accurately and efficiently
compute acoustic propagation in ocean waveguides has con-
tinued to improve. Much of the effort has focused on two-
dimensional~2-D! approximations to the wave equation pro-
ducing solutions of the acoustic field in range and depth.
Such solutions neglect out-of-plane scattering and refraction
by making an uncoupled azimuth~UNCA! approximation. In
cases with azimuthal symmetry, such approximations are ex-
act. For many environments and/or applications, this ap-
proximation remains valid in the presence of small azimuthal
variations.

For some environments, however, the azimuthal varia-
tions may significantly influence the propagation, especially
when propagating long ranges such as ocean basin scales.1

The influence of 3-D fluctuations in shallow water environ-
ments is currently being addressed by several researchers.2–4

In order to deal with such cases, various models have been
adapted~or are being developed! that include, at least to
some level of approximation, the influence of azimuthal cou-
pling. Although continually being upgraded and developed,
some of these are now currently available to the general
acoustics community.5–7

Because of the increased computational load of such
models, algorithms need to be as efficient as possible while
maintaining accuracy. It is natural then to consider only the
outgoing propagation from a localized source distribution
rather than attempt to compute the full, two-way~outgoing
and incoming! field solution. It is also natural to cast the
problem into the form of solutions along outgoing radials in
a cylindrical coordinate system rather than less convenient
Cartesian coordinates.~The effects of Earth curvature will
not be addressed.! However, one quickly runs into problems
when considering the issue of environmental resolution be-

tween bearings. As the range from the source increases, the
arc distance between bearings of fixed azimuthal separation
grows linearly. If this distance grows too large, the environ-
mental azimuthal variability may be grossly undersampled.
Even for smooth cross-range variations, undersampling the
field in azimuth may limit the model’s ability to correctly
predict the horizontal refracted nature of the acoustic paths.
As an analogy, consider the influence of grossly undersam-
pling the acoustic field in depth and the relationship with
vertical propagation angles. To counter this problem, greater
numbers of azimuths must be computed. Obviously, this
problem can become overwhelming at longer ranges.

In this paper, a model algorithm is developed that at-
tempts to alleviate some of the problems associated with the
need for large numbers of azimuths by computing only a
limited aperture of azimuths at longer ranges. In Sec. I, the
general theoretical development of the 3-D acoustic model is
given. The numerical implementation of the limited azi-
muthal aperture algorithm is described in Sec. II. Results of
this algorithm are then compared with other solutions and a
suggested benchmark solution in Sec. III. In Sec. IV we pro-
vide a summary of the results of this work and suggest future
improvements.

I. THEORETICAL BACKGROUND

In this section, the formulas used in the numerical algo-
rithm for the 3-D model are derived. It is based on a para-
bolic equation~PE! approximation to the full acoustic wave
equation in cylindrical coordinates. Similar derivations have
been performed previously by various authors.8,9

We begin with the free-field 3-D Helmholtz wave equa-
tion in cylindrical coordinates,

1

r

]

]r S r
]p

]r D1
1

r 2

]2p

]w2 1
]2p

]z2 1k0
2n2~r ,z,w!p50, ~1!

a!Electronic mail: kevin@physics.nps.navy.mil
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wherek052p f /c0 is the reference acoustic wave number at
frequencyf, n(r ,z,w)5c0 /c(r ,z,w) is the acoustic index of
refraction in the medium with sound speedc(r ,z,w), andc0

is the typical ‘‘reference’’ sound speed. Depthz is defined
positive downward from the free surface. The complex
acoustic pressureP is assumed to be time harmonic at fre-
quencyf such thatp(r ,z,w) is defined by

P~r ,z,w,t !5p~r ,z,w!e2 i2p f t. ~2!

Note that it would then be a simple matter, in principle, to
obtain fully 4-D~3-D space and time! acoustic predictions by
Fourier synthesizing multiple frequency solutions to Eq.~1!.
The influence of density contrasts has also been neglected in
this presentation, although vertical density variations are in-
cluded in the model by defining an effective index of refrac-
tion,

n2⇒n21
1

2k0
2 F1

r

]2r

]z2G . ~3!

~Note: this is not the typical form used. However, it has been
argued that this approximation is optimal.10 Further discus-
sions on this will be presented in a forthcoming article by
Tappert and Smith.!

Following Tappert,8 to obtain the parabolic approxima-
tion to Eq. ~1!, we assume only outgoing solutions to the
Helmholtz equation@Eq. ~1!#, make the substitution

p~r ,z,w!5
1

Ar
Qop

21/2u~r ,z,w!, ~4!

and introduce the well-known PE ‘‘square-root operator,’’

Qop5~11m1e1n!1/2, ~5!

where

m5
1

k0
2

]2

]z2 , e5n221, and n5
1

k0
2r 2

]2

]w2 , ~6!

such that the outgoing solution to the Helmholtz equation
approximately satisfies an equation of parabolic form,

2 ik0
21 ]u

]r
5Qopu. ~7!

In the absence of range dependence~which implies, there-
fore, no azimuthal dependence!, this expression is exact.

Because theQop operator is only a pseudodifferential
operator and cannot be explicitly applied directly, some form
of algebraic approximation is required. There exists a vast
literature of work on approximations to the corresponding
2-D operator,8–11 which invokes the uncoupled azimuth
~UNCA! approximation, i.e.,

QUNCA5~11m1e!1/2. ~8!

Three-dimensional environments may still be treated in an
N32-D fashion, where the UNCA approximation is utilized
to predict the propagation along individual bearings, each of
which is defined by a unique index of refraction,n(r ,z,w). It
is worth noting that some approximations to Eq.~8! are more
amenable to specific numerical algorithms than others. In
this paper, only solutions based on the highly efficient and

stable split-step Fourier~SSF! technique12 will be examined.
Therefore, it is necessary to approximate Eq.~8! in such a
way that the index of refraction term and the depth derivative
term are separated.

For similar reasons, it is also desirable to solve the 3-D
PE using a 2-D SSF technique. The approximation to Eq.~5!
should then also separate the azimuthal derivative term from
the others. Since azimuthal coupling may be assumed to be
small ~especially in light of the success ofN32-D models!,
a simple binomial expansion should be adequate for most
environments, thus

Qop'~11m1e!1/21 1
2n5QUNCA1 1

2n. ~9!

This approximation separates the operator responsible for
azimuthal coupling from the typical 2-D UNCA operator de-
fined in Eq. ~8!. For this work, the ‘‘wide-angle’’ PE
~WAPE! approximation13 to Eq. ~8! is utilized, such that

Qop'12~Top1Uop1Vop!, ~10!

where

Top52
1

k0
2

]2

]z2 F S 11
1

k0
2

]2

]z2D 1/2

11G21

, ~11!

Uop52~n21!, ~12!

and

Vop52
1

2k0
2r 2

]2

]w2 . ~13!

In this form, both differential operators have been separated
from the index of refraction term, as required for implemen-
tation with the SSF technique. It has been shown that the
WAPE operatorsTop andUop do not, in general, decompose
into the standard normal mode basis set associated with the
Helmholtz wave equation.14 The recently published
c0-insensitive version15 of the WAPE operators is expected
to improve on this mismatch significantly, but has not been
implemented in these calculations. However, this shortcom-
ing of the WAPE approximation is not expected to affect the
results presented here.

To obtain solutions via a forward ‘‘marching’’ algo-
rithm, the customary PE field functionc is introduced by
giving it the usual envelope definition,

u~r ,z,w!5c~r ,z,w!eik0r . ~14!

Substitution into Eq.~7! then yields

]c

]r
52 ik0c1 ik0Qopc'2 ik0~Top1Uop1Vop!c, ~15!

which can be solved by an approximate marching algorithm
according to

c~r 1Dr !'e2 ik0 Dr ~Top1Uop1Vop!c~r !. ~16!

It can be shown that evaluation of the operators at the mid-
point of the range step provides solutions that are second-
order accurate inDr .11

Equation~16! could be implemented using a variety of
numerical techniques. At this point, it is worth noting the
primary differences between this numerical technique and
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other techniques employed to solve similar 3-D propagation
problems. Leeet al.5 have examined applications of implicit-
finite difference ~IFD!, which require wrapping the field
around on itself to ensure proper azimuthal boundary condi-
tions. The 2-D SSF algorithm automatically ensures azi-
muthal continuity, even when limited apertures are applied
with proper windowing. Effects of diffraction from the edges
cannot be discounted, however, and caution must be ob-
served when examining any but the central most radials.
Collins6 has examined 3-D finite element~FE! approaches,
including combinations of modes and PE solutions. Orris and
Collins7 also considered a similar FFT technique for the 3-D
PE solution to backscattering. However, they employed a
line source rather than a point source and did not encounter
the issues of zero range singularities described in the next
section. It may be possible to include a similar azimuthal
aperture limit on such models to improve their efficiency for
specific 3-D environmental problems. In general, however,
split-step Fourier techniques remain the most stable and ef-
ficient routines, and have the benefit of following the evolu-
tion of both physical and wave number space.

II. NUMERICAL IMPLEMENTATION OF FINITE
AZIMUTHAL APERTURE ALGORITHM

As stated earlier, a 2-D~depth and azimuth! SSF tech-
nique will be used due to its efficiency and stability. This is
achieved by defining the two-dimensional Fourier transform,

c~r ,z,w!5E E ĉ~r ,kz ,k0s!eikzzeik0swd~k0s!dkz

5F2D@ĉ~r ,kz ,k0s!#, ~17!

with transform variable pairs (z⇔kz) and (w⇔k0s). Nu-
merical implementation is then accomplished according to

c~r 1Dr ,z,w!5e2 ik0 Dr U op~r ,z,w!

3F2D$e2 ik0 Dr @ T̂op~kz!1V̂op~r ,s!#

3@F22D
„c~r ,z,w!…#%, ~18!

where the differential operators in their corresponding trans-
form domain become scalar operators, now defined explicitly
as

T̂op~kz!512F12S kz

k0
D 2G1/2

~19!

and

V̂op~r ,s!5
s2

2r 2 . ~20!

Note that k0s is similar to a bearing deviation wave
number~but not exactly!!. For propagation along a bearing
with no azimuthal coupling,k0s50. Furthermore, one can
easily recover the correspondingN32-D approximation by
settings50 in Eq.~20!. This provides a nice confirmation of
the algorithm. It is important, however, to recognize that the
actual bearing deviation wave number16 is k0s/r , as sug-
gested by the azimuthal wave number domain operatorVop.

This important distinction will have a significant influence in
what follows.

Note also that a similar wide-angle approximation could
be made to the square-root operator, Eq.~5!, which combines
the depth and azimuthal derivative terms into a single, wide-
angle operator. Such an operator would still become a scalar
multiplier in the double-transformed wave number space.
However, it would also be anM3N scalar matrix, rather
than two scalar vectors of lengthM and N. The increased
computational memory necessary to handle such an operator
does not seem worth what is likely to be only a minor im-
provement in the solution, and will therefore not be consid-
ered further.

Equation ~18! together with Eqs.~12!, ~19!, and ~20!
provide the fundamental formulas needed to numerically pre-
dict acoustic propagation in 3-D. There also remains the is-
sue of numerically ‘‘gridding’’ the space in order to sample
both the ocean environment and the acoustic field ad-
equately. In terms of the latter, we can simply examine the
relationships between the gridding in the physical and trans-
formed domains. Specifically, if we choose to sample the
space byM points in depth andN points in azimuth, then
depth and bearing resolution are defined by

Dz5
zT

M
~21!

and

Dw5
wT

N
~22!

wherezT and wT are the total depth and azimuthal extents,
respectively. By employing discrete Fourier transforms in
Eq. ~18!, the corresponding resolutions in the wave number
domains are

Dkz5
2p

zT
5

2p

M Dz
~23!

and

k0 Ds5
2p

wT
5

2p

N Dw
. ~24!

According to the Nyquist criterion, the maximum wave num-
bers sampled in each direction are

ukzumax5
M

2
Dkz5

p

Dz
~25!

and

uk0sumax5
N

2
k0 Ds5

p

Dw
. ~26!

Let us pause for a moment and reflect on the subtle, but
important, characteristics of what may seem to be obvious.
Typically, an acoustic propagation model will define some
maximum depth extent,zT , sampled with a fixed number of
mesh pointsM. This produces a fixed grid sizeDz. Accord-
ing to Eq.~25!, this fixesukzumax and, therefore, the resolution
of vertical structure of propagation that can be treated nu-
merically. Similarly, if a fixed number of mesh pointsN is
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defined over an azimuthal extent ofwT ~typically defined as
2p!, then this fixesuk0sumax. However, in contrast to the
fixed vertical sampling, the resolution of bearing deviation
angle that can be computed will drop off liker 21! This
would be analogous to increasing the depth mesh size lin-
early in the range; as the range increases, the ability to re-
solve the vertical structure becomes degraded.

As is often the case, there are additional tricks that must
be employed to produce accurate results in an efficient man-
ner. Up to this point, no mention has been made of the
boundary conditions that must be applied to the pressure
field. In the 2-D problem, there are two boundary conditions:
the field must go to zero at the surface and at large depths. In
terms of the PE field function, these are defined as

c~z50!50 ~27!

and

c~z→`!50. ~28!

The first boundary condition is easily satisfied using the SSF
technique by introducing an ‘‘imaginary’’ ocean of identical
structure for negative depths and requiring

c~2z!52c~z!. ~29!

The second boundary condition can be treated effectively by
introducing an absorbing layer, or ‘‘sponge,’’ at deeper
depths in the calculation. The depths at which this sponge is
applied are rather arbitrary, but should be deep enough such
that one would not expect acoustic energy to return.

In the 3-D problem, we simply need to add a continuity
condition in azimuth, i.e.,

c~w12p!5c~w!. ~30!

If the total azimuthal aperture is 2p, this boundary condition
is easily satisfied by enforcing Eq.~30! at the initial range.
The symmetry of the SSF algorithm then ensures that this
boundary condition is met throughout the calculation. How-
ever, as has been argued, the use of the full 2p aperture
limits the range of accuracy of the model.

Suppose for a moment that the solution has already been
computed out to some range. Furthermore, assume that
something has absorbed all~or most! of the energy over half
of the total azimuthal aperture. A discrete Fourier transform
in bearing space is now twice as large as necessary to obtain
the same information since half of the signal appears as zero
padding. The effective azimuthal aperture is now onlyp. In
the transformed domain, the sampling is still defined by
k0 Ds51 with a maximum value ofuk0sumax5N/2. However,
this sampling rate is twice as small as the actual information
content. Therefore, every other point in the transformed do-
main may be dropped, and a subsequent transformation back
to bearing space would provide the same information over
the limited aperturep ~of only half the size,N/2!. It is im-
portant to note that the boundary condition, Eq.~30!, is still
being satisfied. We are simply choosing to not carry around
the extra zeros~which could always be added back by zero
padding at any point!.

Of course, the same effective result can be achieved by
filtering that part of the aperture we wish to exclude. By

zeroing out that part of the aperture, we remove the need to
carry this part of the signal~since it contains no information!,
and we can reduce the transform size by the appropriate
amount. Because of the way Fourier transforms react to such
filtering ~i.e., sidelobes of the window transform!, a smooth
filter should be designed to reduce the influence of sidelobe
leakage and numerical reflections from the boundaries. Natu-
rally, the influence of azimuthal coupling becomes question-
able, at best, near the edges where the filtering occurs. Near
the center of the unfiltered portion, however, this should not
be an issue for most realistic environments.

The technique just described provides a means of reduc-
ing the computational load as range increases, but that was
not the only significant point of this paper. On the contrary,
a considerable problem is the reduced cross-range resolution
as range increases. From Eq.~24!, it was shown that the
maximum ‘‘wave number’’ parameteruk0sumax remains con-
stant for fixed azimuthal samplingDw. This provides the
measure of the resolution of the bearing deviation angle.
However, the actual maximum azimuthal wave number
drops off liker 21. To increase the resolution of the bearing
deviation angle that can be computed, a largeruk0sumax is
needed. This can also be easily accomplished in the azi-
muthal wave number domain. Consider again the case where
half the total aperture has been filtered and we have per-
formed a discrete Fourier transform to the azimuthal wave
number domain. And again, every other point is dropped,
thereby effectively doublingk0 Ds. But now this data is zero
padded to twice its length, which brings the total sizebackto
N. The subsequent transformation back to the bearing space
occurs with the same number of points, but only half the
original aperture~which was achieved before by dropping
every other point in the transform domain! and at half the
azimuthal sampling. We have simultaneously doubled the
cross-range resolution of the environment and the resolution
of the bearing deviation angle, and~effectively! maintained
the necessary boundary condition with no increase in com-
putational load as the range increases.

Obviously, there is something lost in the process~apart
from numerical noise!. As a result of increasing the resolu-
tion of the bearing deviation angle, the maximum allowable
bearing deviation angle that can be computed has also been
decreased. However, in the case of azimuthal coupling in
real underwater acoustics problems, it is considered more
important to maintain adequate sampling of the bearing de-
viation angle at long range~which will probably always be
small! rather than allow for large out-of-plane angles.

There still remains a subtle, but very important, issue
that must be addressed. The previous argument for using
such a limited azimuthal aperture may suggest that we sim-
ply limit the calculation from the beginning, e.g., only use
p/2 total aperture with smooth filtering away from the cen-
tral radial forall ranges.~In fact, this author had incorrectly
used this approach in earlier versions of the code. Oddly
enough, some of the results were not too bad!! The error of
this method can be described by again using the analogy
with a vertical array aperture. For a fixed number of ele-
ments, their separation, and hence total aperture, grows lin-
early with range. Similarly, as one considers the near-field
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situation, the element separation and total aperture gets very
small. Small element separation is not a problem, as it sim-
ply increases the sampling of the field. However, if the total
aperture gets too small, the ‘‘beams’’ become so ‘‘fat’’ that
all directional information is lost, i.e., the entire array acts
like a point receiver.

For the corresponding azimuthal aperture, the situation
is a little different. Specifically, the total ‘‘length’’ of the
aperture~even when covering 2p of azimuth! must shrink to
zero at range zero. For the first few range steps, the total
azimuthal length may only be on the order of a wavelength.
Therefore, it is essential to carryall of this information dur-
ing the calculation with the Fourier transforms. Not until the
azimuthal length is many wavelengths, or, equivalently, until
the azimuthal sampling is on the order of a wavelength, are
we able to justify applying a filter and reducing the total
azimuthal aperture.

Therefore, combining all of the above, a limited azi-
muthal aperture algorithm may be designed as follows. First,
the full 2p azimuthal coverage must be defined. This can be
accomplished by simply defining the 2-D starting field as in
previousN32-D models overN radials.@Note that this au-
tomatically satisfies the boundary condition defined by Eq.
~30!.# The solution is marched out in range according to the
2-D SSF algorithm, Eq.~18!. At each range step, the cross-
range sampling size,r Dw, is compared to the acoustic
wavelength. Ifr Dw.l/2, a smooth filter is applied to the
outer quarters of the azimuth, i.e., fromp/2 to p and2p/2
to 2p relative to the central radial.~Note that the filter cho-
sen should not reduce the field to zero immediately to avoid
numerical reflections. For this application, a smooth filter
with a minimum of about 75% was chosen. Multiple appli-
cations of this filter then effectively reduce the outer radials
to zero after several range steps without generating signifi-
cant side lobe leakage. This filter was chosen somewhat ar-
bitrarily based on experience and could probably be im-
proved.! When the range increases to the point wherer Dw
.l, the aforementioned technique for dropping that half of
the aperture that is now effectively zero and resampling the
field at half the original azimuthal spacing is applied. Some
additional filtering of the outer resampled radials is also nec-
essary at this point to avoid aliasing that may occur as the
solution marches forward from this point. However, since
the first criteria (r Dw.l/2) is immediately satisfied after
resampling, the first smooth filter is again applied until the
cross-range sampling meets the second criteria (r Dw.l)
when another resampling of the field can be accomplished.
At any given range of the calculation, roughly half~the ‘‘in-
ner’’ half! of the radial solutions may then be considered
accurate.

Note that the specific cross-range criteria stated are not
based on anything more than the requirement that the total
azimuthal aperture ‘‘length’’ is many wavelengths~assuming
N is not too small!. Other criteria could be used if it was
decided that wavelength sampling cross-range was not
needed. Furthermore, one should be cautious not to believe
that such a technique could be applied indefinitely. Experi-
ence has shown that two or three resamplings~reducing the
total aperture by a factor of 4 or 8! is about the current limit,

although this may be increased by careful application of the
resampling for specific problems. As in many numerical ap-
plications, the careful user must simply work towards both
convergent and physically realistic solutions.

The technique outlined above has been implemented
into a 3-D version of the formerlyN32-D version of the
Monterey–Miami Parabolic Equation~MMPE! model.17 Re-
sults have been computed for various synthetic and real en-
vironmental datasets. In the next section, a single, synthetic
environment is used to test the model. Results are compared
with other work, which provide a good benchmark dataset.

III. NUMERICAL RESULTS

In this section, the limited aperture 3-D PE model just
defined will be employed to compute the propagation in the
3-D wedge environment defined in Ref. 18. This environ-
ment is a 3-D extension of the 2-D ASA benchmark
wedge.19 In Ref. 18, a combination of techniques was used to
solve a similar 3-D parabolic equation. Specifically, an im-
plicit finite difference~IFD! scheme20 was used to solve the
range/depth problem while a split-step Fourier technique was
used to solve the range/azimuth problem. In that work, it was
shown that an adequate number of radials must be used to
compute the propagation or the proper azimuthal coupling is
not achieved. Furthermore, if too few radials are used, the
solution appears to agree very well with theN32-D results.

Following the example of Ref. 18, a 3-D wedge is de-
fined with a cross-sectional profile, as depicted in Fig. 1. The
source is at 100-m depth at a point along the slope with a
200-m deep water column. The slope is fixed at 2.86° and the
depth varies from a maximum of 380 m to a minimum of 20
m. The water column is isospeed with sound speedcw

51500 m/s, and the bottom is a homogeneous half-space
with sound speedcb51700 m/s, densityrb51.5 g/cm3, and
no attenuation.

Azimuthal coupling in this environment is most easily
observed by exciting individual modes at the source location
and propagating them outward in range. For a source fre-
quency off 525 Hz, the following function is used to define
the first propagating mode at the source location:

c~z!5sinS zAv2

cw
2 2K1

2D ; z<H, ~31a!

c~z!5e2AK1
2
2v2/cb

2
~z2H ! sinS HAv2

cw
2 2K1

2D ; z.H,

~31b!

whereH5200 m is the water depth at the source location,
v52p f is the angular frequency of the source, andK1

FIG. 1. Schematic diagram of 3-D wedge environment cross section.
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50.103 78 m21 is the horizontal wave number for mode 1 at
the source location, as computed by a standard normal mode
algorithm.11

The strongest influence of azimuthal coupling is antici-
pated along the 200-m isobath radial from the source~in
either direction perpendicular to the slope!. Along one such
radial, transmission loss calculations were extracted at a
depth of 36 m. Figure 2 shows the comparison between the
2-D calculation and a 3-D calculation of the mode 1 trans-
mission loss along one of these radials. This 3-D calculation
was performed with 2048 radials covering the full 360° azi-
muthal aperture. The 2-D TL curve exhibits simple cylindri-
cal spreading, as expected. The 3-D TL curve shows the
influence of azimuthal coupling beyond;20 km. As will be
shown later, this interference pattern is due to refracted mode
1 paths originally propagating upslope interfering with
downslope propagating mode 1 paths. It should be noted that
beyond the range computed, the mode 1 TL increases dra-
matically due to a mode 1 shadow zone. Furthermore, it is
important to note that a range-averaged evaluation of the 3-D
results will produce a curve very similar to the 2-D results.
Thus, the 2-D, uncoupled azimuth approximation still pro-
vides good mean level predictions prior to the mode 1
shadow zone.

A similar plot is shown in Fig. 3, which compares the
results of the 3-D calculation with 2048 radials covering the
full 360° azimuthal aperture and the 3-D calculation with
only 512 radials covering 90° of azimuthal aperture. The
azimuthal sampling of the two calculations is the same,
therefore, and the results are found to agree extremely well.
Thus, the limited azimuthal aperture algorithm appears to
correctly predict the effects of azimuthal coupling. Of prac-
tical significance here is the fact that, due to the smaller
azimuthal transform size needed throughout the calculation,
the limited azimuthal aperture results were generated in
nearly one fourth of the time of the full 360° azimuthal ap-

erture calculation. The limited azimuthal aperture approach
is therefore accurate and efficient.

In Fig. 4, the results of the 3-D calculation with 512
radials covering the full 360° is compared to the results of
the limited aperture 3-D calculation with 512 radials cover-
ing 90°, a factor of 4 increase in azimuthal sampling. Note
that the azimuthal resolution of the full 360° calculation is
not adequate to correctly predict the influence of azimuthal
coupling. Thus, the limited azimuthal aperture calculation,
which has a nearly identical run time, provides much better
resolution and correctly predicts the azimuthal coupling.

An initial comparison seemed to indicate a very good
match between these results and Fawcett’s previous work.
The range where the interference pattern began seemed con-
sistent as did the magnitude of the fluctuations. After com-
paring more recent digital data provided by Fawcett,21 some
variability exists between the solutions. However, such vari-
ability appears to exceed the accuracy of the model with
respect to reference sound speed,c0 , sensitivity. An example
of Fawcett’s solutions for two different values ofc0 is given
in Fig. 5. Similar variability is seen for three different values
using the limited azimuthal aperture technique described
here, as shown in Fig. 6. While Fawcett’s technique seems
less sensitive at shorter ranges, presumably due to the IFD
implementation in the vertical plane, the location of the onset
of the interference pattern appears more sensitive, which is
probably due to the use of the WAPE approximation in the
3-D MMPE implementation.

The complete transmission loss data at 36-m depth is
displayed in Fig. 7 for theN32-D results, 3-D results with
full aperture~2048 radials over 360°! and the limited aper-
ture 3-D results~512 radials over 90°!. Note the influence of
the filter applied to the outer quarters of this final dataset.
The effects of azimuthal coupling are apparent using the lim-
ited aperture technique. In this plot, the aforementioned
mode 1 interference is evident. Those paths originally propa-

FIG. 2. Mode 1 transmission loss computed at 36-m depth along a 200-m
isobath in the cross-slope direction. The dashed curve is a 2-D calculation,
the solid curve is a 3-D calculation using 2048 radials over full 360° azi-
muthal aperture.

FIG. 3. Mode 1 transmission loss computed at 36-m depth along a 200-m
isobath in the cross-slope direction. The dashed curve is a 3-D calculation
with 2048 radials over full 360° azimuthal aperture~as in Fig. 2!; the solid
curve is a 3-D calculation with 512 radials over 90° azimuthal aperture
~azimuthal sampling is the same!.
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gating upslope are refracted downslope and interfere with
other mode 1 paths.

It is the opinion of this author that this test case be used
as a benchmark test case for other investigators working on
full-wave 3-D propagation models. Obviously from the re-
sults presented here, a true benchmark solution is not yet
available. Other variations of this environment or source
function could also be agreed upon by the modeling commu-

nity in an attempt to validate the latest 3-D codes~e.g., dif-
ferent source frequencies, different bottom slopes, structured
water column profiles, etc.!.

IV. SUMMARY

In this paper, a novel approach for computing full-wave,
3-D acoustic propagation using a 2-D SSF/PE algorithm with

FIG. 4. Mode 1 transmission loss
computed at 36-m depth along a
200-m isobath in the cross-slope direc-
tion. The dashed curve is a 3-D calcu-
lation with 512 radials over full 360°
azimuthal aperture~as in Fig. 2!; the
solid curve is a 3-D calculation with
512 radials over 90° azimuthal aper-
ture ~azimuthal sampling increased by
factor of 4!.

FIG. 5. Mode 1 transmission loss
computed at 36-m depth along a
200-m isobath in the cross-slope direc-
tion ~from Fawcett, Ref. 21!. The solid
curve is a 3-D calculation with refer-
ence sound speedc051512 m/s~as in
the original paper!; the dashed curve is
based on same model with reference
sound speedc051562 m/s.
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limited azimuthal aperture was introduced. The benefit of
limiting the size of the aperture is to increase the cross-range
resolution without sacrificing efficiency. This is achieved by
using smooth filters to remove the outer quarters of the field
bearings and then resampling the field. Both of these opera-
tions are easily performed in the azimuthal wave number
domain. It was noted, however, that such an approach is not
valid at very short ranges, and so a scheme must be used to
ensure adequate sampling before this technique may be ap-
plied. Once this is achieved, it was found that the innermost
bearings produce effectively the exact same results as those
without filtering. In environments with extreme azimuthal
variability, this method would presumably break down at
long range, so the limits of its usefulness are unclear. In most
ocean acoustics problems, however, it is expected to work
well out to significant ranges.

It was also confirmed that adequate azimuthal sampling
is a requirement for accurate 3-D propagation effects. Fur-
thermore, it was argued that total aperture sampling is re-
quired at short ranges to ensure enough complete wave-
lengths in the solution. It may be that such a requirement is
related to numerical sampling of Huygens’ wave fronts or
some diffractive phenomenon.

The specific test case of the mode 1 propagation in the
3-D penetrable wedge was examined. The results were found
to agree quite well with similar previous work by others. Due
to the relative simplicity of this environment and the addi-
tional confirmation of the results provided by this paper, it is
recommended that this particular propagation problem be
used by the acoustics modeling community as a benchmark
in future 3-D propagation model development.

Improvements could be made to the current algorithm in
the form of better filtering techniques. A wider angle azi-

FIG. 6. Mode 1 transmission loss
computed at 36-m depth along a
200-m isobath in the cross-slope direc-
tion using the limited azimuthal aper-
ture technique. Different solutions
found with reference sound speedsc0

51500, 1450, and 1550 m/s are dis-
played.

FIG. 7. Mode 1 transmission loss computed at 36-m depth for the wedge
environment:~upper! N32-D calculation;~middle! 3-D calculation with
2048 radials over 360°; and~lower! 3-D calculation with 512 radials over
90°.
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muthal operator could also be defined, although it is not ex-
pected to improve the results in most ocean environments.
The effects of Earth curvature may also be added to test the
algorithm on basin scale propagation.

The introduction of a broadband version of the code has
already been implemented and the results have been used to
contrast the effects of 3-D environments on broadband pulse
propagation.22,23 It was found that theN32-D solutions
show remarkably 3-D characteristics, making the experimen-
tal observation of true 3-D azimuthal coupling extremely
challenging. As others have noted,24 it appears the best ap-
proach for observing azimuthal coupling in a true ocean en-
vironment is to measure mode TL at low frequencies~with
only a few propagating modes! and search for a mode cutoff
range.

As the speed of modern computers increases and the
cost of memory decreases, it is natural to expect that fully
4-D ~3-D space plus time! calculations covering the full 360°
of azimuth will become common. The technique outlined in
this paper will then become unnecessary. However, for the
foreseeable future, the ability to accurately predict 3-D
propagation in shorter time with less memory using the finite
azimuthal aperture technique appears to be a useful alterna-
tive.
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Bottom reverberation in shallow water: Coherent properties
as a function of bandwidth, waveguide characteristics,
and scatterer distributions
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Shallow water presents a difficult, reverberation-limited environment for active SONAR operations.
It is important to understand the predictable structure of shallow-water reverberation in order to aid
the design of processors and detectors which work properly in these environments. In this paper, the
temporal characteristics of monostatic reverberation are predicted as a function of source bandwidth,
source–receiver depth, and the propagation characteristics of range-independent shallow water.
Results show that at early time, reverberation can be highly coherent across a vertical line array,
violating the homogeneous noise assumption, while at late time the reverberation becomes
increasingly uncorrelated. This is shown to be due to the insonification of independent bottom
patches at late time. It is also shown that this decorrelation of the reverberation is dependent both
on the propagation characteristics of the particular shallow-water environment, the correlation
length scale of the scatterers, and the bandwidth of the source, with high-bandwidth sources causing
decorrelated reverberation sooner than low-bandwidth sources. The results also show that there are
several identifying characteristics in reverberation time series which may be useful for identifying
the types of scatterers which cause reverberation during particular experiments.
@S0001-4966~99!06212-8#

PACS numbers: 43.30.Gv, 43.30.Re, 43.30.Hw@DLB#

INTRODUCTION

Scattering physics is often modeled using the Helmholtz
equation for computational reasons. Propagation loss to and
from scattering regions is often treated in a like manner. The
usual approach for generating reverberation time series
therefore requires a numerical Fourier synthesis which can
obscure the physics of reverberation phenomenology. Here,
we model the reverberation process approximately using nor-
mal modes and perform the Fourier synthesis explicitly un-
der a narrow-band approximation. The modes are allowed to
interact with the bottom individually, and scattering interac-
tions between the modes at the bottom are retained. There-
fore, the approach allows pathological propagation phenom-
ena such as convergence zones to be explicitly modeled. The
geometry is monostatic in the horizontal coordinates, al-
though different depths of the source and the receiver may be
accommodated. As a generalization, different source and re-
ceiver vertical apertures and receiver characteristics may also
be accommodated, although they are not explicitly treated in
this paper.

As a natural result of the broadband nature of the analy-
sis, the interaction of the modes with each other at the bot-
tom is seen to be governed by the bandwidth of the analysis
and the dispersive properties of the waveguide. The result is
that modes which interact coherently at bottom patches at
early time may decorrelate at late times, in ways which are
determined by the mean propagation physics of the wave-
guide, the bottom correlation length scale, and the reverbera-
tion analysis band. In the interest of keeping the approach as

general as possible, the bottom-scattering process is modeled
as the interaction between a known modal scattering function
and the scatterers which are characterized by the second mo-
ments of their distribution in amplitude and space. The
bottom-scattering functions are generally related to the
mode-shape functions and their derivatives at and in the bot-
tom, which are sensitive to the detailed bottom structure and
the incident grazing angles of each mode. They can also be
simple parametrizations based on grazing angle. This ap-
proach makes it possible to model scattering functions which
are based on physics, such as perturbation theory, or ‘‘stan-
dard’’ models, such as Lambert’s law, within the framework
of a general reverberation model. The interaction between
the scattering functions and the scattering potential is as-
sumed to be weak, so that multiple scattering is negligible
and a small imaginary part of the model eigenvalues is suf-
ficient to account for propagation loss, and local, so that the
field scattered at any particular part of the bottom is due only
to the bottom properties and the incident field at that particu-
lar point. This latter approximation serves as a restriction on
the ability of the model to accommodate large-scale scatter-
ers such as facets or other pathological features, but is useful
for modeling clutter, the intended objective.

This work is similar in various respects to other normal-
mode reverberation treatments, with the principal difference
being the emphasis on the coherent properties of the tempo-
ral evolution of the reverberation. The treatment of the prob-
lem by Ellis1 is similar, for instance, most noticeably in the
use of the reverberation time over the round-trip modal slow-
ness to determine the patch range. The work presented here
may be viewed as an extension to Ellis’s model both because
the individual modal dispersion terms, which are importanta!Electronic mail: lepage@saclantc.nato.int
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at late time for properly modeling the incident field, have
been included, and because the ensemble average of the re-
verberation intensity has been rigorously obtained directly
from the expressions for the complex scattered field. A paper
by Tang, which is under review,2 properly includes the
modal dispersion term and the formal average of the inten-
sity, and thus is more similar to the work presented here.
Although the derivations are similar, the work presented here
is more complete regarding the exploration of the effects of
bandwidth and consequently patch size in relation to corre-
lation length scale, and coherent effects in general. A paper
by Tracey and Schmidt3 offers a rigorous frequency-domain
derivation of modal volume scattering using the MSP, in-
cluding the effects of scattering on modal coherence, but the
derivations are obtained for the Helmholtz equation, so that
numerical integration is required to obtain reverberation time
series. Consequently, no exploration of the temporal struc-
ture of the reverberation and related temporal coherence is-
sues has been carried out. To summarize, this treatment dif-
fers from the other modal scattering treatments in that more
emphasis is placed on the importance of the temporal char-
acteristics of modal interaction at and in the seafloor, and
consequently a better understanding has been developed of
when the modal components of the backscattered field are or
are not coherent at various times after the shot. The theory
developed here also explores how the ratio of the bottom
patch size to the correlation length scale of the scatterers
affects the resonant scattering characteristics of the rever-
beration, and simplified expressions for the time-dependent
intermodal coherence are obtained in the limiting cases of
very small and very large patch size with respect to a corre-
lation length scale.

I. THEORY

Under the far-field approximation, the total field ‘‘inci-
dent’’ from a point source to a scatterer on or in the bottom
at ranger and frequencyv is given approximately by

pi~v,zs ,r !.A2p

r (
m51

N fm~zs!fm
2

Akm

eikmr , ~1!

where km are the modal wave numbers,fm are the mode
shape functions,fm

2 defined below, are the scattering poten-
tial for the mode shape functions, andzs is the source depth.

In Eq. ~1!, the scattering functionfm
2 is intended to

represent the excitation of some sediment or sub-bottom
scatterer by modem. At the bottom, we parametrize the scat-
tering amplitude by a local scatterer distributionh, a real
variable representing the physical variability of the bottom or
sub-bottom which is a function of range and azimuth. From
this scatterer distribution, the propagation back to the re-
ceiver is given by the Green’s function

pr~v,zr ,r !.A2p

r (
n51

N fn~zr !fn
1

Akn

eiknr , ~2!

wherefn
1 represents the ability of the scatterer to excite the

waveguide in the backscattered direction. Taken together, the

backscattered field from scatterers at all ranges and azimuths
at frequencyv is

p~v,zs ,zr !52pE
0

2p

duE
0

`

dr (
m51

N

(
n51

N

fm~zs!fm
2h

3~r ,u!fn
1fn~zr !

ei ~kn1km!r

Aknkm

. ~3!

In reality, the separability of the scattering functionsfm
2 and

fn
1 is not guaranteed. Thus, to add generality we replace the

scaler productfm
2fn

1 with a generalscattering kernel Tmn ,
which may be full rank. It is emphasized that under this
definition of the scattering kernel,Tmn is not a power quan-
tity relating incident to scattered intensities, but a transition
matrix relating incident to scattered pressures. Under this
definition, the backscattered time series is then given by the
inverse Fourier transform

p~ t,zs ,zr !5E
0

2p

duE
0

`

dr h~r ,u!E
2`

`

dv A~v!

3 (
m51

N

(
n51

N

fm~zs!Tmnfn~zr !
e2 i ~vt2~kn1km!r !

Aknkm

,

~4!

where the mode-shape functionsfn,m , the scattering func-
tions fn,m

6 , and the modal eigenvalueskn,m are all implicit
functions of frequency. Although such an expression can be
evaluated numerically, solutions in this form cannot provide
significant insight into the controlling characteristics of re-
verberation. Instead, what is required is the short-time aver-
age~STA! of the square of the quantityp(t), since we are
interested in intensity; since we are interested in the expected
intensity, we seek the ensemble average^pSTA

2 &. In order to
gain insight, we would also like to be able to evaluate the
desired quantities analytically. Looking at Eq.~4!, it seems
that the two largest hurdles to closed-form evaluation are the
generally unknown spatial characteristics of the scatterer dis-
tribution h, and the frequency integrals over the model
Green’s functionspi andpr . The first difficulty can be over-
come if we assume that the spatial statistics of the scatterers
are homogeneous and known. The second difficulty may be
overcome for signals of limited bandwidth by making use of
the narrow-band approximation.

In the narrow-band approximation, temporal responses
of filters are approximated by expanding the filter response
about a center frequency. In this application, the filters of
interest are the Green’s functions in Eqs.~1! and ~2!. The
mode-shape function and the scattering functionTmn are
both assumed to remain unchanged in the vicinity of the
center frequency; the wave numberskn,m are assumed to
change following the second-order Taylor series expansion
about the center frequency

kn5kn
o1~v2vo!

]kn

]v U
v5vo

1
~v2vo!2

2

]2kn

]v2U
v5vo

. ~5!

Insertion of Eq.~5! into Eq. ~4! and integrating over a
bandwidth ofDv yields the approximation
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p~ t,zs,zr !52A~vo!RH E
0

2p

duE
0

`

dr h~r ,u!

3 (
m51

N

(
n51

N

fm
o ~zs!Tmn

o fn
o~zr !

e2 i ~vot2~kn
o
1km

o
!r !

Akn
okm

o

3E
2Dv

Dv

dv e2 iv~ t2~Snm1~v/2!Dnm!r !J , ~6!

where Snm is the sum of the modal slownesses]kn /]v
1]km /]v, and Dnm is the sum of the modal dispersion
terms]2kn /]v21]2km /]v2 at the frequencyvo . If we as-
sume for the moment that the modal dispersion is negligible,
then the frequency integral in Eq.~6! may be performed with
the result

p~ t,zs ,zr !54DvA~vo!RH E
0

2p

duE
0

`

dr h~r ,u!

3 (
m51

N

(
n51

N
e2 i ~vot2~kn

o
1km

o
!r !

Akn
okm

o
fm

o ~zs!

3Tmn
o fn

o~zr !sinc~Dv~ t2Snmr !!J , ~7!

where sinc(x)[sin(x)/x.
Several intuitive observations may be made upon in-

spection of Eq.~7!. The first is that the amplitude of the
reverberation time series increases linearly with the band-
width Dv, consistent with the fact that the energy in the time
series is increasing as more frequencies are included. The
second is that the contribution to the scattered field at timet
comes from a region concentrated aboutr 5t/Snm , i.e., from
ranges close to the time over the round-trip modal slowness.
Furthermore, we see that the response at timet is a local
Fourier transform of the scattering processh, which is win-
dowed by a sinc function whose spatial extent is approxi-
matelyDr .2p/DvSnm or approximatelyc/2D f , the classic
‘‘patch size’’ from reverberation analysis.

At this point, it is useful to consider the different behav-
ior of the reverberation in the limits of narrow- and broad-
band frequency excitation. First, there are the effects which
exist in general for any particular mode pair and are not
related to the coherent nature of the propagation which can
introduce structure when Eq.~7! is summing coherently. If
the spatial window is very narrow in extent~i.e., broadband
excitation!, then the individual scatterers dominate the return
at any given time and the spatial Fourier transform has inad-
equate aperture to allow resonant scattering to occur. In ad-
dition, we can expect the variance of the backscattered time
series to be on the order of the variance of the individual
scattering cross sections of the scatterers themselves, since
very few scatterers contribute to the total return from each
mode pair at any given time. On the other hand, if the spatial
window is very broad, as is the case for very narrow-band
scattering processes, then the window is much larger than the

correlation length scale of the individual scatterers and reso-
nant scattering can occur. In this case, we can expect much
lower amplitudes of backscatter compared to the level of
individual scattering cross sections in the window, and lower
overall variance of the reverberation intensity, since many
correlation lengths of the scatterers are insonified.

The second effect of bandwidth is how it controls the
amplitude of the interference terms between the modes.
Since the individual modes have different slownesses, we
may expect coherent interference terms to disappear between
modes where the difference between the range-integrated
round trip slownessDtnm5(Snn2Smm)r is greater than one
over the bandwidth, i.e.,Dtnm.2p/Dv. Put another way,
modes which interrogate different patches of the bottom
more than a correlation length apart at a given time are deco-
rrelated and will yield no interference structure associated
with coherent propagation to the backscattered field. Thus,
for broadband excitation we can expect significant variance
in the reverberation intensity, but a fairly smooth mean; con-
versely, we expect highly structured mean reverberation in-
tensity for narrow-band excitation but lower variance about
this structure. We can therefore anticipate that reverberation
deviation from smooth parametrized curves comes from a
combination of effects induced by propagation~waveguide
effects! and effects introduced by the variance of the scatter-
ers themselves.

Even though we can understand how the various terms
in Eq. ~7! control the character of the reverberation as a
function of time, evaluation of the windowed Fourier trans-
form of the spatial distribution of scatterers is difficult to
quantify in closed form. More importantly, the modal disper-
sion termsDnm turn out to be very important to the accurate
approximation of the incident field, even at moderate
ranges.4 For these reasons we adopt a slightly different form
of the narrow-band approximation where we assume that the
bandwidth is controlled not by absolute frequency limits but
by a Gaussian window function

A~v!5Ae2~v2vo!2/Dv2
,

which when inserted into Eq.~4! along with Eq.~5! yields a
more useful and accurate form of the narrow-band approxi-
mation

p~ t,zs ,zr !

52ApARH e2 ivot (
m51

N

(
n51

N fm
o ~zs!Tmn

o fn
o~zr !

snmAkn
okm

o

3E
0

2p

duE
0

`

dr h~r ,u!ei ~kn
o
1km

o
!re2~ t2Snmr !2/4snm

2 J ,

~8!

where snm
2 [Dv222iD nmr /2. The term exp(2(t

2Snmr)2/4snm
2 ) in Eq. ~8! serves the same purpose as the sinc

function in Eq.~7!, with the dispersionDnm included explic-
itly. With this expression the windowed Fourier transform
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will be easier to evaluate in subsequent manipulations. How-
ever, all of the intuition we have gained concerning the ef-
fects of bandwidth remains valid, except that the dispersion
will have the effect of increasing the patch sizes at late times,
both decreasing the variance of the scatterer contribution and
increasing the importance of coherent propagation effects.

We now turn our attention to the short-time average
~STA!5 of Eq. ~8!. First, we review the complex envelope
theory. Equation~8! has the form

p~ t !5R$e2 ivotA~ t !%,

whereA(t) is the so-called complex envelope which is ev-
erything in the bracket in Eq.~8! following the e2 ivot.
Squaringp(t) and expanding we get

p2~ t !5R$A~ t !%2~1/21cos~2vot !/2!

1T$A~ t !%2~1/22cos~2vot !/2!

12R$A~ t !%cos~vot !T$A~ t !%sin~vot !,

which upon a short-time average,~where the short time if
defined as a time sufficiently long to allow the twice-carrier
frequency terms to integrate to zero and to allow the or-
thogonality of the sin and cos terms to be approached! yields

pSTA
2 ~ t !.

R$A~ t !%2

2
1

T$A~ t !%2

2

5
uA~ t !u2

2
5

A~ t !A* ~ t !

2
.

Under the last identity, the STA of the backscattered inten-
sity, i.e., the STA of the square of Eq.~8!, is given by

pSTA
2 ~ t,zs ,z1 ,z2!52pA2 (

m51

N

(
n51

N

(
m851

N

(
n851

N fm~zs!fm8~zs!TmnTm8n8fn~z1!fn8~z2!

snmsn8m8
* Aknkmkn8

* km8
*

E
0

2p

duE
0

`

dr h~r ,u!

3ei ~kn1km!re2tnm
2

~r !/4snm
2 E

0

2p

du8E
0

`

dr8 h~r 8,u8!e2 i ~k
n8
* 1k

m8
* !r 8e2t

n8m8
2

~r 8!/4~s
n8m8
* !2

, ~9!

where tnm(r ) is the reduced timet2Snmr ,k* indicates
R$k%2 iT$k%, and the superscriptso indicating that the scat-
tering kernel, mode functions, and eigenvalues are evaluated
at the center frequency have been dropped for compactness
of notation. Note that Eq.~9! gives the STA of the reverbera-
tion intensity explicitly in terms of two receiver depthsz1

and z2 . Thus, it is important to note that this development
will yield the quantities necessary to predict the time-
dependent vertical coherence

r2~ t,z1 ,z2![
pSTA

2 ~ t,z1 ,z2!

ApSTA
2 ~ t,z1 ,z1!pSTA

2 ~ t,z2 ,z2!
. ~10!

Since sonar system operators in general have at most
only general statistical characterizations of the bottom scat-
tering parameters at their disposal, we will turn our attention
to the evaluation of the ensemble average of Eq.~9!. The
only random variables in Eq.~9! are the scatterer distribu-
tions h. The ensemble average of these two distributions in
Cartesian coordinates and under assumptions of spatial ho-
mogeneity is

^h~r ,u!h~r 8,u8!&

[Rh~r cosu2r 8 cosu8,r sinu2r 8 sinu8!.

If we assume that the scatterer autocorrelation functionRh

corresponds to an anisotropic Gaussian parametrization with
correlation length scalesl x and l y and a skew angle aligned
with u[0,

Rh~x,y!5
^h2&

2p l xl y
exp~2~x2/2l x

21y2/2l y
2!!, ~11!

and perform the change of variablesr 95r 82r and u95u8
2u, we have in the far field

x.2r 9 cosu1ru9 sinu,
~12!

y.2r 9 sinu2ru9 cosu.

Insertion of Eqs.~12! into Eq. ~11! and integration overu9
yields ~see Ref. 6 for details of the derivation!

E
2u

2p2u

du9 Rh~r ,r 9,u,u9!

.
^h2&

prl yA2p~sin2 u1 l x
2/ l y

2 cos2 u!

3expS r 92

l x
2/2

~ l x
2/ l y

221!2

sec2 u1 l x
2/ l y

2 csc2 u D
3expS 2r 92S cos2 u

2l x
2 1

sin2 u

2l y
2 D D , ~13!

which delivers the commonly adoptedr 21 term heretofore
missing from the reverberation equations. The result shows
that the geometric decay in the reverberation level is due
solely to the azimuthal decorrelation of the scattering cen-
ters. This term can only be obtained explicitly upon seeking
the ensemble average, and is not present in Eq.~9!, which on
first inspection might seem to indicate that the reverberation
intensity does not decay with increasing time. Of course,
realizations of the short-time average will show this decay
for all times associated with reverberation coming from
ranges significantly greater than a correlation length scale, as
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the double azimuthal integral will introduce a linearly decreasing number of correlated components for increasing range.
In the limit of isotropic roughness with correlation lengthl, the ensemble average of the short-time average of the

reverberation intensity reduces to

^pSTA
2 ~ t,zs ,z1 ,z2!&52p2A2 (
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N

(
n51

N

(
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N

(
n851

N
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Aknkmkn8
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*
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`
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If we approximater 21 by Snm /t and evaluatesnm
2 approximately asDv222 iD nmt/2Snm ~see Appendix A for the

restrictions on these assumptions! then all the remaining range dependence of the integrands resides in linear and quadratic
terms in the arguments to the exponentials. If we take the further approximation of taking the lower limits on the range
integrals as2`, the two range integrals may be evaluated exactly~see Ref. 6 for details!. Under these approximations, the
ensemble average of the short-time average of the reverberation intensity is
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where
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2 l 2!. ~16!

In Eqs. ~15! and ~16!, all quantities with primed subscripts
are assumed to be conjugated.

Equation~15! gives the ensemble average of the short-
time average of the reverberation intensity directly in terms
of time, modal slownesses, modal dispersion, and the corre-
lation length scale of the scattering process. The arguments
to the exponential functions all sum to a number smaller than

zero. This is intuitive since the exponential functions indicate
the contributions to the reverberation between mode sets. For
this reason, the product of the exponential functions along
with the scaling functions inside the square roots may be
viewed as a time-dependent modal correlation functionr2.

In order to gain insight into the expected behavior of the
reverberation intensity, it is useful to evaluate the behavior
of the modal correlation function in simplified circum-
stances. In the limit of zero dispersion (snm

2 →Dv22,)r2,
which is the last three lines of Eq.~15!, may be written
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whereL is the patch size 1/DvSn8m8 .
It is instructive to evaluate Eq.~17! in the limits of large

and small patch size in relation to the correlation length
scale. In the large patch-size limit (L@ l ) we obtain6 for the
intermodal correlation function

rnmn8m8
2

~ t,L@ l !.e2~kn1km2~kn81km8!!2L2/2e2~kn81km8!2l 2/2

3e2t2~Snm
22

12Snm
21S

n8m8
21

1S
n8m8
22

!/8L2

3eit @kn1km2~kn81km8)# /Snm. ~18!

The first term of Eq.~18! represents a decorrelation between
modes due to very large patch size and differences between
the modal wave numbers which cause a cancellation phe-
nomenon. The second term represents the traditional Bragg
scattering term, which is the Fourier transform of the corre-
lation functionRh at the sum of the incident and scattered
wave numbers. The third term is a spatial decorrelation term
which increases with range. This represents the decorrelation
between modes due to the fact that different physical parts of
the bottom are illuminated by the two round-trip mode sets.
The equivalent form of the third term is

e2t2Dr 2/8L2
,

where Dr represents the range separation between the
patches associated with each mode set. For broadband pro-
cesses we will show that this decorrelation is controlled by
the correlation length scalel instead. Finally, the argument to
the fourth term is the difference between the round-trip phase
between the various candidate mode sets in the modal sum.
This is identical to the magnitude square of the modal inter-
ference terms in the round-trip propagation to the scattering
patch and back, and so represents a coherent propagation
effect.

Equation~18! represents the traditional view of scatter-
ing in the narrow-band limit, where the patch size is suffi-
cient to allow Bragg-type scattering to occur and lower back-
scattered levels are achieved. The first term in Eq.~18! also
limits the amount of interference structure allowed between
mode sets, and in the limit of infinitesimal bandwidth (L
→`) decorrelates all the modal cross terms, destroying the
propagation structure. This transition is given explicitly in
the waveguide and bandwidth parameters.

In the small patch-size limit (l @L), Eq.~17! reduces to6

rnmn8m8
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where the second term is equivalent to

e2Dr 2/2l 2,

and represents a decorrelation between mode sets associated
with the ratio between the distance between the mode
patchesDr and the correlation length scalel. The third term
is the round-trip accumulated phase as in Eq.~18!, with the
distinction that the phase accumulated on the return trip is

integrated over the ranget/Sn8m8 associated with the primed
mode set. This distinction is of little significance.

The first term in Eq.~19! represents decorrelation be-
tween mode sets associated with the spatial apertureL, and
differs from the analogous term in Eq.~18! in that this deco-
rrelation remains finite for even the diagonal terms where the
mode sets are identical. In fact, this term bears more of a
resemblance to the Bragg scattering term from the second
line of Eq.~18!, and may be thought to replace it with a term
of approximately the form

e2~kn81km8!22/L2
.

This is a key result which shows that in the limit of small
patch size, Bragg scattering associated with the correlation
function of the scattering centers disappears, and is replaced
by a term which looks very much like Bragg scattering from
a scattering process with the smaller spatial scaleL. This is
the manifestation of the extremely strong window effect
present at short spatial window scales: the local Fourier
transform of the spatial correlation function is severely dis-
torted by the small spatial window, with the result that the
amplitude of the backscattered field is determined more by
the variance of the individual scatterers themselves than by
resonant type terms obtained through the interrogation of
multiple scatterers by the larger spatial windows obtained
with narrower bandwidths.

II. RESULTS

In this section, we use the theory to predict the short-
time average of reverberation intensity for the shallow-water
environment observed during the SCARAB’97 experiment
in the Capraia basin north of Elba.7 The purpose of this sec-
tion is not to interpret the data from this experiment, but
rather to use realistic parameters to show how the reverbera-
tion depends on the parameters of center frequency, band-
width, scattering layer, and correlation length scale.

The SCARAB’97 experiment was conducted during
summer, so the measured sound-speed profiles were down-
ward refracting. The bottom properties in the Capraia basin
have been the subject of considerable study;8,9 here, we
adopt a fast, upwardly refracting bottom used by Jensen to
adequately characterize the transmission loss.10 The sound-
speed profile in the water column and into the bottom is
illustrated in Fig. 1, and the bottom properties used are indi-
cated in Table I.

KRAKEN11 was used to obtain the mode-shape functions
fn and the complex wave numberskn for this waveguide at
center frequencies of 75, 150, 300, and 600 Hz. The group
slownesses]kn /]v and the modal dispersion]2kn /]v2

were determined for these center frequencies by finite differ-
ences, using a 10-Hz step size. The resulting dispersion
curves of the waveguide are indicated in Figs. 2 and 3. In-
spection of the phase and group speeds of the modes shows
that there is typical low-frequency shallow-water behavior,
with decreasing group speed for increasing mode number.
The modal dispersion illustrated in Fig. 3 indicates that the
higher-order modes spread out more in time~and space! at
long range than do lower-order modes. Since the sign on the
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dispersion is negative, higher frequencies have less slowness,
and therefore travel faster, than do the lower frequencies.
The result is that at a given bottom patch, the highest fre-
quencies for any given mode reach the patch first, and the
modes themselves arrive in the order of increasing mode
number.

The importance of including the modal dispersion term
may be understood in terms of a range at which this term
effectively decreases the bandwidth by a factor of 2~with the
effect of increasing the patch size and therefore the number
of contributing scatterers at related times by a factor of 2!.
According to the definition ofsnm

2 , this range is given ap-
proximately by the relationr 2Dv54/Dv2]2kn /]v2. At 600
Hz for 120 Hz of bandwidth, this range occurs at 30 km for
mode 23. As this range is proportional to the inverse square
of the bandwidth, the importance of including this term is
accentuated for greater proportional bandwidths.

The transmission loss throughout the water column and
into the first few meters of bottom was calculated for center
frequencies of 150 and 600 Hz. These results are shown in
the top frames of Figs. 4 and 5. There are eight homogeneous
modes with phase speed less than the sub-bottom speed of
1600 m/s at 150 Hz and 32 homogeneous modes at 600 Hz.
The source depth of 10 m was chosen in such a way as to
emphasize coherent interaction between the modes. This is
particularly evident at 600 Hz, where the downward-
refracting nature of the waveguide yields bundles of bottom-
interacting rays with a 2- to 2.5-kilometer cycle distance.
These strong bottom interactions yield increased reverbera-
tion at the two-way travel time to the appropriate ranges.

In the lower two frames of Figs. 4 and 5, the transmis-

sion loss at the water–sediment interface and the short-time
average of the reverberation received monostatically for a
receiver at 75-m depth are shown for the two frequencies of
interest. In both figures, the similarity between the one-way
transmission loss~TL! to the scatterers and the backscattered
reverberation level~RL! is apparent. The abscissas of the TL
plots are scaled in such a way that the range maps directly to
an approximate two-way group speed of 750 m/s.

Figure 4 shows that the strong bottom interaction at ap-
proximately 7 km at 150 Hz is seen to cause an associated
large feature in the RL att.(7000 m)/(750 m/s) or about 9
s. Two other strong bottom interactions at approximately 13
and 14.5 km are also seen to cause strong reverberation fea-
tures at the appropriate travel time. In Fig. 5 the 600-Hz
results show that the theory predicts strong reverberation fea-
tures at 7.5, 14, and 17.5 s, consistent with regions of strong
bottom illumination in the TL at ranges of 6, 11, and 13 km.

These results represent an overview of the types of re-
sults which can be obtained with the theory. They were ob-
tained with a perturbation theory scattering-kernel represen-

FIG. 1. The ssp of the summertime shallow-water SCARAB ’97 environ-
ment chosen for this study.

FIG. 2. The phase~upper curves! and group speed~lower curves! obtained
for the environment in Fig. 1 usingKRAKEN.

FIG. 3. The modal dispersion term]2kn /]v2 for the SCARAB’97
environment.

TABLE I. Capraia basin bottom properties used as input intoKRAKEN for
the calculation of modal properties.

Depth c ~m/s! r ~g/cm3! a ~dB/l!

0 1520 1.75 0.13
2.5 1580 1.75 0.13
halfspace 1600 1.80 0.15
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tation outlined in Appendix B for rough-surface scattering
from the bottom. The characteristics of these scattering ker-
nels for water–sediment and sediment–sub-bottom rough-
surface scattering is outlined in the following subsection.

A. Contributions from water–sediment and
sediment–sub-bottom roughness

In the theory, two separate parameters together deter-
mine the importance of scattering into and out of the various
modes. These parameters are the scattering kernelTmn and
the modal attenuation associated with the complex modal
eigenvalueskn,m . For the simplified rough-surface scattering
theory developed in Appendix B, the scattering kernel is de-
fined as the outer product betweenfm

2 , the ability of the
incident field to excite a scatterer, andfn

1 , the ability of the
scatterer to excite the backscattered field. As discussed in the
Appendix, the ability to excite rough-surface scattering is
approximately determined by the difference between the sec-

ond derivative of the mode-shape function at the interface
and the square of the first derivative normalized by the
mode-shape function at the scatterer depth

fm
2.S ~]fm /]z!2

fm
2

]2fm

]z2 D U
z5zscat

.

In this case, the ability of the scattered energy to reradi-
ate into modes is taken simply as the point-source expansion
into the backward propagating modes

fn
15fn .

Under these assumptions, the scattering kernelsTmn for
rough-surface scattering are the magnitude square of the
outer product of the scattering functionsfm

2 andfn
1 , quan-

tities which can be computed using the known mode-shape
functions. It is emphasized that this choice for the scattering
function is illustrative and more realistic results may be ob-
tained using volume-scattering kernels or other undeter-
mined kernels, depending on the environment. However, the
simplified perturbation theory kernels selected for this dis-
cussion contain much of the important structure which is
expected to be shown by most scattering kernels, and there-
fore are sufficient for the purpose of exercising the model.

The results for the simplified perturbation theory rough-
surface scattering kernels are illustrated in Fig. 6 for scatter-
ing from the water–sediment interface, and in Fig. 7 for
scattering from the sediment–sub-bottom interface. These re-
sults show that in addition to about 20–40 dB less scattering
potential from the sediment–sub-bottom scatterers, due to
the lower impedance contrast and the increased difficulty of
the scatterers to reradiate energy into the waveguide, there is
also a markedly different spectral characteristic to the re-
sponse. For example, it can be seen that there is much lower
scattering out of, and back into, the lower-order modes, es-
pecially at 600 Hz. This is caused by the reduced interaction
of the lower-order modes with the sediment–sub-bottom in-
terface due to the fast sub-bottom and the lower grazing
angle of these modes.

As reverberation time increases, the second factor be-
gins to assert its dominance over the angular characteristics
of the backscatter. The modal attenuation, illustrated in dB
per km in Fig. 8 for two-way travel in the incoming and the
backscattered mode pair, filters out the backscattering contri-
bution from the higher-order modes. Thus, we can define an
effective scattering kernel

Tmn
eff [ufm

2e2RT$km%e2RT$kn%fn
1u2,

which is an explicit function of scatterer rangeR and may be
calculated from the scattering functionsfm

2 andfn
1 and the

complex modal eigenvalues. The results for water–sediment
interface scatterers at a scatterer range of 16 km are illus-
trated in Fig. 9. Comparison between Figs. 6 and 9 shows
that the higher incident and scattered mode numbers contrib-
ute significantly less to the total scattering from a scatterer at
16 km than they do from a scatterer at short range. Thus,
there is expected to be an evolving angular structure to the
reverberation, with late-time reverberation having a heavier

FIG. 4. This comparison between TL and RL at 150 Hz shows that the
strong bottom interaction at 7 km causes an associated higher intensity
return in the RL at about 9 s.

FIG. 5. At 600 Hz the TL structure begins to look strongly raylike. The
bottom near 6 and 10.5 km is particularly strongly illuminated by several ray
bundles, causing associated features in the RL at 7.5 and 14 s.
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weighting in the lower-order modes than early-time rever-
beration.

B. Effect of center frequency on RL

The center frequency controls the characteristics of the
reverberation by changing the characteristics of the forward
propagation and by changing the magnitude and shape of the
scattering kernel. The ratio of the wavelength to the correla-
tion length scale also has a very strong influence on the am-
plitude of the reverberation for the Gaussian scatterer spatial
correlation properties assumed in this derivation. For pertur-
bation theory, scattering from homogeneous boundaries is
predicted to increase proportional to frequency to the fourth
power. However, as frequency increases for a fixed correla-
tion length scale, the Bragg scattering condition begins to
reduce the component of energy backscattered to the re-
ceiver. The result is that for scatterers distributed according
to a Gaussian correlation function, the theory predicts that
there is a frequency of maximum backscattering.

The frequency of maximum backscatter is that fre-
quency above which, for sufficiently narrow bandwidths,
resonant scattering effects would cause a rapid falloff of the
RL. For Gaussian-correlated scatterers, this frequency has a
magnitude of approximately 230/l . At this frequency, the
power of the resonant scattering term in Eq.~18! is 6 dB
below its maximum value. For example, the falloff should
occur for frequencies above approximately 460 Hz for a cor-
relation length scale of 0.5 m. For frequencies below the
resonant-scattering threshold, we can expect the RL to rise
proportional to the frequency dependence of the scattering
kernel. Perturbation-type scattering kernels have a magnitude
which increases proportional tof 4. Thus, for these types of

kernels, the theory predicts that the RL grows proportional to
f 4 below the ‘‘resonance’’ frequency, and falls off faster
than any power of frequency above it.

Although the theory cannot explicitly account for corre-
lation function behavior consistent with power-law distribu-
tions, it may be easily generalized that the high-frequency
asymptote for fractal12 bottoms with dimension 2 (k23 de-
pendence! will be proportional tof, and that for surfaces with
a fractal dimension of 3~space filling, very rough bottoms
with k21 dependence! the RL will grow proportional tof 3

beyond the resonance frequency. In no case should these
types of arguments be taken for frequencies above the range
of validity of the perturbation approximation itself.

In Fig. 10 the frequency dependence of the RL for scat-
tering from a water–sediment interface roughness with a cor-
relation length scale of 0.5 m is shown for the 20-Hz band-
width case. The maximum RL is seen to occur at 300 Hz.
Our simple relation predicts a maximum RL at 230/0.5 or
approximately 460 Hz. It may also be seen from the results
that the RL increases roughly 12 dB between 75 and 150 Hz,
as is predicted for perturbation theory. Between 150 and 300
Hz the increase is smaller, probably because 300 Hz is rela-
tively close to the resonant frequency.

C. Effect of bandwidth on RL

In the development of the theory it became evident that
as the bandwidth of the interrogating waveform is increased,
the amount of coherent structure expected in the RL is de-
creased. In Fig. 11 the RL expected at 600 Hz from a surface
with a 0.5-m correlation length scale is indicated for process-
ing bandwidths of 5, 20, 80, and 160 Hz. The black curves
represent scattering from the water–sediment interface with
a roughness of rms amplitude 1 m, and the gray curves rep-

FIG. 6. Scattering kernel Tmn for rough-surface scattering from the water–
sediment interface. Lower-order modes excite less scattering, and reradiate
less effectively. This kernel is obtained under a perturbation approximation.
The white square in the upper right-hand corner of these figures is an artifact
of the plotting program.

FIG. 7. Scattering kernel Tmn for sediment–sub-bottom rough-interface
scattering. These kernels have approximately 20–40 dB less power than the
water–sediment interface kernels in Fig. 6.

FIG. 8. The two-way loss due to the bottom loss tangent for the
SCARAB’97 environment.

FIG. 9. The effective scattering kernel Tmn
eff for scattering from water–

sediment interface roughness 16 km from the source. The high attenuation
for the higher-order modes results in reduced contributions from these mode
pairs. The white square in the upper right-hand corner of these figures is an
artifact of the plotting program.
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resent scattering from the same amplitude roughness at the
sediment–sub-bottom interface. The RL caused by the
sediment–sub-bottom scatterers is seen to be approximately
30 dB lower than the water–sediment interface result, which
is consistent with the fact that the scattering kernel itself is
about 20–40 dB lower. The results for the larger bandwidths
are seen to be significantly smoother than for the 5-Hz band-
width, due to the lack of predictable interference terms be-
tween the modes, and it can also be seen that there are slight
differences between the coherent structure of the RL for scat-
tering from the two different interfaces. Despite the reduc-
tion in the modal coherence for increased bandwidths and

late times, it is interesting to note that the RL features asso-
ciated with raylike interactions with the bottom are clearly
visible at even the largest bandwidths considered.

D. Effect of correlation length scale on RL

As discussed above, for Gaussian-correlated scatterers
there exists aresonance frequencyat which the RL is maxi-
mized. At fixed frequency and for narrow bandwidths, there
is a relatedresonance correlation length scalewith a mag-
nitude of l r.230/f . For Gaussian-distributed scatterers with
correlation length scales longer than the resonance correla-
tion length scale, the RL is predicted to decrease propor-

tional to e2 l 2/ l r
2
. In Fig. 12 the effect of correlation length

scale is shown for water–sediment and sediment–sub-
bottom rough-surface scattering for the 600-Hz center fre-
quency. These results are computed using a bandwidth of 20
Hz. Correlation length scales considered vary between 0.25
and 2 m. To ease comparison between the results, all the
curves have been normalized up to the RL level for scatter-
ing from the 0.25-m correlation length scale roughness. The
black curves represent the RL for water–sediment interface
scattering, and the gray curves indicate the RL caused by
sediment–sub-bottom interface scattering. The amount the
curves have been moved is indicated in the legend. The re-
sults indicate that the amount of scattering expected from
roughness on either interface is a very strong function of the
correlation length scale. This is as predicted, since at this
frequency the resonance length scale above which the back-
scatter drops off very quickly is approximately 0.375 m. The
results indicate the response from 1-m roughness is already
47 dB lower than from 0.25-m roughness. At lower frequen-
cies, results which are not shown indicate that the RL pla-
teaus for correlation length scales shorter than the resonant
length scale, as predicted.

The results in Fig. 12 also show that there is a very
evident signature of decreasing response at the ray cycle

FIG. 10. The RL as a function of frequency for water–sediment interface
roughness scattering from a roughness with a 0.5-m correlation length scale
assuming 20 Hz of bandwidth. The RL is predicted to have a maximum near
460 Hz due to correlation length scale effects.

FIG. 11. The RL at 600 Hz for 5, 20, 80, and 160 Hz of bandwidth. Very
strong bottom interactions at round-trip travel times of 5, 8, 11, 14, and 17
s are observed on a background of decreasing oscillatory structure at the
higher bandwidths. The lack of predictable structure in the RL in no way
implies that resolution is lost for higher bandwidths; rather there is a loss of
intermodal coherence in the reverberation alone. This decorrelation in-
creases with bandwidth as the patch sizes of the individual modes decrease
and the different modes begin to interact with uncorrelated pieces of the
scatterer distribution. Water–sediment interface scattering is shown in
black; sediment–sub-bottom scattering in gray.

FIG. 12. RL as a function of correlation length scale at 600 Hz. The RL
observed to come from the strongest bottom interactions suffers a relative
attenuation of 5–8 dB for the longest correlation length. Water–sediment
interface scattering is shown in black; sediment–sub-bottom scattering in
gray.
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times~8, 11, 14, and 17 s! with increasing correlation length
scale, due to the much smaller backscatter contribution from
the dominant lower-order modes for the larger resonant wave
numberkn1km arguments to the Bragg scattering term for
these modes. In this example, it is also seen that there is very
little difference between the RL caused by the water–
sediment and the sediment–sub-bottom scattering mecha-
nisms. The differences seem to lie mostly in the overall de-
crease in the scattering levels for the sediment–sub-bottom
mechanism. Of course, the magnitude of the differences in
the RL between the two mechanisms will be dependent on
the magnitude of the angular differences between the effec-
tive scattering kernels. In general, it should be expected that
at later times, the reverberation caused by the sediment–sub-
bottom scattering process should die off at a faster rate, as
the most efficient propagation is in the lower-order modes
which do not effectively excite scattering at this interface.

E. Comparison of closed form and Monte Carlo
solutions

To verify that the behavior of the closed-form solution
in Eq. ~15! for the ensemble average of the short-time aver-
age of the reverberation intensity is in agreement with what
one would obtain by taking an actual ensemble of indepen-
dent backscattered intensity observations, a modified version
of Eq. ~8! for the backscattered pressure was implemented
where the azimuthal integral was implicitly performed by
replacing the scatterer density in range and azimuthh(r ,u)
with an effective scatterer density explicit in range only
whose standard deviation falls off proportional to one over
the square root of the scatterer range, consistent with the
expression for the effective one-dimensional scatterer vari-
ance derived in Eq.~12!

ĥ~r !5h~r ,u!uu5uref

~2p!1/4p

Arl
. ~20!

In this case, Eq.~6! may be rewritten as a range integral only
involving the known narrow-band properties of the wave-
guide as defined in Sec. I
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The transformation in Eq.~20! has the property that the
ensemble average of the square of Eq.~21! is identically
equal to Eq.~15! for Gaussian-distributed correlation func-
tions. Comparisons between the ensemble average of the
square of Eq.~21! averaged over 50 realizations of the effec-
tive one-dimensional scatterer realizations in Eq.~20! are
illustrated in Fig. 13 for the 600-Hz case with a source depth
of 10 m, a receiver depth of 20 m, and a correlation length
scale of 0.5 m. Results are shown for 5, 20, 80, and 160 Hz
of bandwidth. The results show very good agreement be-
tween the Monte Carlo ensemble averages and the closed-

form expressions, and serve as an important verification of
the closed-form expressions.

In general, one may summarize the tradeoff between the
closed form expressions and the Monte Carlo technique by
stating that the closed-form expressions have the value that
~1! they provide insight, and that~2! they are more efficient
to calculate at low frequencies. The form of the Monte Carlo
solutions provides less insight, but at higher frequencies for
moderate bandwidths they are more efficient to calculate.
However, as we discuss in the next subsection, the Monte
Carlo solutions offer the additional outstanding opportunity
to evaluate backscatter from scatterer distributions which are
spatially correlated in a non-Gaussian way. The Gaussian
assumption places a very unrealistic restriction on the
closed-form theory. The ability to treat general scatterer cor-
relation functions is perhaps the most outstanding capability
offered by the Monte Carlo solution technique.

F. Effect of correlation function form on RL

Equation~21! has the value that scattering from rough-
ness profiles with various non-Gaussian correlation proper-
ties may be evaluated and compared to one another and the
closed-form Gaussian results. Almost all real-world scatterer
distributions have non-Gaussian spatial correlation character-
istics. The most typical spatial correlation properties, which
involve surfaces of various fractal dimensions, yield power
spectra which are distinctly non-Gaussian and instead obey
an inverse power law in the spatial wave number.12 The ef-
fect of these more realistic scatterer distributions is that as
the resonant wave numberkn1km increases for Bragg scat-
tering, the backscatter falls off much more slowly
@}(knml )2(1 – 3)# than in the case of Gaussian scatterer spec-
tra (}exp$2(knml)2%). Not only does this imply that the mean
levels of the reverberation are higher for surfaces which are
correlated in a fractal way, but also that the components
backscattered from lower-order modes~which give larger
resonant wave numbers! can give a much larger contribution

FIG. 13. Comparison between closed-form~black! and Monte Carlo~gray!
expressions for the RL at 600 Hz for 5, 20, 80, and 160 Hz of bandwidth.
The agreement in all cases is very good, giving confidence that the closed-
form expressions are correct.
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to the total backscatter from fractal scatterers than from
Gaussian-correlated scatterers, in those cases where the cor-
relation length scale is longer than a wavelength.

The difference between the backscattered intensity from
scatterers with Gaussian and non-Gaussian correlation prop-
erties at 600 Hz is illustrated in Fig. 14. These results show
that for a correlation length scale of 2.0 m, the backscatter
from convergence zone-type propagation features on the bot-
tom is much more pronounced for 2-D surfaces with fractal
dimension 2 to 3~solid and dotted, respectively! than it is for
the Gaussian surfaces~shown dashed for the closed-form so-
lution,! by a factor of as much as 10 dB. Since the lower-
order modes suffer less propagation loss at long range, and
they scatter more from the fractal surfaces, the increase be-
comes more pronounced at later times. Since the rougher
surface~fractal dimension 3! has higher backscatter by only
about 1–2 dB than the smoother power-law surface, it is also
evident that the power-law parameter is not expected to be
strongly observable in the reverberation time series.

G. Spatial–temporal coherence of monostatic
backscatter

The closed-form theory or the Monte Carlo results may
be used to estimate the coherence of the backscatter as a
function of vertical separation and time after shot. In the
present formulation of the closed-form solution, the coher-
ence between two receivers at two different times has not
been obtained, although the modification of the theory to
obtain this is straightforward. The coherence between the
receiver pair@z1 ,z2# on a vertical line array at timet is given
in Eq. ~10! as

r2~ t,z1 ,z2!5
pSTA

2 ~ t,z1 ,z2!

ApSTA
2 ~ t,z1 ,z1!pSTA

2 ~ t,z2 ,z2!
.

This quantity was evaluated at 150 and 600 Hz and plotted as
a function ofz1 andz2 for 20-Hz of bandwidth for early time

~5 s! in Fig. 15 and for late time~20 s! in Fig. 16. The results
indicate a decrease in spatial coherence for very large offsets
at late time. The decrease in coherence for large receiver
separation is caused by the modal decorrelation discussed in
the Theory section of this paper. Since the spatial coherence
may be thought of as achange of basison the modal coher-
ence, a decrease in intermodal coherence directly implies the
reduced spatial coherence observed in these results.

In general, it has been observed through exercising the
model that the there can be a pronounced increase in spatial
coherence at late time as bandwidth is decreased. For ex-
ample, the results for the vertical coherence at 600 Hz for
only 5 Hz of processing bandwidth have been observed to be
nearly as coherent a full 20 s after the shot as the 20-Hz
bandwidth results only 5 s after the shot.6

These vertical coherence results are anticipated to be
useful as they serve to provide a very important quantity for
evaluating the performance of various signal-processing al-
gorithms for active detection in reverberation-limited envi-
ronments. These results can also be used as constraints in the
design of processors which are more robust to waveguide
reverberation.

III. CONCLUSION

The short-time average of the monostatic backscattered
reverberation intensity in a waveguide has been obtained as a
function of ~1! scatterer parameters of~i! correlation length
scale,~ii ! correlation function, and~iii ! scatterer interface or
depth,~2! the processing bandwidth parameter, and~3! the
channel parameters of~i! number of propagating modes, and
~ii ! their associated wave numbers, shapes, slownesses, and
curvatures, and~iii ! their ability to excite the scatterers. The
results indicate that as processing bandwidth is increased, the
predictable structure of the reverberation is decreased, with
an accompanying decrease in the vertical coherence, at late

FIG. 14. RL at 600 Hz for Gaussian, and two power-law scatterer distribu-
tion power spectra with a correlation length scale of 2.0 m. The very low
Bragg scattering component into the lower-order modes in the Gaussian
case significantly reduces the backscattering contributions associated with
the strong bottom interactions at 8, 11, 14, and 17 s.

FIG. 15. Vertical coherence at 5 s after the shot for 20 Hz of processing
bandwidth.

FIG. 16. Coherence at 20 s and 20 Hz of bandwidth. The results are quite
diagonal, with decreasing spatial coherence scale as frequency increases.
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time. The results also show that scatterer depth, for instance
on the water–sediment interface, or at the sediment–sub-
bottom interface, can significantly affect the levels, and the
temporal characteristics of the received reverberation.
Changes in the correlation length scale can also produce ob-
servable changes in the reverberation structure for otherwise
fixed processing and channel parameters. For Gaussian-
correlated scatterers, a frequency of maximum reverberation
is predicted, below which reverberation intensity grows pro-
portional tof 4 for perturbation theory scattering kernels, and
above which the reverberation intensity falls off faster than
any power of frequency.

Results obtained in this paper also indicate that the spa-
tial structure of the forward propagation has a very signifi-
cant influence on the expected temporal structure of the re-
verberation. Convergence zones onto the scattering layer and
other pathological features in the forward propagation can
cause associated large peaks in the reverberation intensity at
the appropriate round-trip travel time. The characteristics of
the reverberation features turn out to be well-defined func-
tions of the waveguide and scatterer parameters, the center
frequency, and the bandwidth. Until now, most scattering
theories have ignored the coherent interaction between the
various propagation paths. The work presented here shows
that these terms need not be neglected, that they can be
treated in a robust way, and that when these terms are re-
tained additional insights are gained into the rich physics of
waveguide reverberation. In addition, since propagation-
induced features are commonly observed in reverberation
data sets, retention of these terms is also an advantage for
developing a better understanding of these features when
they are present.

The closed-form solutions of the short-time average of
the backscattered intensity developed in this paper have been
benchmarked against self-consistent Monte Carlo predic-
tions, with good results. The Monte Carlo predictions have
also been used to predict the differences between the rever-
beration caused by Gaussian and non-Gaussian correlated
scatterers. These results show the observability of scatterer
correlation properties in the reverberation signature. The re-
verberation time series generator used to obtain the Monte
Carlo results also delivers a capability to evaluate the higher
moments of the reverberation statistics for various scatterer
correlation length scales, spatial correlation properties, and
amplitude distributions. Although this capability was not ex-
plored in this work, it is believed that this capability will
prove valuable for developing an understanding of the non-
Rayleigh distributions of reverberation intensity which are
often observed in shallow-water reverberation data.13

In general, the theory enhances understanding of how
waves interact with roughness to cause reverberation in
waveguides. How the coherence between the backscattered
modes is affected by time after shot, correlation length scale,
and patch size have all been rigorously identified in the
closed-form solution, and various limiting behaviors have
been identified and discussed. In particular, the results show
that for very narrow bandwidths, the traditional view of re-
verberation as Bragg scattering from patches of limited spa-
tial extent is correct, but for very large bandwidths, Bragg

scattering does not occur and reverberation levels are much
higher and more spatially uncorrelated. The theoretical re-
sults also show that coherent interference structure between
modes which interrogate different parts of the bottom can be
expected when the correlation length scale is longer than the
modal separation distance, even if the patch sizes are very
small. These results, while heuristically predictable, are
given here explicitly for the first time in terms of the various
parameters which define a monostatic reverberation experi-
ment.

Finally, the time-dependent coherence between the
modes derived in this paper has provided a means for pre-
dicting the vertical coherence in the waveguide as a function
of relevant parameters. It is believed that this capability of
the theory will prove useful for guiding the design of robust
algorithms for active localization of targets in reverberation-
limited environments.
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APPENDIX A: EVALUATION OF RANGE INTEGRALS

To evaluate ther and r 9 integrals in Eq.~14!, we must
first appeal to two approximations. The first approximation is
that the range integrals overr andr 9 may both be artificially
extended to minus infinity. This approximation is found to be
good for times greater than the pulse duration 2p/Dv. For
these times, all the scattering contributions come from ranges
greater than zero, and so the scattering integrals may be ar-
tificially extended to minus infinity for the convenience of
their evaluation.

The second approximation is that for the closed-form
evaluation of the scattering integrals, the explicit dependence
of snm

2 andsn8m8
2 on range must be approximated by a de-

pendence on time over round-trip slownessSnm ~or Sn8m8)

snm
2 .Dv2~11 iD nmDv2t/2Snm!21.

The same approximation is also required for ther 21

term in the denominator of the correlation function which
was found in Eq.~13! to result from the azimuthal integra-
tion of the scattering correlation function. This term is re-
placed by the approximation

r 21.Snm /t.

This approximation is good when the range differential over
the entire patch is a small fraction of the average range, a
condition satisfied for

2pvo /Dvknm!tvo /knm ,

or for times much greater than 1 over the bandwidth of the
pulse function in Hertz.

Use of the two above approximations allows the closed-
form evaluation of the range integrals through the use of
standard techniques. For details of the evaluation, see Ref. 6.
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APPENDIX B: SIMPLIFIED EXPRESSIONS FOR
SMALL PERTURBATION SCATTERING
FROM LOCALLY REACTING BOUNDARY IMPEDANCE

Consider the following boundary condition at a rough
interface in a waveguide:

Z[
p

]p/]n
.

Let us call the left-hand side of this equation the boundary
operatorB which operates on the total pressurep.

In perturbation theory, we expand the boundary operator
about a local roughness excursionh, and let it operate on the
sum of the unperturbed and scattered fieldsp andps . In the
limit of zero scatterer slope, we have

Z5S B1h
]B

]z D ~p1ps!, ~B1!

where

B5
p

]p/]z
,

and

]B

]z
[12

p

~]p/]z!2

]2p

]z2 .

In this case, Eq.~B1! may be written

Z5
p1ps

]~p1ps!/]z
1hS 12

p1ps

~]~p1ps!/]z!2

]2~p1ps!

]z2 D ,

or approximately

Z.
p1ps

]p/]z
2

p1ps

~]p/]z!2

]ps

]z

1hS 12F p1ps

~]p/]z!2 12
p1ps

~]p/]z!3

]ps

]z G ]2~p1ps!

]z2 D .

Retaining terms of orderp, we have

Z5
p

]p/]z
,

while to first order inh andps we have

ps

]p/]z
2

p

~]p/]z!2

]ps

]z
52hS 12

p

~]p/]z!2

]2p

]z2 D . ~B2!

Equation~B2! may be recast to give the vertical deriva-
tive of the scattered field in terms of the scattered field itself
and the first and second vertical derivatives of the unper-
turbed pressurep

]ps

]z
5

ps

Z
1hS ~]p/]z!2

p
2

]2p

]z2 D . ~B3!

Now, we may use Green’s third identity to formulate the
scattered pressure received at any point in the waveguide in
terms of the scattered field and its vertical derivative along
the boundary of the waveguide

ps5
1

2p E dSS ps

]G

]z
2G

]ps

]z D5
1

2p E dSS ps

G

Z
2G

]ps

]z D ,

~B4!

which upon the insertion of Eq.~B3! yields

ps5
1

2p E dS GhS ]2p

]z22
~]p/]z!

Z D . ~B5!

Equation~B5! may be written in final form by using the
following far-field approximations for the unperturbed wave-
guide:

G~z,zb ;r !5
ie2 ip/4

A8pr~zb
1!

(
m

fm~zb!fm~z!
eikmr

Akmr
, ~B6!

and

p~zb ;r !5e2 ip/4A2/p(
n

anfn~zb!
eiknr

Aknr
, ~B7!

wherean are the modal amplitude coefficients excited by the
source. Inserting Eqs.~B6! and~B7! into Eq.~B5! we obtain
the final expression for the scattered field obtained on the
receiver as a function of the mode-shape functions and wave
numbers of the waveguide and the roughnessh

ps~z!5
1

4p2r~zb
1! (n

(
m

anfm~zb!fm~z!
ei ~kn1km!r

Aknkm

3E
0

2p

duE
0

`

dr h~r ,u!S ]fn /]z

Z
2

]2fn

]z2 D U
z5z

b
1

.

~B8!

1. Frequency dependence of scattered intensity

For an isospeed waveguide with depthD overlying a
rigid bottom, the mode-shape functions have the form

fn5sin~~2n21!pz/2D !,

and the boundary impedanceZ is infinite. In this case, the
term in the parentheses of Eq.~B8! is

2S ]2fn

]z2 D U
z5z

b
1

52~~2n21!p/2D !2.

The effective grazing angle of the mode is

un.kz /k5~~2n21!p/2D !/k5c~~2n21!p/2D !/v. ~B9!

Thus, the scattered intensity at the grazing angle associated
with the nth mode is proportional to frequency and grazing
angle raised to the fourth power

I s~un!}~vun /c!4.
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Broadband source localization in shallow water in the presence
of internal waves
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Source localization is a challenging problem in a time-varying random shallow-water environment
in the presence of internal waves. The short correlation time of the acoustic field~a couple of
minutes! makes it difficult to adjust the replica field in response to the environmental changes. Also,
mode couplings induced by the internal waves are random and not predictable. In this paper, the
effect of mode coupling on source localization in the presence of Garrett–Munk and solitary internal
waves is investigated. It is found that mode coupling affects practically all modes in shallow water.
Random-mode coupling reduces the matched-field correlation. To improve source localization, a
broadband matched-beam processing algorithm is proposed to suppress the noncoherent
coupled-mode contributions. It is shown that this technique significantly improves the localization
performance over conventional matched-field processing.@S0001-4966~99!03112-4#

PACS numbers: 43.30.Bp@SAC-B#

INTRODUCTION

Source localization in a time-varying ocean waveguide
with a complex sound-speed profile, such as many found in
coastal waters, is a difficult and challenging problem.
Matched-field source localization can be degraded by envi-
ronmental mismatch between the actual ocean acoustic envi-
ronment and the environment used to compute the replica
fields, as the ocean environment is constantly varying with
time and not readily amenable to current remote-sensing
methods. Internal waves are a dominant source of ocean
variations in shallow waters. They impact significantly signal
propagation at low~hundreds of Hz! frequencies. Currently,
there does not exist a real-time prediction capability of the
random variations caused by the internal waves.

The effect of internal waves on matched-field processing
~MFP! in deep ocean has been studied by Jackson and Ewart
for signals of a few hundred Hz at ranges of a few tens of
kilometers.1 They assumed a time-independent replica field
and time-varying data fields in the presence of Garrett–
Munk internal waves. A statistical approach was used to
evaluate the average performance degradation of matched-
field ambiguity surface near the source location. The calcu-
lations were carried out assuming a spatially stationary cor-
relation function for the refractive index in a weak scattering
environment.

Krolik developed a minimum variance~MV ! matched-
field processor designed to be robust in a random range-
dependent waveguide.2 Book and Nolte used a Bayesian pro-
cessor for source localization which incorporatesa priori
internal wave variability. The resulting optimal uncertain
field processor~OUFP! was applied to narrow-band and
broadband signals at very low frequencies~;25 Hz! propa-
gating to a long~1000 km! range in deep ocean.3,4 Probabil-
ity of correct range localization and rms error of range esti-
mates were evaluated for both the OUFP and MV processors.
The OUFP outperforms the MV processor in general but lags
behind the matched case. For both processors, performance
degrades significantly as the signal-to-noise ratio decreases.

The study was done assuming an adiabatic normal-mode
model.

Matched-mode processing~MMP!5 can be used for
source localization in an internal waves field by excluding
certain modes~mode filtering! which are significantly af-
fected by sound-speed variations.6 Matched-mode localiza-
tion has been successfully applied to broadband data in deep
ocean in the presence of internal waves7,8 and to acoustic
data propagating through an oceanic front.9

Internal waves in shallow waters are different from the
internal waves in deep ocean. The most prominent difference
is the nonlinear solitary internal waves. Solitary internal
waves are ubiquitous in the waters of the continental shelves
and in the seas near shallow sills. They are usually generated
by ocean tides in waters exhibiting strong stratification. The
solitary internal waves consist of a series of solitons; each
appears like a propagating pulse-like depressions of the ther-
mocline. These waves generally involve large vertical water
displacements~;10 m! and induce significant perturbations
of the acoustic waveguide. In addition to the solitary internal
waves, there also exist the random diffused~linear! internal
waves of the type described by Garrett and Munk for deep
ocean.10 The random internal waves will be referred to in
this paper as the background internal waves. For the proper-
ties of internal waves in shallow water, the readers are re-
ferred to a recent publication on the initial results from the
SWARM 95 experiment.11

Due to the shallow-water depth in coastal waters, the
solitary and background internal waves affect signal propa-
gation more drastically in shallow water than in deep water.
The characteristics of the acoustic signals in shallow water
are different from those in deep water in several aspects:

~i! Mode coupling.12–18 The most dramatic effect in-
duced by internal waves is perhaps the mode coupling
between the propagating normal modes. Mode cou-
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pling has been studied for narrow-band signals and is
responsible for specular transmission loss variation
with respect to frequency,12,13 and for scintillation in-
dex increasing with range.14,15 Mode coupling has
also been studied for broadband signals propagating
through solitary internal waves.12–14,16–18

~ii ! Clustered model arrivals. In deep water, low-
frequency signals propagate to a long range. The low-
order modes can often be identified and separated in
the time series due to different mode travel time.
Propagation in shallow water is limited in range~tens
of kilometers!, and many modes arrive with very little
time difference ~see illustrations below!. Conse-
quently, mode separation often requires a vertical ar-
ray. Individual modes may not be resolved~mode
leakage problem! depending on the array aperture and
mode penetration into the bottom.

~iii ! Auto-correlation. Auto-correlation is a good measure
of the matched-field performance in a time-varying
field. Using one~e.g., the first! of the data fields as the
replica field, matched-field correlation becomes the
auto-correlation for a vertical array. We note that in-
ternal waves are known to have a correlation time on
the order of minutes to tens of minutes—the SWARM
95 data indicated that the auto-correlation of the low-
order modes17,18 and the auto-correlation time of the
vertical fields19,20 drop to less than 0.6 in 2 min. The
auto-correlation time is an indication of how long this
replica field is good.

The consequence of the above signal properties is that
for a high percentage of data, MFP fails to localize the
source correctly in shallow water. Based on the simulation
study below, the percentage of incorrect source localization
is *70%. This result is to be contrasted with the deep-water
results~at similar frequencies! where the degradation of MFP
takes the form of moderate fragmentation and wandering of
the peaks in the range-depth ambiguity surface.1

To improve source localization in shallow water in the
presence of internal waves, the concept of model filtering can
be used as applied previously to the deep-water case. How-
ever, there is a significant difference in the use of the mode
filter. In deep water, only a couple of~low-order! modes are
significantly affected by the internal waves. Source localiza-
tion can be improved by excluding these modes.6–9 In shal-
low water, the majority of modes is affected by the internal
waves due to the ‘‘strong’’ mode coupling among all the
modes. To improve source localization, we find that the
coupled normal modes need to be excluded. However, the
exclusion of the coupled modes cannot be done with a
simple mode filter which suppresses a group of modes from
the rest of the modes.

The filtering of the coupled normal modes is carried out
in this paper using broadband matched-beam processing
~MBP! on a vertical array.21 Matched-beam processing has
been previously applied to vertical arrays in different
applications.21–24It was found that beam filtering is easier to
implement than mode filtering. It was noted that beam data

are often the only data readily available from existing
systems.25

Note that each mode arrives with specific angles at the
vertical array; thus, beam filtering is in principle equivalent
to mode filtering. Note further that coupled and uncoupled
modes travel with different velocities; thus, the coupled
modes can be discriminated from the uncoupled modes using
a beam-time analysis.21,22 It is found that this beam-time
analysis is rather effective in suppressing the coupled-mode
contribution using broadband matched-beam processing. An
alternative is to extract the individual modes from vertical
array data using a mode decomposition algorithm6 and then
separate the coupled modes from the uncoupled modes based
on the travel-time differences. We find that the beam domain
processor is much simpler than the mode decomposition
method. However, a beam filter is not a substitute for the
mode decomposition operator when individual mode ampli-
tudes are required.

It is demonstrated below that broadband source localiza-
tion in the presence of shallow-water internal waves is sig-
nificantly improved using MBP with a beam filter.

This paper is organized as follows. The acoustic envi-
ronment used in the simulations is described in the next sec-
tion. This section describes the simulation of sound-speed
variations generated by the Garrett–Munk internal waves
and solitary internal waves as a function of time and range
~along the propagation path!, with the mathematical details
left to the Appendix. Section II studies the mode-coupling
effect for a broadband signal propagating through this inter-
nal wave field. The signal has a center frequency at 400 Hz
with a bandwidth of 100 Hz, as was done in the SWARM 95
experiment. In Sec. III, a beam-time analysis of the broad-
band signals is given and matched-beam processing is re-
viewed. The source localization results are presented in Sec.
IV for MFP and MBP. Section V contains a summary and
some conclusions.

I. THE ACOUSTIC ENVIRONMENT

For the simulation of broadband signal propagations, we
assume a range-independent bathymetry with a water column
100 m deep, and a range-independent deterministic sound-
speed profile representing the background or mean sound-
speed profile. This sound-speed profile will be perturbed
when internal waves are introduced. The modeling of the
diffused ~background! internal waves and the solitary inter-
nal waves follows closely the work of Tielbu¨rger et al.,15

except that the amplitudes of the internal waves have been
adjusted to agree more closely with the SWARM 95 mea-
surements. We have also extended the acoustic propagation
modeling to broadband pulses.

The deterministic waveguide is used as a reference to
illustrate the normal model properties of the signal in the
absence of internal waves. The sound-speed profile is shown
in Fig. 1~a!. This sound speed profile is similar to that used
in Ref. 15. The sound speeds in the upper water column are
modified to agree better with the actual sound-speed profile
at the source location in the SWARM 95 experiment. The
corresponding ~Brunt–Väisälä! buoyance frequency is
shown in Fig. 1~b! as a function of depth. The bottom is
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assumed to be a simple hard bottom with a constant sound
speed of 1600 m/s. The bottom has a density of 1.5 g/cm3

and an attenuation coefficient of 0.02 dB/~km Hz!. This
environment will be used to calculate the replica field in
Sec. IV.

Next, random sound-speed fluctuations due to internal
waves are introduced. We use the Garrett–Munk model for
the background internal waves and a displacement model for
the solitary internal waves. We are aware that the Garrett–
Munk model is developed for internal waves in deep water.
In shallow water, the forcing~the generation of internal
waves! and the oceanography may be very different from
that in deep water. Consequently, there is noa priori reason
to apply the Garrett–Munk model to the shallow-water data.
Specifically, the vertical shear, bottom topography, internal
tides, surface forcing, mesoscale activity, and coastal edge
waves could all affect the internal waves in shallow water.
These processes are complicated and not quite understood.
For the same reasons, the textbook description of the solitary
internal waves,26 using a hyperbolic secant function, may not
be correct for solitons in shallow water; other types of soli-
tons have been discussed in the literature.27 In the absence of

a realistic shallow-water internal wave model supported by
at-sea data,28 we shall use the ‘‘canonical’’ model as given.
This should be adequate for the purpose of simulating the
effect of internal waves on sound propagation.

We could use the simulated internal wave fields as given
in Ref. 15. But, we shall attempt an ‘‘improved’’ model ob-
tained by constraining the parameters of the model to the
oceanographic data taken during the SWARM 95 experi-
ment. We shall use conductivity–temperature–depth~CTD!
data at a fixed station to constrain our model.

Why don’t we use the SWARM 95 oceanographic data
~as collected! for our simulations? Note that the data were
snapshots of the acoustic environments at a particular time
and location. Since the background internal wave fields are
random in space and fluctuating in time, a snapshot does not
represent the total picture and can be misleading in some
cases. Also, note that our objective is to investigate internal
wave-induced mode-coupling effects on source localization.
A range-dependent bathymetry, like the SWARM 95
bathymetry, introduces its own mode coupling and will con-
fuse the issue. For that reason, we choose a range-
independent bathymetry and a range-independentback-
groundsound-speed profile. The sound-speed profile is range
dependent when internal waves are present.

In choosing what data to constrain our model, we had
several choices, such as the displacement data of the isopy-
cnal layer~acoustic backscattering data!, temperature varia-
tions at fixed depths~thermistor chain data!, velocity profiles
as a function of depth~acoustic Doppler current profiler,
ADCP data!, and CTD data from a fixed or a towed plat-
form; the latter takes samples at a different range and depth
each time. We note that the SWARM 95 environment has a
range-dependent oceanography; the isopycnal layer depth,
the mean~time-averaged! sound-speed profile, etc are loca-
tion dependent. With sparse data samples, the task of sepa-
rating internal wave-induced sound-speed variations from
that of range-dependent oceanography can be ambiguous.
We choose the CTD data at a fixed station because the data
are densely sampled in time and depth. For a fixed station,
the CTD data have a large number of samples for a statistical
measure of the sound-speed variance.

The sound-speed variance is deduced from the CTD data
as a function of depth. This variance is used to estimate the
amplitudes of the background and solitary internal waves.
This method of studying the internal waves is new.28 Note
that sound-speed variance is a measure of the sound-speed
perturbation and is well determined experimentally. The ad-
vantages of using sound-speed variance were discussed in
Ref. 28. Figure 2~a! shows the standard deviation~square
root! of the sound-speed variance as a function of depth,
measured during the SWARM 95 experiment. The variance
was measured at close depth intervals~0.5–1 m! taken from
data covering a 2-h period.

The details of the internal waves models are given in the
Appendix. For the background internal waves, it should be
noted that the mode depth functions are uniquely determined
by the buoyancy profile shown in Fig. 2~b!. The internal
wave frequency spectrum is as given by Garret–Munk. The
internal wave energy density is unknown and will be fitted

FIG. 1. The sound-speed~a! and buoyancy frequency~b! profile used for the
simulation study.
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with data. For the solitary internal waves, we assume a
packet of six solitons with the soliton amplitude, width, ve-
locity, and spacing estimated previously from the tempera-
ture sensor data.

We note that sound-speed variance measured from data
often involves both solitons and background internal waves.
To compare with data, we will simulate sound-speed profiles
in the presence of both background and solitary internal
waves, and estimate the sound-speed variance from the simu-
lated data. The sound-speed variance for the simulation data
is estimated the same way as the real sound-speed data are
processed. For the simulations, ten realizations of the inter-
nal waves fields were generated as a function of range and
depth.~Examples of realization of the sound-speed perturba-
tions are shown below when the impacts of the sound-speed
variations on acoustic propagation are studied.! For each re-
alization, the rms value of the sound-speed variation over
range is determined for each depth. The standard deviations
~square root of the rms variations! for the ten realizations are
plotted in Fig. 2~b!. The average of the standard deviations is
obtained and compared with the SWARM 95 data. To fit the
data, we ended up with an internal wave model characterized
by its energy densityE0592 j/m2 for the background inter-
nal waves, and an amplitudeL1513.5 m for the solitary in-
ternal waves.

II. BROADBAND MODAL ANALYSIS

Propagation of a broadband pulse is modeled in this sec-
tion using a full-field propagation model, with and without
the internal waves. This section analyzes the mode-coupling
effect on pulse propagation induced by internal waves.

The transmitting signal has the same bandwidth and
characteristics as that used in the SWARM 95 experiment.
Specifically, we use a pulse based on the matched filter out-
put of the 400-HzM-sequence signal used in the experiment.
The pulse consists basically of seven cycles of 400-Hz sinu-

soids with a tapered amplitude. It has a spectrum width of
;100 Hz; the width is 80 Hz at the28-dB point. We put the
source at 50 m depth.

For the receivers, we use a vertical array placed 5 km
from the source. The vertical array has 61 phones, spaced at
1.5 m extending from 5 to 95 m in the water column. The
signals received on the vertical array are calculated by propa-
gating the broadband signal using a frequency-domain
propagation code; 128 frequencies were used with a fre-
quency bin of 1.56 Hz yielding a time series of 0.64 s.
Broadband mode decomposition is applied to the received
signals. Mode decomposition is based on the mode depth
functions as determined from the background~mean! sound-
speed profile; this normal mode field represents, in a statis-
tical sense, a mean field in a random medium.

Mode amplitude time series are first calculated from the
acoustic field at the receiver array in the absence of internal
waves. The received pulses are decomposed into normal
mode components as a function of time. In the presence of
internal waves, acoustic signals are generated at the receiver
array for each realization of the internal wave field. The
same mode decomposition procedure is applied to the re-
ceived signals for each realization. Comparing the arrivals of
individual modes with and without internal waves, one iden-
tifies the coupled modes due to internal waves. The arrival
structure of the coupled and uncoupled normal modes as a
function of the arrival time and arrival angle will be explored
in the next section using a beam-time analysis to improve
source localization. The details of mode analysis are pre-
sented below.

A. No internal waves

Figure 3 shows the signal waveforms received on the
vertical array at selected depths for the background sound-
speed profile. The time series are obtained using theKRAKEN

normal mode code.29 One can identify six pulse-like arrivals
in the time series at mid-depth receivers, which will be

FIG. 2. Standard deviation of sound-
speed variations as a function of depth
determined from the SWARM 95
CTD data~left figure! and from the ten
realizations of the internal wave field
~right figure!.
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namedM1,M2,...,M6. At first glance, one is tempted to as-
sociateM1 to M6 arrivals with the 1st to the 6th normal
modes. This is in fact not correct. Correct analysis requires
broadband mode decomposition.

To identify the individual normal-mode arrivals for a
broadband signal, the received signals on the vertical array
~Fig. 3! are first Fourier transformed to obtain the pressure
field p(zj , f ) at frequencyf for a hydrophone at depthzj .
For each frequency, the mode amplitudeai( f ) for the ith
mode is obtained by mode decomposition

ai~ f !5(
j

U~zj , f !p~zj , f !,

whereU(zj , f ) is the mode-depth function. The mode-depth
functions are calculated using theKRAKEN normal mode
code. The mode amplitude time series is obtained by inverse
Fourier transform

ai~ t !5E ai~ f !ei2p f t d f .

A fully populated receiver array is used to avoid any mode
leakage problem in mode decomposition.

Figure 4 plots the mode amplitude time series for the
first ten modes deduced from the time series in Fig. 3. All 61
phone data were used to minimize the mode leakage prob-
lem. @There is a small time offset between Figs. 3 and 4 due
to the fast Fourier transform~FFT! routine.# We find that the
M1 arrival can be identified with the 1st and 2nd modes and
the M2 arrivals can be identified with the 4th and 5th arriv-

als, etc. This shows that the modes arrive with very small
time separations~;10 ms! at a range of 5 km.

With this broadband mode decomposition algorithm, we
compare mode time series using acoustic fields at the re-
ceiver array generated by several propagation codes:FEPE,30

RAM,31 UMPE ~an improved version!,32 andKRAKEN. We find
good agreements~with no noticeable differences between the
mode time series results by visual comparison! for the low-
order~e.g., ten! modes for the given environment. This indi-
cates that the modeling results are reasonable.

In anticipation of the distortion of the mode amplitude
time series in the presence of internal waves, we shall define
what is meant by coupled and uncoupled normal modes. In a
range-independent and stationary waveguide, the normal
mode arrival time is given by

t i5
dki

dv
r ,

wheredki /dv is the inverse of the group velocity. Modes
arriving with this time are called uncoupled modes in this
paper.

In the presence of a discrete scatterer at ranger 1 , a jth
mode may be converted to anith mode by the scatterer.
~Mode conversion is described by a mode-coupling matrix;
hence, mode conversion is also called mode coupling.! The
converted mode will arrive at a time

t j i 5
dkj

dv
r 11

dki

dv
r 2 ,

FIG. 3. Broadband time series received on a vertical array at 5 km from the
source; no internal waves are present. Receiver depth is shown on the left.
Amplitude shown on a relative scale.

FIG. 4. Mode amplitude time series for the first ten modes deduced from the
time series data in Fig. 3: no internal waves. Amplitude shown on a relative
scale.
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wherer 25r 2r 1 . This mode will show up in theith mode
amplitude time series but it will arrive at a different time
than the originalith mode. This mode will be referred to as
the coupled mode. In the case of internal waves, mode cou-
pling can happen repeatedly at various locations. With re-
spect to time, mode coupling due to the random~back-
ground! internal waves is a random process. This makes it
difficult to predict the coupled mode arrival time on an
event-by-event~ping-by-ping! basis. For the discussions be-
low, peaks in the mode amplitude time series which do not
coincide with the original mode arrival time will be categori-
cally called coupled normal modes.

B. With internal waves

In the presence of internal waves, the mode amplitude
time series will differ from the previous case of no internal
waves. Since internal wave fields are time varying, we shall
study the mode amplitudes at a fixed time, corresponding to
a realization of the internal wave field. Ten realizations of
the internal waves are generated according to the internal
wave model described above which include the random
Garrett–Munk internal waves and a series of solitons travel-
ing with a fixed speed. A realization is shown in Fig. 5
displaying the corresponding sound-speed profile perturba-

tion by the internal waves. The source is at the origin and the
receiver is at a range of 5 km. The solitons are between the
source and receivers. For the acoustic propagation, the
sound-speed perturbation is frozen for a realization.

Broadband propagation is modeled using theUMPE,
RAM/FEPEmodels for this realization of the sound-speed pro-
file ~Fig. 5!. The raw time series at the receiver array are
plotted in Fig. 6~using UMPE! for a realization of internal
waves field as shown in Fig. 5. Comparing Fig. 6 with Fig. 3,
one notes that although the general arrival patterns look simi-
lar, there exists substantial differences between the two plots.
This difference is better illustrated by the mode amplitude
time series. Applying the same mode decomposition algo-
rithm used before to the data in Fig. 6, the resulting mode
amplitude time series are plotted in Fig. 7 for the first ten
modes. For comparison, we also plot in Fig. 7 the mode time
series using pressure fields generated byRAM/FEPE. We find
a negligible difference~,1 dB! in the results. Encouraged by
this result,UMPE will be used for the rest of the realizations
~so that the broadband simulations can be completed in a
reasonable time frame!. We note that modeling broadband
propagation in internal wave fields is computationally inten-
sive. A fine range/depth step commensurate with the sound-
speed perturbation is required for each frequency compo-
nent.~This applies toRAM as well.!

FIG. 5. A realization of sound-speed perturbations due to Garrett–Munk and solitary internal waves.
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A comment is in order here. As the title of this paper
implies, the purpose of this paper is to demonstrate a meth-
odology for source localization in the presence of internal
waves. Since this paper uses only simulated data, the accu-
racy of the propagation model is not a critical issue~for the
purpose of demonstrating the source localization methodol-
ogy! as the accuracy applies to both the simulated data and
simulated replica fields. WhileUMPE may not be a perfect
model for coupled-mode environments, we do find that the
mode amplitude time series agree with results using other
models. The reason may be due to the fact that the internal
waves are confined predominately to the upper water column
and hence involve mostly small-angle propagation. We note
that the above time-domain comparison of different model
predictions may be more ‘‘forgiving’’ than the transmission
loss calculations for continuous waves. As such, the above
numerical results may not constitute a true test of the model
accuracy.

Henceforth, we shall concentrate on the study of mode
coupling and its effect on source localization, using the~im-
proved! UMPE model. Comparing Fig. 7 with Fig. 4, we note
that

~i! Mode 2 and 7 amplitudes remain almost unchanged.
~ii ! Mode 1, 4, 5, 6, and 9 amplitudes decrease signifi-

cantly, indicating that energy has been transferred to
other modes.

~iii ! Mode 3, 8, and 10 amplitudes are substantially higher
in Fig. 7 than in Fig. 4. The increased amplitudes are
due to the internal waves.

~iv! For practically all ten modes, one observes multiple
peaks in the time series. As discussed above, multiple
peaks are associated with the coupled modes; without
mode coupling, one peak is associated with each
mode. Note that the difference in the arrival time be-
tween the peaks is small; hence, coupled modes are
difficult to separate from the uncoupled modes based
on the travel-time difference alone.

Next, we perform broadband modal analysis for all ten
realizations. We also study the mode arrival structure with
only the background internal waves, and with only the soli-
tary internal waves; ten realizations for each case. We also
vary the amplitudes of the internal waves to study how the
mode-coupling effect changes. We find that the coupled-
mode amplitudes are different from one realization to the
other. Because of the stochastic nature of the background
internal waves, mode coupling is random even with solitons
present. There is no definitive pattern how modes are
coupled for a given random realization. The only general
conclusion is that mode coupling affects all the modes.

We note that mode-coupling strength is equal from low-
to-high and from high-to-low-order modes. At short ranges,
mode energy may be converted from high-to-low-order
modes or vice versa, depending on the mode excitation by
the source. At long ranges, since high-order modes attenuate
faster than the low-order modes, there will eventually be
more energy in the low-order modes than in high-order

FIG. 6. Broadband time series received on a vertical array at 5 km from the
source in the presence of internal waves as shown in Fig. 5. Receiver depth
is shown on the left. Amplitude shown on a relative scale.

FIG. 7. Mode amplitude time series for the first ten modes in the presence of
internal waves based on time series data of Fig. 7. The solid lines represent
the UMPE results. The dashed lines represent theRAM/FEPE results, displaced
with an offset for comparison purposes. Amplitude shown on a relative
scale.
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modes. The net effect of mode coupling at long ranges is to
constantly transfer energy from the low-order modes to the
high-order modes. As a consequence, the low-order mode
amplitudes decrease faster with range in the presence of in-
ternal waves than in the absence of internal waves. Con-
versely, the high-order-mode amplitudes decrease more
slowly with range in the presence of internal waves than in
the absence of internal waves.

III. SOURCE LOCALIZATION: DIFFERENT
APPROACHES

In this section, we investigate the effects of coupled
modes on the performance of matched field/mode processing
in an internal wave field. Matched-beam processing will be
studied next. A beam-time analysis will be used to illustrate
a mode-filtering methodology for suppressing the coupled
modes.

A. Matched field/mode processing

Matched field/beam processing algorithms are reviewed
first. The implication of the SWARM 95 correlation data for
matched-field processing will be studied next.

Broadband MFP/MMP processing can be done by co-
herent or noncoherent summation of the narrow-band range–
depth ambiguity surfaces.33,34 Coherent frequency domain
MFP is related to the time domain MFP by

BMF~r ,z!5
@( j 51

N * pj
rplc~ t !pj

data~ t !dt#

@( j 51
N * upj

rplc~ t !u2dt#@( j 51
N * upj

data~ t !u2dt#
,

~1a!

5
u*( j 51

N pj
rplc~ f !* pj

data~ f !d f u2

@( j 51
N * upj

rplc~ f !u2d f#@( j 51
N * upj

data~ f !u2d f#
,

~1b!

wherej is the hydrophone index, andr, z represent, respec-
tively, the range and depth of the replica source; ther, z
dependence of the replica field is not explicitly shown. Co-
herent frequency domain MFP requires time alignment be-
tween the replica and data field. If the spectral correlation is
squared before it is integrated over frequency in~the numera-
tor of! the above equation, one has the noncoherent MFP.

Equation~1! can be expressed in the mode space as

BMM~r ,z!5
u*( i 51

M ai
rplc~ f !* ai

data~ f !d f u2

@( i 51
M * uai

rplc~ f !u2d f#@( i 51
M * uai

data~ f !u2d f#
,

~2!

where theai( f )’s are the ith mode amplitudes which are
related to the pressure field by

pj~ f !5(
i 51

M

ai
rplc~ f !U~zj , f !. ~3!

For simplicity, we have assumed that the mode-depth func-
tions are orthogonal functions in obtaining Eq.~2! from Eq.
~1!. Equation~2! can be expressed in the time domain as

BMM~r ,z!5
u*( i 51

M ai
rplc~ t !ai

data~ t !dtu2

@( i 51
M * uai

rplc~ t !u2dt#@( i 51
M * uai

data~ t !u2dt#
,

~4!

where ai(t)’s are the mode amplitude time series investi-
gated in the previous section.

Equipped with the above equations, we can now discuss
the effect of internal waves on source localization. We shall
start with the matched-mode expression, Eq.~4!. We note
that range estimation is based predominantly on the phase of
the mode amplitude.5 In the time domain, range estimation
will be based on the~relative! travel time of the~uncoupled!
normal modes. Now, if the mode amplitude time series con-
tain coupled modes, it should be no surprise that source
range estimation can be wrong.

The effect of the coupled modes on source localization
can be estimated from the SWARM 95 data. In the SWARM
95 experiment, theM-sequence at 400 Hz is repeated 23
times, each with a duration of 5.11 s. Mode amplitudes have
been deduced from theM-sequence data by Headricket al.
in Refs. 17 and 18. Let the replica field in Eq.~4! be the first
M-sequence data received, the matched-mode correlation is
related to the mode coherence function by

r i~ tn!5
u* ai

data~ t1!
~ t8!ai

data~ tn!
~ t8!dt8u

@* uai
data~ t1!

~ t8!u2dt8#1/2@* uai
data~ tn!

~ t8!u2dt8#1/2
.

~5!

Based on the SWARM 95 data, it was found17,18 that the
modal coherence drops to,0.6 in <2 min for mode 1 to 4.
One expects that the modal coherence for the higher-order
modes will be less. The drop in the modal coherence was
apparently due to the mode-coupling effect. The SWARM 95
coherence data suggest that a fixed~time-independent! rep-
lica will be good only for a short time~,2 min!; it would not
be able to localize the source at a later time.

We can also estimate the effect of mode coupling on
source localization using MFP. A correlation function is de-
fined for a vertical array following the concept of matched-
field correlation, Eq.~1!, by using the first data field as the
reference field

rMF~ tn!5
@( j 51

N * pj
data~ t1!

~ t8!pj
data~ tn!

~ t8!dt8#

@( j 51
N * upj

data~ t1!
~ t8!u2dt8#1/2@( j 51

N * upj
data~ tn!

~ t8!u2dt8#1/2
. ~6!

The SWARM 95 data at 400 Hz showed that the MFP co-
herence drops to<0.5 in ,2 min.19 This implies that a rep-

lica field is, at best, good for,2 min. In other words, the
replica field needs to be updated~rapidly! with time for MFP
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source localization in the internal wave fields.
Using the internal wave model described above, we

simulate the matched-field correlation as a function of time.
This simulation starts with one realization of the internal
wave field and lets the internal waves evolve with time by
the equation of motion~in this case, by the spectral represen-
tation!. For each elapsed time, we propagate the broadband
pulse through the internal wave field, treating it as frozen.
The received time series is correlated with the time series at
the initial time (t50). Figure 8 shows the MFP correlation
as a function of the elapsed time. For the simulation, the
internal wave field includes both the Garrett–Munk and soli-
tary internal waves; the solitary internal waves move from
the receiver array toward the source. We find that the corre-
lation time at a range of 40 km is less than 2 min, which is
consistent with the SWARM 95 finding.19 For the case of 5
km, the correlation time is several minutes before it drops
below 0.5.

The above study indicated that the MFP will have diffi-
culty localizing the source if a fixed replica field is used for
all data. As the matched-field correlation decreases, not only
does the signal gain degrade significantly but the processor
will fail to localize the source correctly. Numerical simula-
tions in the next section support this finding.

As the performance degradation is due to the coupled
modes, naturally one is motivated to use only the uncoupled
modes to localize the source. The coupled modes can be
separated from the uncoupled modes traditionally by two
methods: time separation and mode filtering. As the coupled
modes arrive at a different time than the uncoupled modes,
they can be separated if sufficient travel time difference ex-
ists between them. This method works well in the deep ocean
at long ranges. For shallow water, as indicated above, the
time difference can be shorter than the pulse length, and this
method will fail. Using mode filtering, the method normally
works when only a small number of modes are affected. An
example is low-frequency propagation in the deep ocean in-
ternal wave field.7–9 For shallow-water internal waves, we

found that the mode coupling affects practically all modes;
hence, a simple mode filter will not work in shallow water.
Also, the mode filtering works when the mode leakage prob-
lem is minimal, which requires a large aperture vertical ar-
ray. For shallow water, mode decomposition is often hin-
dered by the array size and the fact that some modes
penetrate into the ocean bottom.

B. Beam-time analysis and matched-beam processing

In this section, we show that coupled modes can be sup-
pressed using a beam-time analysis. The beam filter is sim-
pler to implement~than a mode filter! and can be applied
when mode coupling affects all modes. To suppress the
coupled modes, we shall use a replica field which contains
only the uncoupled modes. The replica field is the field cal-
culated without the internal waves.

The beam filter is applied in the context of matched-
beam processing. Matched-beam processing~MBP! has been
studied in previous publications.21–25 Briefly, MBP is MFP
performed in the beam domain. MBP employs a similar con-
cept as MMP: the data are transformed from the phone do-
main to the mode domain or beam domain to permit the
‘‘matched-field’’ correlation to be conducted in a smaller
~sub!space of the signal. In the presence of internal waves,
the subspace is the uncoupled mode space of the signal. The
reduction of the dimensionality of the processing space re-
sults in robustness against the undesired signals and noise.

1. Beam-time analysis

Beam-time analysis is used to display the arrival angle
of the signal with respect to time. Since each mode is ex-
pected to arrive at the vertical array at a specific angle, the
angle–time relation differentiates the coupled mode from the
uncoupled modes more clearly than using the time or angle
information alone.

We show below the angle–time plot of the signals with
and without the internal waves. The angle–time plot is ob-
tained by conventional beamforming of consecutive~over-
lapping! short-time segments of the signals on the vertical
array. We note that the angle estimated by conventional
beamforming is not exactly the mode arrival angle due to the
refractive nature of the sound speed as a function of depth.
This does not affect the accuracy of matched-beam process-
ing ~see below!. Despite the distortion, the beam angle is
fairly close to the expected arrival angle.

The process starts with a broadband time series~Fig. 3
or 6!. For a given channel, we note that the time series in
Fig. 3 or 6 lasts about 0.64 s, which is sampled by 1024
points. This time series is divided into segments of 128 ele-
ments using a moving window with 75% overlap. Each seg-
ment is padded with zeros and Fourier transformed into the
frequency domain with a FFT of 256 points. Beamforming is
conducted in the frequency domain. Beam outputs are inco-
herently summed over the frequency components.

A comparison of the beam angle–time display is shown
in Fig. 9 with and without internal waves. For the purpose of
illustrating the ~mode! arrival angle versus time, only the
strongest beams with a 3-dB beamwidth are shown for each
time segment; the color intensity indicates the peak level

FIG. 8. Matched-field correlation as a function of elapsed time between the
data field and the initial field which is used as the replica field.
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versus time. For simplicity, only one frequency~400 Hz! is
used in Fig. 9. The difference in the arrival structure with
@Fig. 9~b!# and without@Fig. 9~a!# internal waves is clearly
evident. The differences between Fig. 9~a! and ~b! are in-
duced by the coupled modes which we have studied in Sec.
II. The mode arrival time in Fig. 9~b! can be traced to the
mode arrival time in Fig. 7 on a one-to-one basis.

We note that each mode arrives at the vertical array with
a symmetric up and down angle. The signal-beam intensity
will be symmetric in the up and down angle when the modes
are summed incoherently. The signal-beam intensity for a
broadband pulse can be unsymmetric due to the mode inter-
ference patterns. But, the mode arrival angle and time asso-
ciated with the uncoupled modes will follow the curve esti-
mated with incoherent~uncoupled! modes. The arrival angle
and time of the coupled modes will not follow this curve.

The purpose of the beam angle–time analysis is not to
determine precisely the mode arrival angle versus time,
which involves the issues of angular resolution, array aper-
ture, and sound-speed variation with depth. The purpose of
this analysis is to demonstrate the difference in the arrival
patterns and use this difference in MBP. Note that since Fig.
9~a! contains no coupled modes, by overlapping Fig. 9~a!
and~b!, one identifies the coupled mode. By multiplying the
complex beam-time functions, the coupled-mode contribu-
tions will be suppressed. This is matched-beam processing.
Figure 9~a! is the replica beam which performs the mode-
filtering function and source-localization function at the
same time.

2. Matched-beam processing

The MBP ambiguity function is computed for each time
segment of the time series~denoted by segment numbern! as
follows:

BMB,n~r ,z!

5
u*QArplcn* ~u!Adatan~u!d~sinu!u2

@*QuArplcn~u!u2d~sinu!#@*QuAdatan~u!u2d~sinu!#
,

~7!

where Adatan(u) and Arplcn(u) are respectively, the data
beams and replica beams associated with thenth segment,
and r, z represents the replica source position in range and
depth. In the frequency domain, beams are created for each
frequency component by conventional beamforming

Adatan~u, f !5(
j

e2 ikzj sin upj
datan~ f !, ~8!

Arplcn~u,t !5(
j

e2 ikzj sin upj
rplcn~ t !. ~9!

Equation ~7! is calculated for each frequency component.
The ambiguity surface is summed~incoherently! over the
time segments and then summed over the frequency compo-
nents. The source spectrum is normalized away using this
implementation.

The symbolQ in Eq. ~7! indicates a limit of integration.
For example, the integration can be limited tou1<u<u2

whereu1 andu2 are the23-dB points of the main peaks~for
each segment!. Note that although Eqs.~8! and ~9! are the
conventional beamformer in the frequency domain, no plane
wave assumption is made for the signals. Equation~7! is the
correlation of the signal in the wave number domain for non-
plane wave or plane wave signals alike.

IV. SIMULATION RESULTS

In this section, we simulate the MFP and MBP source-
localization results in shallow water in the presence of inter-

FIG. 9. Beam angle–time traces of the received signal at 400 Hz:~a! no internal waves,~b! with internal waves.
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nal waves. We start with ten realizations of the internal
waves field as mentioned above. The broadband pulse is
propagated through each realization of the sound-speed field.
The received signals are the data used for MFP and MBP
source-localization analysis.

For MFP, it is customary to compute the range–depth
ambiguity function in the frequency domain by a Fourier
transform of the entire time series data. The MFP ambiguity
surfaces are incoherently summed over the frequency com-
ponents; incoherent frequency averaging is used to suppress
sidelobes. For each frequency component, the matched-field
ambiguity surface is given by

BMF~r , f !5
u( j pj

rplc* ~ f !pj
data~ f !u2

@( j upj
rplc~ f !u2#@( j upj

data~ f !u2#
. ~10!

This procedure will be followed in this section. To save com-
puting time, only eight frequency components are used for

averaging. Preliminary study shows that eight frequencies
are adequate for frequency averaging.

MBP is done using the procedure described in the pre-
vious section. The ambiguity function is summed over eight
frequencies in the same way as in MFP. For MBP, the data
are divided into many segments. The data time series is
matched filtered with the replica for proper time alignment.

For both processes, the replica field is taken to be the
field without the internal waves. In practice, the average
sound-speed profile obtained during a period without the
solitary internal waves will be used to generate the replica
field; the sound-speed variations due to background internal
waves will average to zero.~For a range-dependent environ-
ment where mode coupling can be induced by bathymetry,
the local modes at the receiver, using the mean sound-speed
profile, will be used as the reference modes. This subject is
beyond the scope of this paper.!

FIG. 10. MFP and MBP range–depth
ambiguity surfaces for six realizations
of the internal wave field. Arrows are
used to help identify the peaks of the
MFP ambiguity surfaces.
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A. Simulation results

MFP and MBP ambiguity surfaces are generated for
broadband signals propagating through ten realizations of the
internal waves field using the procedure described above.
Figure 10~a! and ~b! shows side-by-side comparison of the
MFP and MBP ambiguity surfaces for six realizations. The
ambiguity function is calculated for a range spanning from
100 m to 10 km in 100-m steps and a depth covering 5 to 95
m in 5-m steps. As expected, MFP fails to localize the source
at the true source location in most cases. The MFP source
location appears to be random as the mode-coupling effect
due to internal waves seems to be random. On the other
hand, MBP consistently localizes the source very close to the
true source location. This is evidence that coupled modes
have been largely suppressed by this processor.

One notices that the peak level of the MBP surface is
consistently*3 dB higher than the peak level of the MFP

surface for each realization.~The color scales in the figures
are adjusted by 3 dB between MFP and MBP.! The peak
level of MBP is less than ideal~0 dB! because the incoherent
coupled-mode energy is not used. The peak level of MFP is
much less than ideal because the distortion~mismatch! of the
signal by the internal wave field is not included in the replica
field.

Although MBP demonstrated consistent source localiza-
tion, it has sidelobes close to the main lobe; such sidelobes
will generally not be mistaken for a false target. The reason
for the sidelobes is the loss of coherent energy~of the un-
coupled modes! to the coupled modes.

B. Discussion

To study the effect of internal waves on broadband
source localization in shallow water, in addition to the above
simulations we have simulated source localizations in the

FIG. 10. ~Continued.!
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presence of Garrett–Munk internal waves only and in the
presence of solitary internal waves only. We have also varied
the strength of the background internal waves (E0592 and
154 j/m2!35 to study the effect of different amplitudes on
source localization. For each of these cases, we used ten
realizations. The results are summarized in Tables I and II
for MFP and MBF, respectively. Each table lists the percent-
age of data with no range/depth error, no range error, and the
worst error in range/depth estimation. Comparing Table I
with II, we note that MBP performs consistently better than
MFP in source localizations.

We note that the effect of internal waves on sound
propagation is characterized by two parameters: the rms
value of the sound-speed perturbation along the propagation
path and the structure or the scale of the sound-speed varia-
tion along the propagation path. The rms value of the sound-
speed variation is a function of depth for each~realization of!
internal wave field. The rms values for the ten realizations
were shown earlier in Fig. 2. The horizontal scale of the
internal waves field is controlled by the horizontal coherence
length, which for linear internal waves field is determined by
the ~Garrett–Munk! spectrum. We have tried to adjust the
rms variation while keeping the horizontal and vertical scale
of the internal waves fixed for each realization by renormal-
izing the calculated rms value to the experimental data. We
found no significant changes in the statistics.

V. SUMMARY AND CONCLUSIONS

In summary, this paper addresses the problem of source
localization in shallow water in the presence of internal
waves. Source localization in shallow water is different from
that in deep water in several respects. In shallow water, there
are solitary internal waves as well as the background
~Garret–Munk! internal waves. In shallow water, significant
mode attenuations can result from bottom interactions which
cause high-order modes to attenuate faster than the low-order
modes. Significant mode couplings are induced by internal
waves which affect all modes in shallow water. As a result of
the mode coupling and bottom attenuation, acoustic energy is
constantly being shifted from low-order modes to higher-
order modes after an initial redistribution of mode energy. In
deep water, most of the acoustic energy is carried by water-

borne modes which have little or equal attenuation. Only a
small number of low-order modes are significantly affected
by the internal waves.

The effects of internal waves on broadband acoustic sig-
nal propagation are illustrated by the presence of coupled
modes using a broadband modal analysis. Broadband time
series are simulated for a vertical array of receivers by propa-
gating a broadband pulse through the internal wave fields.
For the internal wave model, the magnitudes of the back-
ground internal waves and solitary internal waves have been
set according to the sound-speed variance measured from the
SWARM 95 experiment. The presence of the coupled modes
in the received signals is indicated by the~different! arrival
structure in the mode amplitude time series and is further
illustrated using a beam-time analysis.

For performance evaluation of MFP, we calculated the
matched-field correlation as a function of time using the ini-
tial data field as the replica field. The matched-field correla-
tion decreases with time due to the time-varying nature of
the data field. Without internal waves, the correlation is one
in theory. With internal waves, the correlation is less than
one due to the contribution of the~noncoherent! coupled
modes. The simulation result indicates that the matched-field
correlation decreases quickly with time as the internal wave
fields evolves. The correlation coefficient drops to less than
0.5 in less than 2 min at a range of 40 km, which is consis-
tent with the broadband correlation data centered at 400 Hz
from the SWARM 95 experiment. This indicates that a fixed
replica field will have difficulty localizing the source in the
time-varying internal wave field.

The poor performance of MFP using a fixed replica field
is supported by numerical simulations. In our simulations,
the acoustic source is incorrectly localized most of time
~50%–70%! using MFP. This is in contrast to deep water,
where the effect of internal waves on source localization is
fragmentation and meandering of the source peak in the am-
biguity surface;1 source is approximately localized.

To improve source localization in the presence of inter-
nal waves, a broadband MBP algorithm is used to suppress
the coupled normal modes in the data field. The separation of
the coupled modes from the uncoupled modes requires a
beam angle and time analysis; the coupled modes travel with
a different speed than the uncoupled modes for the same
arrival angle. Note that the coupled modes generated by the
random media are unpredictable and hence useless for source
localization. As the coupled-mode energy is not used, signal
gain decreases by 1–3 dB. More sidelobes are found near the
mainlobe~yielding equivalently a fattened main lobe! due to
less coherent modes available for source localization. But, by
suppressing the coupled modes, we find that MBP consis-
tently localized the source where the true source was located
~with occasional small depth errors!.
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TABLE I. Summary of matched-field localization results.

GM1Solitons
GM

~92 J/m2!
GM

~154 J/m2! Solitons

DR,DD50 30% 20% 10% 30%
DR50 30% 50% 20% 50%
Max DR,DD 5 km/20 m 0.9 km/30 m 0.8 km/30 m 0.1 km/5 m

TABLE II. Summary of matched-beam localization results.

GM1Solitons GM~92 J/m2! GM~154 J/m2! Solitons

DR,DD50 80% 80% 70% 100%
DR50 100% 100% 100% 100%
Max DR,DD 0 km/5 m 0 km/5 m 0 km/5 m 0 km/0 m
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APPENDIX: INTERNAL WAVES MODEL

A. Garrett–Munk internal waves

We use the Garrett–Munk model for the background
internal waves. The sound-speed perturbation is related to
the displacement of the water mass by

dC~r ,z,t !5E
z

z1h~r ,z,t !
C0~z!G~z!N2~z!dz, ~A1!

where h(r ,z,t) is the displacement,C0(z) is the mean
sound-speed profile,N(z) is the buoyancy frequency, and
G(z) is a function of the derivatives of the salinity and tem-
perature profile as a function of depth. For details, see Ref.
10.

The internal wave displacement can be expressed as a
sum of discrete normal modes

hD~r ,z,t !5(
kh

(
j

F~kh , j !W~kh , j ,z!ei @khr 2v~kh , j !t#,

~A2!

wherekh is the horizontal wave number,v(kh , j ) is the jth
mode frequency, andW(kh , j ,z) is the depth function of the
jth mode internal wave which satisfies the following equa-
tion:

d2

dz2 W~z!1kh
2FN2~z!2v2

v22 f c
2 GW~z!50, ~A3!

where f c is the Coriolis frequency:f c52V sin ~latitude!
with V being the earth’s angular speed. We chose 40° for the
latitude. The depth functionW(z) satisfies the boundary con-
ditions W(0)5W(H)50, whereH is the water depth. The
boundary conditions determine the frequency dispersion re-
lation of v as a function ofkh . In Eq. ~A2!, F(kh , j ) repre-
sents the amplitude of thejth mode internal wave which is a
zero mean, complex Gaussian random variable with a spec-
tral representation

^uF~kh , j !u2&5E0M @ j 21 j
*
2 #2p/2S 4

p D kjkh
2~kh

21kj
2!22,

~A4!

where^...& represents the ensemble average. Equation~A4! is
referred to as the Garrett–Munk spectrum. The quantitykj is
given bykj5p j f c /*0

HN(z)dz. It corresponds to the spectral
peak in the horizontal wave number domain for each modej.
The normalization factor M satisfies 1/M5( j 51

` @ j 2

1 j
*
2 #2p/2. The parameterE0 is the average energy density in

Joules/m2 unit. The characteristic wave numberj * and the
spectral power-law exponentp are empirically determined.
We usej * 53 andp54 as in Ref. 15.

From Eqs. ~A1!–~A4!, one generates realizations of
sound-speed perturbations as a function of range and depth.
A realization of the sound-speed perturbation is shown in
Fig. 5 where the nonsolitary background sound-speed pertur-
bations are due to the Garrett–Munk internal waves. For the
Garrett–Munk internal waves, the sound-speed variance is
determined by the internal wave intensityE0 .

B. Solitary internal waves

The displacement of the solitary internal waves is given
by

hS~r ,z,t !5(
j 51

`

aj~r ,t !W~kh , j ,z!, ~B1!

whereaj (r ,t) is the displacement of the isopycnal layer and
W(kh , j ,z) is the depth distribution of the solitary internal
waves. The solitary internal waves are assumed to be created
outside the acoustic waveguide of interest; Eq.~B1! repre-
sents a steady state of the waves propagating in the acoustic
channel.

Just like the background internal waves, the solitary in-
ternal waves must satisfy the depth-dependent wave equa-
tion, Eq.~A3!. Thus, in principle, many different eigenmodes
can be excited as expressed in Eq.~B1!. However, experi-
mental data indicated that the solitons are dominated by the
first mode based on the ADCP measurements.11 We shall
thus assume only the first mode is involved. Hence,

hS~r ,z,t !5a1~r ,t !W~kh , j 51,z!.

The isopycnal displacementa1(r ,t) can be expressed in
the form

a1~r ,t !5L sech2S r 2Vt

D D , ~B2!

whereL is the amplitude factor, andD is the characteristic
width of the soliton. Equation~B2! is known as the solution
of the Korteweg–de Vries~KdV! equation.26 Theoretically,
one hasD5A12b/(aL) wherea and b are coefficients of
the KdV equations:a50.035 andb5100.V is an amplitude-
dependent wave speed and is related to the linear speedn by
V5n1aL/3. Equation~B2! describes one soliton.

Experimental data indicated that solitons are grouped
into a series. For the simulation study we shall use an em-
pirical representation for the solitons,

h~r ,z,t !5W~kh , j 51,z! (
m51

6

Lm sech2S r m2Vmt

Dm
D ,

~B3!

whereDm5100 m andVm50.6 m/s ~the tidal velocity! are
empirically determined. The solitons are separated by a dis-
tance from 100 to 400 m, the spacing decreases with the
soliton number. The solitons have a decreasing amplitude:
we assume thatLm decays exponentially15 with the soliton
numberm

Lm5L1e20.3~m21!, m51,...,6.

The amplitudeL1 as determined from the SWARM 95 data
is about 10–15 m.11 We assume a value of 13.5 m.
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Range-dependent matched-field inversion of SWellEX-96 data
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Matched-field inversion~MFI! techniques have been applied for effective and efficient estimation of
geoacoustic parameters of the ocean bottom. This paper presents a new tomographic MFI method
for use in range-dependent environments. The MFI correlates modeled data with measured data and
uses a search algorithm to determine model parameter values that maximize the correlator. In the
present method, a parabolic equation propagation model is used to compute replica fields to account
for mode coupling in the environment. The search algorithm is a two-stage hybrid method that
combines an initial global component and a final local component. The first stage employs a random
search to determineN11 parameter sets with the best correlations, whereN is the number of
parameters being determined. In the next stage theN11 sets are used as inputs to the local downhill
simplex algorithm. The algorithm is shown to perform well for simulated vertical line array data for
an environment representative of the SWellEX-96 experimental site. The inversion technique is then
applied to measured data obtained from a radial track in SWellEX-96. The geometric parameters of
the experiment and dominant geoacoustic parameters were successfully recovered for data with
relatively low signal-to-noise ratio. ©1999 Acoustical Society of America.
@S0001-4966~99!04012-6#

PACS numbers: 43.30.Pc, 43.60.Pt@DLB#

INTRODUCTION

Inversion methods for estimating ocean bottom proper-
ties have generally been applied as range-independent pro-
cesses. However, it is well known that the spatial variability
of the ocean waveguide has a very strong effect on sound
propagation in shallow water, and the results of inversion
methods based on acoustic field data are consequently lim-
ited by the mismatch in modeling the range-dependent bot-
tom environment. Recently, several investigators have de-
signed tomographic inversion methods for range-dependent
waveguides. Hermand and Gerstoft1 reported a tomographic
matched field inversion based on adiabatic normal mode
theory, and Pignot and Chapman2 applied a tomographic in-
version technique based on ray theory to data from the Haro
Strait experiment3. Both these methods made use of broad-
band data. The related problem of source localization in
range-dependent environments has been investigated experi-
mentally by Boothet al.4 and D’Spain.5

This paper presents a new matched-field tomographic
inversion technique for range-dependent environments. The
method makes use of a random search algorithm with a
multi-range cost function, i.e., the cost function consists of
data sets from a number of independent source positions
which are evaluated simultaneously. The search algorithm
contains a global Monte Carlo component and a local mini-
mizer based on the downhill simplex method. Replica fields
are calculated using the parabolic equation~PE! method.
Both the source position and the waveguide properties are
estimated, and the method provides a measure of the sensi-
tivity of each model parameter.

The inversion method is described in the next section,
and is demonstrated on simulated broadband data consisting
of multiple CW tones in Sec. III. In Sec. IV, the method is
applied to data from the SWellEX-96 experiment6 to esti-
mate both the source position and the geoacoustic properties
along a radial track.

I. INVERSION METHOD

A. Sound propagation model

A PE propagation model was chosen in this analysis for
its ability to account for mode coupling which takes place in
a range-dependent waveguide.7,8 Our PE formulation in cy-
lindrical coordinates is as follows:

]c~r ,z!

]r
5 ik0~211A11X!c~r ,z!, ~1!

wherec(r ,z) is the envelope function@the acoustic pressure
p(r ,z)5c(r ,z)eik0r /Ar #, k0 is a reference wave number,
and X5n2211(r /k0)(]/]z)(1/r)(]/]z) ~n is the index of
refraction andr is material density!. The PE is solved in
small range-independent segments and the field is coupled
from one step to the next as follows:

c~r 1Dr ,z!5eik0Dr ~211A11X!c~r ,z!. ~2!

The exponential term with theX operator is approximated to
high accuracy using a Pade series. The PE uses a complex
density in the ocean bottom to approximate shear wave
propagation.9 The approximation yields good results for low
shear wave speeds~;300 m/s! and low grazing angles. In
the inversion algorithm, the PE is solved on a computational
grid which has a finite vertical and horizontal size.a!Electronic mail: chapman@uvic.ca
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B. Matched-field processor

The MFI is generally formulated as a minimization
problem which involves finding a global minimum of a
multi-dimensional function, called the objective function. In
MFI, measured data are compared with simulated replica
data computed for trial models to give an objective function
value which indicates the goodness of fit. The goal is to
determine a set of model parameters which minimizes the
objective function. The objective function depends on all the
geoacoustic and geometric parameters associated with pro-
ducing the propagation calculations. The most widely used
measure of comparison is based on the normalized Bartlett
processor10

E~m!512
ur~m!* du2

ur ~m!u2udu2
, ~3!

wherer (m) and d are the replica and data vectors, respec-
tively, m is the set of model parameters to be determined,
and * indicates complex conjugation. HereE(m) takes on
values between zero and one with zero indicating a perfect
match.

The difficulty in finding a minimum value ofE(m) can
be due to several factors such as the size of the search space,
the presence of local minima, and parameter correlations.
The problem of nonuniqueness makes it difficult to interpret
the results because different sets of parameters may yield
very similar objective function values. To reduce this ambi-
guity, it is desirable to use as much information as possible
about the environment when defining the objective function.
This can be achieved by combining information from data at
multiple times ~source positions! and/or multiple frequen-
cies.

The single-frequency objective function defined in~3!
compares the complex data and replica pressure fields di-
rectly. The objective function can be expressed in terms of
the covariances~cross-spectra! of the data and replica fields
as11

E~m!512
(k51

Ns ( l 51
Ns d* klr kl

A(k51
Ns ( l 51

Ns udklu2(k51
Ns ( l 51

Ns ur klu2
, ~4!

whereNs is the number of sensors anddkl andr kl are thekth
row and l th column entries of the data covariance matrix
D5dd† and the replica covariance matrixR(m)5rr †, re-
spectively.udu indicates absolute value and † indicates con-
jugate transpose.

In order to take advantage of time averaging and mul-
tiple frequency processing, a modified version of the above
objective function is used in this study. The frequencies are
combined incoherently and scaled with a uniform weighting
according to the power at each frequency by dividing each
element in the data covariance matrix by the trace, since the
trace is a measure of power across the array. Assuming that
there areNt uncorrelated time averaged segments, the objec-
tive function is given by

E~m!512 1/Nt

3(
i 51

Nt ( j 51
Nf (k51

Ns ( l 51
Ns di j*

klr i j
kl

A( j 51
Nf (k51

Ns ( l 51
Ns udi j

klu2( j 51
Nf (k51

Ns ( l 51
Ns ur i j

klu2
,

~5!

where i is summed overNt time periods,j is summed over
Nf frequencies,k and l are summed overNs3Ns sensor
pairs, anddi j

kl and r i j
kl are the~k,l! elements of the averaged

data and replica covariance matrices, respectively, for time
periodi and frequencyj. The minimum and maximum values
of E(m) are zero and one, respectively. The value of zero is
achieved if and only if the measured and modeled data in
each time period yield a value of zero.

For successful range-dependent inversions, the perfor-
mance is improved by making use of data collected at dif-
ferent source positions, obtained for example, by towing a
source slowly behind a ship. Radial source tracks are ideal
because only a 2D environment~range and depth! need to be
considered, but perfect radials are difficult to obtain in prac-
tice. Throughout an experiment the geometry~the relative
source–receiver positions! is changing with time while the
geoacoustic environment is assumed to remain unchanged.
By combining information from different source positions it
is possible to resolve environmental range dependence. In
our method, the range-dependent waveguide between the ar-
ray and the farthest source position is partitioned intoNp

segments, as shown in Fig. 1. The propagation modeling for
the replica fields is carried out for each source position sepa-
rately. A minimum objective function value is obtained if the
trial source positions and the waveguide parameters are close
to their true values. The array is assumed to be approxi-
mately stationary throughout the experiment~it can tilt and
move vertically with time!.

How well a particular model parameter is constrained
depends on the sensitivity of the data to the parameter and
the number of independent data samples which depend on
that parameter. The information about each individual source
position is independent of that for the others. However, the
source position should be accurately estimated since the
acoustic field is very sensitive to the experimental geometry.
On the other hand, information about the intermediate seg-
ments of the environment is contained in multiple snapshots
of the data. As indicated in Fig. 1, a moving source transmits
energy from different vantage points as it moves through the
waveguide, repeatedly probing the environment from differ-

FIG. 1. The waveguide is divided intoNp segments shown by the broken
lines. Data are obtained atNt source positions. The segment profiles nearest
the array affect the propagation from all the source positions.
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ent spatial positions during the collection ofNt data samples,
one for each source position. The profiles in the waveguide
segment closest to the array affect the propagation from all
of the source positions, and hence should be well deter-
mined. The profiles in the farthest segment will, in general,
be more ambiguous because the information about the prop-
erties is carried in a smaller number of theNt data samples.
Overall, the geoacoustic parameters should be relatively well
constrained, since the inversion makes use of data simulta-
neously from a large number of independent samples.

C. Objective function optimization

A number of techniques have been applied to the
matched-field inversion problem. Some of the most common
ones are simulated annealing~SA!12–14 and genetic algo-
rithms ~GA!.15,16These are based on stochastic techniques as
opposed to analytic methods. The greatest hurdle in applying
these algorithms is obtaining the appropriate setting of the
parameters that determine how the search proceeds. If not
properly set, computational time may be wasted or the de-
sired model parameters may not be found. In MFI, calcula-
tion of the replicas from the propagation model dominates
the computational time, and the required time can easily be-
come prohibitive if the search algorithm is inefficient. Nev-
ertheless, they have been shown to be quite successful in
applications with experimental data.

In this study, a technique combining a global search
component with a local minimizer is introduced. Previously,
a similar method using gradient descent for the local mini-
mizer was developed and tested on synthetic data.17 Our
method makes use of the downhill simplex algorithm
~DSA!18,19 for the local minimizer. The DSA is a determin-
istic local minimizer based on a geometrical approach. For a
M-dimensional search problem, the DSA begins withM11
trial models and, in effect, constructs a simplex of vertices,

as shown schematically in Fig. 2~a! for a three-dimensional
case, then proceeds to determine new models~vertices! and
checks whether an improved model~lower objective function
value! is obtained. The operations are shown in Fig. 2~b!–
~d!. They involve reflections/contractions along the line join-
ing the point with the highest objective function value and
the center of the opposite face. The algorithm starts over if it
encounters an improvement in one of the three operations. If
no improvement is found, the algorithm contracts along all
the dimensions towards the point with the lowest objective
function value as shown in Fig. 2~e!. It has the ability to
explore the search space within and around itself to some
extent and eventually contracts to a local minimum if al-
lowed to run long enough. Note that the DSA does not re-
quire partial derivatives. Hence this method is neither sto-
chastic nor calculus based, but instead is a deterministic
geometrical approach. The objective function minimization
algorithm consists of an initial search andI restarts:

~i! initial: N0 random vectorsm in a bounded search re-
gion are generated and theM11 vectors with the
lowest objective function value are input to the DSA.
The DSA converges to a local minimummmin(0).

~ii ! restart i: Ni random vectors within a fractionf i ( f i

,1) of the parameter search width centered about
mmin(i21) are generated and theM vectors with the
lowest objective function value plusmmin(i21) are in-
put to the DSA. The DSA converges to a local mini-
mum mmin(i) . ~The f i decrease to zero as the restart
number i increases. In the three-restart example be-
low, f 150.15, f 250.10, f 350.05.)

~iii ! The components ofmmin(I) are the algorithm param-
eter estimates.

In this scheme the current best model vector is included
in the subsequent DSA run and so there is no possibility of
losing the best available solution. Since almost all physical
problems require constraints on the parameters, it is neces-
sary that all the parameters remain within allowed bounds as
the algorithm proceeds. This can be accomplished using the
objective function by adding a penalty function to its value
whenever one or more trial parameter values occurs outside
its lower or upper bounds. The following penalty function
was used:

Q~m!510R (
j 51

M

pj
2

where pj55
~mj2mU j !

~mU j2mL j !
, if mj.MU j ,

~mj2mL j !

~mU j2mL j !
, if mj,mL j ,

0, otherwise,

~6!

where R is a power coefficient typically between 1 and 6
~hereR52!, mj is the j th parameter estimate,pj is the pen-
alty for the j th parameter,mL j is the lower bound for thej th
parameter, andmU j is the upper bound for thej th parameter.

FIG. 2. Possible simplexes for various operations~b!–~e! for initial simplex
~a! in 3D. The vertices associated with the highest and lowest objective
function values are marked.
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Note thatQ(m) is zero if all the parameters are between
their bounds.Q(m) is added toE(m) to obtain the objective
function,

E8~m!5E~m!1Q~m!. ~7!

The penalty function usually causes the parameter to
return to the allowed region. At the end of the inversion the
recovered parameters are examined to determine whether
they are close to lower or upper bounds. A parameter close to
a bound indicates that the true solution may have been ex-
cluded. This may render the results meaningless depending
on the type of parameter and proximity to the constraint. The
constraints may have to be readjusted and the inversion per-
formed again.

D. Sensitivity of parameters

In this study, the parameter sensitivity is estimated from
the set ofN1 randomly selected models drawn from the
search space. A small set of models which gave the lowest
objective function value are saved. The sensitivity~or
spread! coefficient, Spdc, for each parameter is defined to be
the ratio of the observed standard deviationsi of these best
models and the theoretical standard deviation of a random
uniform variable of widthwi

Spdci5A12si /wi , ~8!

wherewi is the upper minus the lower bound of the search
region. Recall that a uniformly generated random variable
over an intervalwi has standard deviationwi /A12. Spdci is
near zero if the estimated values of the selected model pa-
rameter values are very similar, and approximately unity if
they are uniformly distributed over the search region. The
Spdc values depend on the parameter bounds so that conclu-
sive physical interpretations cannot be made. However, they
indicate relative sensitivities: small values of Spdc indicate
high sensitivity and larger ones low sensitivity.

A single noise-free data set from a suite of workshop
test cases20 was chosen for this analysis. The data at 105 Hz
generated by SAFARI21 consists of 100 complex pressure
fields from a vertical array with sensors at 1- to 100-m
depths. The source is at 1-km range and 20-m depth. A fre-
quency of 105 Hz was selected because it is approximately at
the center of the frequency band used for the SWellEX-96
data set analyzed below.

The true environment is range independent and consists
of three fluid layers. The water is a 100-m inhomogeneous
layer in which the sound speed decreases linearly from 1480
m/s at the top to 1460 m/s at the bottom. The basement
sound speed and density are 1800 m/s and 2.0 g/cm3, and the
attenuation increases linearly from 0.23 to 5.0 dB/l over the
computational grid~extending to a depth of 1000 m!. The
sediment geoacoustic parameters, and the geometric and
bathymetric parameters that were varied in the search pro-
cess are listed in Table I. Range dependence was introduced
by allowing the water depth and sediment thickness to vary
at both ends of the waveguide; consequently, the inversion
could yield a uniformly sloping bottom. There are 13 vari-
able parameters: 3 geometric~source range, source depth,

and array tilt!, 4 structural~2 water depths and 2 sediment
thicknesses!, and 6 geoacoustic~density, compressional-
wave speed, and attenuation at the sediment top and bottom!.
The following run parameters were used:N056000, N1

51000, N25500, N35500, f 150.15, f 250.1, and f 3

50.05.
In the lower right corner of Fig. 3 is a plot of the evo-

lution of the objective function versus the DSA iteration
number~solid line!, and the dotted horizontal line at 0.0027
gives the objective function value for the true parameters.
The discrepancy from zero is due to the use of different
propagation models for the data and replica generation. The
solid line consists of DSA evolution curves for the initial
evolution and three restarts. Note that each DSA run lowers
the objective function value and that very few iterations are
wasted. The method required;670 PE calls per parameter to
reach the objective function value of 0.005. In the remaining
plots the histograms were computed using the 60 models~out
of 6000! which gave the lowest objective function values.
The spread coefficients are shown in the left corner of each
plot; the Spdc’s vary from 0.49 to 1.12 in this particular case.
For the array tilt, Spdc50.49, which makes it the most sen-
sitive parameter. The coefficient with value 1.12 corresponds
to the sediment thickness atr 50 km, which is among the
least sensitive parameters. All other Spdc’s fall within the
extreme values. Note that it is very likely that different ran-
dom seeds would result in different Spdc’s and so different
parameters may have the extreme Spdc values in another
random set. The true parameter values are indicated by a
solid vertical line. The five diamonds connected by dotted
lines represent the evolution of the parameter: the bottom
diamond is the best model from the first random search and
the remaining four are the final values after each DSA run.
These also give an indication whether a parameter has a ten-
dency to converge to the true value and hence indicate sen-
sitivity. The top diamond denotes the final parameter esti-
mate. All the geometric parameters converged closely to the
true values. Also, the water depths and sediment thicknesses
are very well estimated. The only well-estimated geoacoustic
parameter is the sound speed.

TABLE I. Model parameters with indicated true values and lower and upper
bounds used for the sensitivity study.

Parameter
Lower
bound

Upper
bound

True
value

Source depth~m! 17 30 20
Source range~m! 700 1100 1000
Array tilt ~m! 25 3 0
Water depth at 0 km~m! 60 120 100
Water depth at 5 km~m! 80 140 140
Sediment thickness~m! 20 70 50
Sediment P-wave speed at top~m/s! 1450 1750 1550
Sediment P-wave speed at bottom
~m/s!

1600 1850 1700

Sediment P-wave attenuation at top
~dB/l!

0.15 0.4 0.23

Sediment P-wave attenuation at bottom
~dB/l!

0.15 0.4 0.23

Sediment density at top~g/cm3! 1.4 1.7 1.5
Sediment density at bottom~g/cm3! 1.4 1.7 1.5
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The results in Fig. 3 give an indication of how well
various parameters can be estimated. It is to be expected that
sensitive parameters such as source depth, source range, wa-
ter depth, and sediment sound speed will be tightly con-
strained, and hence different starting models will yield con-
sistent estimates. On the other hand, the less-sensitive
parameters such as density and attenuation may not be con-
sistently estimated, particularly for single frequency data.
The above method yields parameter sensitivities that are
based on all the models explored in the search process, rather
than estimates based on only a single point or small neigh-
borhood in the search space, and is therefore a useful
complementary process for assessing parameter sensitivities.

II. SIMULATED DATA

Prior to applying the inversion algorithm to experimen-
tal data, the algorithm was first tested on a set of synthetic
data generated using a range-dependent propagation model
COUPLE.22 This code can accurately model range-
dependent sound propagation because it accounts for mode
coupling and the incoming~backscatter! component of the
field. However, the model is limited to purely fluid environ-

ments. Data at 45 and 70 Hz representative of the low-
frequency band of the SWellEX-96 data were calculated to
carry out parameter estimation.

The simulation scenario is depicted in Fig. 4. There are

FIG. 3. Histograms and spread coefficients~denoted S! for the best 60 models for the 13 parameters. The solid vertical line on these plots indicates the true
parameter value and the diamonds from bottom to top the initial and subsequent restart parameter estimates. The last plot at the lower right shows the objective
function values versus DSA iteration number~solid line!, and the objective function value for the true parameters~dotted line!.

FIG. 4. A schematic of the range-dependent environment with eight source
positions~stars! and a 50-element vertical line array~diamonds! used for the
simulated data.
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eight equally spaced source positions from 1 to 8 km indi-
cated by stars. All eight have a depth of 30 m. At range 0 km
there is a 50-element vertical line array. The array sensors
are equally spaced from 1 to 400 m, i.e., the array~indicated
by diamonds! spans the entire water column. The array more
than adequately samples higher-order modes which may be
present in the field. The range-dependent water depths are an
approximation to a continental shelf environment. A 2-km
flat segment at a depth of 402 m originating at the array is
followed by a 6-km constant slope segment extending to a
maximum range of 8 km at a depth of 150 m. Hence the
sloping part of the bottom has an angle of 2.4 degrees. As
shown in Fig. 4, the bottom structure consists of a water
layer, a 70-m sediment layer over the entire extent of the
environment, and a half-space which extends to the bottom
of the computational grid. All three layers are homogeneous,
i.e., geoacoustic parameters are range independent. The wa-
ter layer has a sound speed of 1500 m/s and density of 1.0
g/cm3. The sediment has the following physical properties:
sound speed of 1600 m/s, density of 1.5 g/cm3, and attenua-
tion of 0.2 dB/l. The basement has a sound speed of 1800
m/s and density of 2.0 g/cm3. The attenuation at the top is the
same as in the sediment and it increases linearly to 5 dB/l at
the bottom of the computational grid. The size of the PE
computational grid is 1000 m, as in the previous example.
The true values and search limits are tabulated in Table II for
the geoacoustic parameters that were varied in the inversion.

There are 16 geometric variable parameters consisting of
eight source ranges and eight source depths. The lower and
upper bounds and the true values are indicated in Table III.
RT denotes the true range for each of the eight source ranges.
It was decided to hold the sensor depth and array tilt fixed at
the true values of 1 m~for the top sensor! and 0 degrees,
respectively. Range dependence was addressed by partition-

ing the environment in range into eight segments~nine
points!. The water depth and sediment thickness were al-
lowed to vary independently at each of the nine points, while
only one value was assumed for each geoacoustic parameter
at each interface in the bottom layers. This resulted in 26
variable environmental parameters consisting of nine water
depths, nine sediment thicknesses, sound speed, density, and
attenuation at the sediment top and bottom, and sound speed
at the basement top and bottom. Note that the basement bot-
tom implies the bottom of the computational grid. The den-
sity and attenuation in the basement are held fixed at the true
values. The attenuation gradient in the basement layer mini-
mizes reflections from the bottom of the computational grid.

In this scenario, the farthest source position is in 150 m
of water and the field is received in 402 m of water; thus
there are fewer modes at the initial range than there are at the
final range. The field has to adjust to significant environmen-
tal changes during the propagation. The positions where the
water depth and sediment thickness were allowed to vary
were chosen to be approximately under the source positions.
Since mode functions are characteristic of local waveguide
depths, the acoustic field contains sufficient information to
accurately determine the water depths.

The computational intensity of this problem was the
main factor in deciding the extent of the search. Three sepa-
rate inversions were performed with the following param-
eters: N052000, N151000, N25500, N35500, f 150.15,
f 250.1, andf 350.05. Each DSA search was stopped when
the difference between the maximum and minimum objec-
tive function values was less than 1024.

The estimated source positions are shown in Fig. 5. The
source depths are within 1.5 m of the true depth of 30 m,
which confirms the high sensitivity of this parameter. The
source ranges are also reasonably well recovered. The best
source range estimate coincides exactly with the true value.
The largest error in source range is 133 m, most likely due to
small mismatch in the water depths. This offset does not
appreciably degrade the objective function value. The source
range seems to be correlated with the water depth, making it

FIG. 5. Three estimates for the source positions~crosses, stars, diamonds! of
the simulated data. Three estimates for the bottom structure~dotted, dashed,
dash-dotted! for the sea floor and sediment layer. The thin solid lines indi-
cate the true bottom structure. The thick solid parallel lines indicate the
lower and upper bounds on the water depths.

TABLE III. Geometric model parameters with indicated true values and
lower and upper bounds used for the simulated data.

Parameter
Lower
bound

Upper
bound

True
value

Source range~m! RT2300 RT1100 1000–8000
Source depth~m! 25 40 30

TABLE II. Environmental model parameters with indicated true values and
lower and upper bounds used for the simulated data.

Parameter
Lower
bound

Upper
bound

True
value

Water depth at left~m! 360 470 402
Water depth at right~m! 100 240 150
Sediment thickness~m! 40 80 70
Sediment P-wave speed at top~m/s! 1500 1750 1600
Sediment P-wave speed at bottom~m/s! 1500 1750 1600
Sediment P-wave attenuation at top
~dB/l!

0.1 0.4 0.2

Sediment P-wave attenuation at bottom
~dB/l!

0.1 0.4 0.2

Sediment density at top~g/cm3! 1.4 1.7 1.5
Sediment density at bottom~g/cm3! 1.4 1.7 1.5
Basement P-wave speed at top~m/s! 1650 1900 1800
Basement P-wave speed at bottom~m/s! 1650 1900 1800
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difficult to find the true values for these parameters. In the
same figure the estimated water depths and sediment thick-
nesses are plotted as a function range. The water depths are
estimated accurately and consistently, which indicates a high
sensitivity of this parameter. The sediment thickness values
are estimated with less accuracy due to a much lower sensi-
tivity with depth in the bottom.

The objective function values and estimated geoacoustic
parameters are shown in Table IV. Note that the objective
function values are very near the value of 0.024 achieved
when the true parameters are used to calculate the replicas.
The sound speed estimates at the upper and lower interfaces
verify that the layer is homogeneous with a sound speed of
1600 m/s. The sediment density and basement sound speed

FIG. 6. The radial track from SWellEX-96. Data were analyzed for ship positions roughly between the first and second tick marks closest to FLIP.

TABLE IV. Objective function values and estimated geoacoustic parameters for the simulated data.

Parameter True value Inversion 1 Inversion 2 Inversion 3

Objective function value 0.033 0.032 0.030
Sediment P-wave speed at top~m/s! 1600 1603 1607 1599
Sediment P-wave speed at bottom~m/s! 1600 1587 1586 1595
Sediment P-wave attenuation at top~dB/l! 0.2 0.25 0.31 0.26
Sediment P-wave attenuation at bottom~dB/l! 0.2 0.29 0.27 0.26
Sediment density at top~g/cm3! 1.5 1.54 1.48 1.53
Sediment density at bottom~g/cm3! 1.5 1.50 1.55 1.61
Basement P-wave speed at top~m/s! 1800 1762 1802 1753
Basement P-wave speed at bottom~m/s! 1800 1812 1776 1818

3276 3276J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Musil et al.: Range-dependent matched-field inversion



are not as accurately estimated as the sediment sound speed,
as expected for less sensitive parameters. For very low sen-
sitive parameters like the sediment attenuation, the estimated
value is roughly the mean of the search range.

III. SWellEX-96 DATA

In this section the inversion algorithm is applied to ex-
perimental data. The SWellEX-96 data were obtained in
shallow waters off the Southern California coast in May
1996.6 The experiment provided a large amount of high-
quality data for various geometrical and environmental con-
figurations. In this study, vertical array data are analyzed
from a radial incoming track~event S107, 14 May23! over a
gently downsloping bottom from about 150 m at the start of
the radial to 215 m at the array~Fig. 6!. The portion of the
data analyzed spans a segment of the track from 1.6 to 1 km
from the array position. The source was towed at a speed of
about 2.5 m/s and a depth of about 37 m while transmitting
CW signals at frequencies between 49 and 400 Hz. Different
source levels were available over the entire frequency band
to investigate the effects of various signal-to-noise ratio
~SNR! values on matched-field processing and matched-field
inversion. The band of frequencies used in this study covers
frequencies from 49 to 169 Hz. The vertical array consisted
of 64 equally spaced hydrophones deployed from the re-
search platform FLIP, making a 118-m aperture. The pres-
sure field was sampled at 1500 Hz at each hydrophone.
Source depths were monitored with a pressure sensor, and
ranges were determined from differential GPS data on the
tow ship and FLIP. Array tilt was measured using an incli-
nometer on the array cable. The average tilt was 0.560.1
degrees,~from the vertical! oriented roughly perpendicular to
the ship track during event S107.23,24 This magnitude of tilt
was observed for several hours before and after the event.

The raw data were Fourier transformed into the fre-
quency domain to obtain complex pressure fields at the hy-
drophones at the frequencies of interest. Three 5 s FFT’s
were averaged to obtain covariance matrices at various fre-
quencies and source positions. The data were found to be
consistently Doppler shifted to higher values by about 0.2

Hz. Ten covariance matrices~every second one! for each
frequency of interest, corresponding to 5 min of data, were
selected for the analysis. High SNR data and low SNR data
are analyzed separately. A set of five pilot~highest level! low
frequencies~LF549.2, 64.2, 79.2, 94.2, and 112.2 Hz! at the
maximum available SNR were used first, followed by a set
of three pilot high frequencies~HF5130.2, 148.2, and 166.2
Hz! also at the maximum available SNR. The same proce-
dure was repeated for a band of frequencies transmitted at a
lower level ~LF552.2, 67.2, 82.2, 97.2, and 115.2 Hz fol-
lowed by HF5133.2, 151.2, and 169.2 Hz!. Note that the
lower level frequencies are offset by 3 Hz from the pilot
frequencies.

For successful inversions, the SNR of the data at signal
frequencies has to be high. An average power spectrum for
one of the VLA hydrophones is shown in Fig. 7. To obtain
this estimate of the power spectrum three time segments
were averaged and the received power in dB was calculated.
The high level tones are noticeably above the ambient noise
level. Note that the noise levels are higher in the lower fre-
quency band which may render some signal lines unusable.
The pilot signals are about 25 dB above the noise. However,
it is quite difficult to see the lines at the low SNR especially
in the lower frequency band. From quantitative SNR esti-
mates, the SNR for the pilot frequencies is indeed about 25
dB for the section of the data used. The lower level signals
were transmitted at 25 dB below the pilots which would
place them at about 0 dB SNR.

The assumed waveguide model was range dependent
and consisted of two elastic bottom layers: sediment and
basement. Each layer could have a negative or positive gra-
dient in sound speed, attenuation, and density. Ground truth
for the geoacoustic parameter values was obtained from the
study by Bachmanet al.25 The bounds for the sediment
sound speed span the ranges of values for the known types of
ocean bottom materials off Pt. Loma: sands and silt-clays.
For fine sands~mean grain size,3.25 phi!, the range of

FIG. 7. Example of an estimated power spectrum~an average of three
five-second FFT’s! for the SWellEX-96 data.

TABLE V. Geometric and geoacoustic model parameters with indicated
lower and upper bounds for the SWellEX-96 data.

Parameter
Lower
bound

Upper
bound

Source range~m! RGPS270 RGPS170
Source depth~m! 37 40
Array depth~m! ~top sensor! 92 98
Water depth at array~m! 190 240
Water depth at 1.6 km~m! 120 170
Sediment thickness~m! 3 50
Sediment P-wave speed at top~m/s! 1500 1700
Sediment P-wave speed at bottom~m/s! 1500 1700
Sediment P-wave attenuation at top~dB/l! 0.1 0.5
Sediment P-wave attenuation at bottom~dB/l! 0.1 0.5
Sediment density at top~g/cm3! 1.4 1.6
Sediment density at bottom~g/cm3! 1.4 1.6
Basement P-wave speed at top~m/s! 1600 2100
Basement P-wave speed at bottom~m/s! 1600 2100
Basement P-wave attenuation at top~dB/l! 0.1 0.5
Basement P-wave attenuation at bottom~dB/l! 5.0 5.0
Basement density at top~g/cm3! 1.8 2.1
Basement density at bottom~g/cm3! 1.8 2.1
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values for the upper 30 m of sediment is 1600–1750 m/s,
and for silt-clays~mean grain size.5.75 phi!, the corre-
sponding range is 1520–1540 m/s. From the ground truth
data, the mean grain size is 4.5–5.0 phi so the sediment is
likely a mixture of the sand and silt, but more siltlike than
sandlike. The sediment thickness is about 30 m.25 The base-
ment is inferred to be mudstone from deep borehole data,
with a sound speed of 1860 m/s. Sediment shear speed and
attenuation were held fixed at 300 m/s and 2.0 dB/l, and
similarly, basement shear speed and attenuation were fixed at
500 m/s and 2.0 dB/l. The basement compressional attenu-
ation varied linearly from 0.1 to 5.0 dB/l to the bottom of
the computational grid at 500 m.

The waveguide is divided into five segments~six points!
to account for the range-dependent bathymetry. The sound
speed profile in the water was measured in the experiment6

and is not included in the parameter search. The geometric
parameters~source range, source depth, and array depth! are
also included in the search. The bounds on these parameters
are very tight because accuratea priori information is avail-
able from the source depth measurements and the GPS data
during the track. These tight bounds will constrain the esti-
mation of water depth, since it is known that range and water

depth are correlated.5 Based on the inclinometer data, the
array is assumed to be straight~no curvature! and vertical.
This assumption is not expected to affect inversion perfor-
mance since the very small tilt~;0.5 degrees! is oriented
perpendicular to the plane of acoustic propagation. The fol-
lowing unknown parameters were included in the inversion:
30 geometric parameters~10 source ranges, 10 source
depths, and 10 array depths!, 6 water depths and 6 sediment
thicknesses~corresponding to the 5 waveguide segments!,
and 11 geoacoustic parameters that are assumed to be con-
stant with range~see Table V!. The control parameters were
set at the following values for all the inversions:N052000,
N151000, N25500, N35500, f 150.15, f 250.1, and f 3

50.05. Each DSA search was stopped when the difference
between the maximum and minimum objective function val-
ues was less than 1023. The computational CPU time for
each inversion was around 20 h on a 70 MFlop DEC
ALPHA server.

A. High SNR data

As mentioned above, the data were available over a
wide frequency band. The objective was to demonstrate that
similar results can be obtained using data at different fre-
quency bands and hence identify the most favorable model.
Three independent inversions with different random seeds
were performed for each set of frequencies to demonstrate
consistency.

Figure 8 indicates the results for the LF and HF data.
The three sets of source range estimates~star, diamond, and
cross! are consistent to within 10 m at both LF and HF and
are within635 m of the GPS ranges. The source depth es-
timates are also consistently estimated at approximately 37
m, in excellent agreement with the known source depths of
35–38 m. The estimated depth of the top hydrophone in the
array, not shown in the figure, was about 95 m, which is in a
good agreement with the known depth of 94 m. The water
depth estimates at the array position came consistently to
about 220 m, in comparison with the measured depth of 216
m. Other water depths over the track are in good agreement
with bathymetric data. Note that the recovered ocean bottom
has a nearly uniform slope which is consistent with the
known bathymetry over the 1.6-km track.

The low objective function values in Table VI provide

FIG. 8. Estimated source positions, water depths, and sediment thicknesses
for the high SNR low-frequency~top! and high-frequency~bottom! data.
Three estimates are shown for each parameter for the LF and HF
SWellEX-96 data.

TABLE VI. Objective function values and estimated geoacoustic parameters for the high SNR SWellEX-96
data. LF denotes estimates for the lower frequencies and HF denotes estimates for the higher frequencies.

Parameter LF 1 LF 2 LF 3 HF 1 HF 2 HF 3

Objective function value 0.058 0.063 0.067 0.102 0.091 0.085
Sediment P-wave speed at top~m/s! 1575 1558 1572 1589 1568 1574
Sediment P-wave speed at bottom~m/s! 1632 1650 1663 1628 1660 1644
Sediment P-wave attenuation at top~dB/l! 0.30 0.33 0.40 0.28 0.32 0.22
Sediment P-wave attenuation at bottom~dB/l! 0.30 0.32 0.33 0.33 0.28 0.25
Sediment density at top~g/cm3! 1.57 1.51 1.46 1.52 1.51 1.50
Sediment density at bottom~g/cm3! 1.56 1.52 1.48 1.47 1.50 1.50
Basement P-wave speed at top~m/s! 1677 1670 1654 1790 1853 1798
Basement P-wave speed at bottom~m/s! 1767 1786 1922 1739 1870 1793
Basement P-wave attenuation at top~dB/l! 0.40 0.36 0.38 0.31 0.20 0.35
Basement density at top~g/cm3! 1.98 2.00 1.90 1.90 2.00 1.98
Basement density at bottom~g/cm3! 1.94 1.92 1.86 1.98 1.93 2.02
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confidence that the data are well modeled by the propagation
code. From the sound speed estimates we can conclude that
there is a positive gradient in the sediment. The average val-
ues at the top and bottom of the sediment are 1573610 m/s
and 1646614 m/s, respectively. These results indicate a
mixed sediment material that is more siltlike, consistent with
the ground truth data. The sediment layer varied from 20 to
40 m thick at different positions. Since the sediment thick-
ness is not highly sensitive, it is difficult to conclude whether
the variations are real or the result of nonuniqueness. The
attenuation estimates cluster around the mean value of the
search width, as expected for a very low sensitive parameter.
The HF data yield a consistent estimate of the sediment den-
sity, very near 1.5 g/cm3. The mean of all the estimates for
the sound speed at the basement top was 1740 m/s, with a
standard deviation of 83 m/s.

Plots of the objective function value versus individual
model parameters for values at the algorithm minimum are
shown in Fig. 9. One parameter was varied at a time over its
search bounds while holding all the other parameters fixed at
the best estimated values. The LF high SNR data for 1.6-km
range were used and a uniformly sloping ocean bottom was
assumed. These plots are useful for examining the structure
of the objective function at the best estimated point in the
search space. They also give insight into the relative sensi-

tivity of various parameters. Note that the objective function
has the largest variation for the two water depths, and the
smallest for the density and attenuation. Also note that the
plot for the water depth at 1.6 km has a local minimum

FIG. 9. Plots of the objective function value versus individual model parameters while holding all the other parameters fixed at the best estimated values. The
LF high SNR SWellEX-96 data.

FIG. 10. Estimated source positions, water depths, and sediment thicknesses
for the low SNR low-frequency~top! and high-frequency~bottom! data.
Three estimates are shown for each parameter for the LF and HF
SWellEX-96 data.
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within the search interval. Most likely there are other local
minima which are not apparent in these 1D plots.

B. Low SNR data

The next set of tones was transmitted about 25 dB below
the pilot frequencies. These levels become comparable with
those of surrounding noise sources, which puts them on the
threshold of usefulness for our inversion method. With the
use of broadband data there should be sufficient information
to identify the model parameters. The five lower-frequency
tones are combined together and the three higher-frequency
tones are used together as was done with the pilot tones. The
same model as used above is sought for both sets of tones.

The upper plot in Fig. 10 indicates the results for the LF
data. The water depths were again consistent with the previ-
ous results but the sediment thicknesses exhibit much more
variation. A similar variability exists in the source position
estimates, and all the geoacooustic parameter estimates listed
in Table VII for the LF data. There was a significant increase
in the minimum value of the objective function for these
tones which indicates that the data are strongly corrupted by
noise in this band.

Surprisingly, the higher-frequency tones yielded much
better results. It is our belief that this is a direct consequence
of much lower noise levels in this band. Regardless of the
absolute signal levels, which are comparable to those for the
lower frequency band, the SNR for the higher frequencies is
probably several dB higher. Both the environmental and geo-
metric parameter estimates in Table VII and Fig. 10 are mu-
tually consistent and consistent with the previous results for
the high SNR data. This comparison indicates that low SNR
data at relatively high frequencies can be inverted effectively
by our PE-based multi-range, broadband inversion method to
provide reasonable estimates of geoacoustic and geometric
parameters.

IV. CONCLUSION

In this study, a search algorithm for geoacoustic inver-
sion was presented. The algorithm consists of a global ran-
dom component which ensures that all the regions of the
search space of interest are sampled with equal probability
and a local minimizer component which goes rapidly down-

hill to a minimum. The local minimizer downhill simplex
algorithm uses a simplex of vertices to move through the
search space and converge to a minimum. In combination,
these two components have proved to be very effective at
minimizing the objective function which is a measure of fit
between the data and replica fields, and accurate parameter
estimates have been achieved. Furthermore, this method can
be applied to range-independent as well as range-dependent
waveguides with an acceptable computational efficiency.

The technique was successfully applied to range-
dependent synthetic data where the bottom slope was about
2.4 degrees. The most sensitive model parameters were ac-
curately estimated on three occasions. The less sensitive pa-
rameters were not as well estimated but the errors were rea-
sonably small. The technique was then used to estimate
parameters using the SWellEX-96 data obtained in a range-
dependent waveguide with about a 2.5-degree bottom slope.
High SNR data yielded very low objective function values
and consistent parameter estimates. A simple structure model
with two ocean bottom layers was assumed and found to
adequately represent the environment. Low SNR data at low
frequencies gave consistent estimates for only the bathym-
etry whereas higher frequency data were just as effective and
consistent as their higher SNR counterparts.
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The problem concerning the propagation of plane harmonic waves of small amplitudes in
monatomic ideal gases is studied using an extended kinetic model that replaces~in the same manner
as in the Bhatnagar–Gross–Krook model! the Boltzmann collision operator with a single
relaxation-time term. Numerical results for the speed and attenuation of sound are derived and
compared with the experimental data of Meyer and Sessler, Greenspan, and Schotter for monatomic
gases. At low frequencies, the correct continuum limits for the absorption and dispersion are
recovered, while at high frequencies a complete agreement between theory and experiments is
observed. ©1999 Acoustical Society of America.@S0001-4966~99!04912-7#
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INTRODUCTION

In the low oscillation frequency limit, the problem con-
cerning the propagation of plane harmonic waves arising
from an oscillating piston in a simple gas is correctly de-
scribed by the classical Navier–Stokes and Fourier equa-
tions. In this case, sound dispersion is negligible and the
absorption per wavelength is proportional to the frequency
and can be written as a sum of contributions due to viscosity
and thermal conduction. As sound frequency increases, the
classical Navier–Stokes–Fourier theory is not able to de-
scribe the experimental data and, in particular, leads to an
infinite phase velocity as the frequency goes to infinity.

To obtain a theory for high frequencies one has no re-
course unless to turn to the Boltzmann equation of kinetic
gas theory. A great number of attempts have been made to
study the problem concerning sound propagation in kinetic
theory. In particular, we mention the works of Wang Chang
and Uhlenbeck,1 Pekeriset al.,2,3 and Sirovich and Thurber.4

In the work of Wang Chang and Uhlenbeck, the sound
propagation problem in monatomic gases is studied using the
method of eigenfunctions for Maxwellian particles. The so-
lution obtained by Wang Chang and Uhllenbeck proves to be
more accurate than the Navier–Stokes–Fourier solution up
to the intermediate frequency region. However, in the high-
frequency region, it also diverges markedly from the experi-
mental values. Using numerical procedures, Pekeris and his
co-workers have applied the eigenfunctions method beyond
normal belief to study acoustic oscillations in Maxwellian
and hard spheres gases. Nevertheless, in the high-frequency
limit, their theoretical results are quite poor. In the work of
Sirovich and Thurber, sound propagation in a simple gas is
studied using a kinetic model description based on the
Gross–Jackson procedure.5 The results of Sirovich and
Thurber are in close agreement with experiments in the low-
frequency limit and in better agreement than the formers in
the high-frequency limit.

Our aim in this paper is to study the sound propagation
problem in monatomic ideal gases by using an extended ki-
netic model equation that replaces the Boltzmann collision
operator with with a single relaxation-time term. The kinetic
model equation contains several position and time-dependent
coefficients associated with the moments of the distribution
function. The identification of these coefficients follows by
the requirement that the collisional transfers of the moments
be the same as the production terms of the Boltzmann equa-
tion for monatomic gases of Maxwellian particles. Using the
normal mode method,6 we derive specific numerical results
for the phase velocity and attenuation as a function of the
so-called rarefaction parameter, i.e., the ratio of gas collision
frequency to sound frequency. A comparison of the theoret-
ical results with the experimental data of Meyer and Sessler,7

Greenspan,8 and Schotter9 for monatomic gases, shows that
the extended kinetic model equation provides a precise tran-
sition between low- and high-frequency limits. Moreover, we
conclude from this comparison that our kinetic model de-
scribes the experimental data in the low rarefaction region
providing that the distance between the transmitter and the
receiver is larger than the distance traveled by the gas par-
ticles during one cycle of the sound source.

The Cartesian notation for tensors with the usual sum-
mation convention is used, and angular parentheses around
indices denote traceless symmetrization.

I. KINETIC MODEL

We consider a monatomic ideal gas in which the par-
ticles of massm repel each other at all distances by means of
a potential energy of the formk/4r 4, wherek is the force
constant. The state of the gas is characterized by the distri-
bution functionf (r,c,t) such thatf (r,c,t)dr dc gives at time
t the number of molecules in the volume element betweenr
and r1dr and with linear velocities betweenc and c1dc.
The distribution function satisfies the Boltzmann equation
that in the absence of external forces reads asa!Electronic mail: marques@fisica.ufpr.br
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1ci

] f

]r i
5C~ f !, ~1!

where the Boltzmann collision operatorC( f ) is a functional
of the distribution function and of the collision cross section.
The collision operator obeys the following collisional invari-
ant conditions,

E mC~ f !dc50, E mciC~ f !dc50, E mc2C~ f !dc50,

~2!

which express the conservation of mass, linear momentum,
and energy, respectively.

The mathematical complexity of the Boltzmann equa-
tion to treat time-dependent problems like sound propagation
in dilute monatomic gases can be avoided if the collision
operatorC( f ) is replaced by a single relaxation-time term of
the form

C~ f !52s~ f 2 f r !, ~3!

where s5p/m is the stress relaxation frequency,p is the
pressure,m is the coefficient of shear viscosity, andf r is a
reference distribution function. The reference distribution
function depends on the velocity of the particles and contains
several position and time-dependent coefficients that are de-
termined by keeping some of the main properties of the Bolt-
zmann description for monatomic gases of Maxwellian par-
ticles.

Our aim in this section is to present a kinetic model
description for monatomic ideal gases that is compatible
with Grad’s 35-moment approximation for monatomic gases
of Maxwellian particles.10 In the 35-moment approximation
the macroscopic state of a monatomic ideal gas is character-
ized by the following moments of the distribution function:

n5E f dc, nv i5E ci f dc,
3

2
nkT5

1

2 E mC2f dc,

~4!

p^ i j &5E mC^ iCj & f dc, qi5
1

2 E mC2Ci f dc,

~5!

p^ i jk &5E mC^ iCjCk& f dc.

D5E mC4~ f 2 f ~0!!dc,

p^ i j &rr 5E mC^ iCj &C
2f dc, ~6!

p^ i jkl &5E mC^ iCjCkCl & f dc.

In the above expressionsn, v i , andT represent the num-
ber density, the velocity, and the temperature of the gas,
while p^ i j & and qi represent the pressure deviator~traceless
part of the pressure tensor! and the heat flux, respectively.
The quantitiesD, p^ i jk & , p^ i j &rr , andp^ i jkl & are higher-order
moments of the distribution function. Furthermore,Ci5ci

2v i is the peculiar velocity,k is the Boltzmann constant, and

f ~0!5nS b

p D 3/2

exp~2bC2!, S b5
m

2kTD ~7!

is the local Maxwell distribution function. For the above mo-
ment approximation we propose the following expression for
the reference distribution function:

f r5 f ~0!$A1AiCi1Ai j CiCj1Ai jkCiCjCk

1Ai jkl CiCjCkCl%, ~8!

where A, Ai , Ai j , Ai jk , and Ai jkl are position and time-
dependent coefficients to be determined. A complete speci-
fication of these coefficients can be done, if we require that
the collisional transfer of the moments is the same one as the
production terms of the moments of the Boltzmann equation
for monatomic gases of Maxwellian particles. Hence, to-
gether with~2! we impose the conditions

E mCiCjC~ f !dc52sp^ i j & , ~9!

E mCiC
2C~ f !dc52

4

3
sqi , ~10!

E mC^ iCjCk&C~ f !dc52
3

2
sp^ i jk & , ~11!

E mC4C~ f !dc52
2

3
sD, ~12!

E mC^ iCj &C
2C~ f !dc52

7

6
sS p^ i j &rr 2

p

%
p^ i j &D , ~13!

E mC^ iCjCkCl &C~ f !dc52asp^ i jkl & , ~14!

wherep5nkT is the thermodynamic pressure,%5mn is the
mass density, anda'1.8731 is a pure number. Insertion of
~3! and ~8! on the left-hand side of Eqs.~2! and ~9!–~14!
leads to

A511
1

6

b2

%
D, Ai52

4

3

b2

%
qi , Arr 52

2

3

b3

%
D,

~15!

A^ i j &5
1

3

b2

% H bp^ i j &rr 2
7

2
p^ i j &J ,

~16!

Arri 5
8

9

b3

%
qi , A^ i jk &52

2

3

b3

%
p^ i jk & ,

Arrss5
2

9

b4

%
D,

A^ i j &rr 52
1

9

b3

% H bp^ i j &rr 2
7

2
p^ i j &J , ~17!

A^ i jkl &5
2

3

b4

%
~12a!p^ i jkl & .

In summary, the extended kinetic model presented in this
paper for monatomic ideal gases is defined by the equation
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52s~ f 2 f r !, ~18!

where the reference distribution functionf r is given by Eqs.
~8! and ~15!–~17!.

We call attention to the fact that an extension of our
kinetic model for more realistic interaction potentials~e.g.,
Lennard-Jones 6–12 potential! can be easily be done. How-
ever, for time-dependent problems like sound propagation4

and light scattering11 in monatomic gases, the interaction po-
tential does not play an important role.

Closing this section, we remark that the expression for
the reference distribution function changes in the 13-moment
and 20-moment approximations. The expressions for the ref-
erence distribution function in these approximations are
given in Appendix A. The kinetic model that corresponds to
the 13-moment approximation is the same as that proposed
by Shakhov12 and gives the correct value for the Prandtl
number. Moreover, if the reference function is the local
Maxwell distribution, the BGK model13 is recovered.

II. DISPERSION RELATION

We want to study now the problem concerning the
propagation of plane harmonic waves of small amplitudes in
monatomic gases using the extended kinetic model presented
in the previous section. In order to describe the propagation
of such waves, it is appropriate to assume the following ex-
pansion for the distribution function:

f ~r ,c,t !5n0f 0$11h~c!exp@ i ~kx2vt !#%, ~19!

where

f 05S b0

p D 3/2

exp~2b0c2!. ~20!

In Eq. ~19!, v is the angular frequency of the forced wave,
k5k r1 ik i is the complex wave number,x is the direction
of propagation of the wave, andh(c) is the amplitude of the
perturbation. By inserting expression~19! into the kinetic
model equation~18! and keeping only linear terms, we ob-
tain

~cx2z!h~c!52 i
s

k
L, ~21!

wherez5(v1 is)/k and

L5n̄12Ab0ci v̄ i1~b0c22 3
2!T̄

1 1
6 ~b0c22 7

2!b0cicj p̄^ i j &

1 4
15 ~b0c22 5

2!Ab0ci q̄i2
1
3 b0

3/2cicjckp̄^ i jk &

1 1
45 ~b0

2c425b0c21 15
4 !D̄2 1

21 ~b0c22 7
2!

3b0cicj p̄^ i j &rr 1
~12a!

3
b0

2cicjckcl p̄^ i jkl & . ~22!

The dimensionless amplitudes of the perturbations of the
macroscopic moments that appear in the above expression
are given by

n̄5E f 0h~c!dc, v̄ i5E Ab0ci f 0h~c!dc,

~23!

T̄5
2

3 E S b0c22
3

2D f 0h~c!dc,

p̄^ i j &52E b0c^ icj & f 0h~c!dc,

~24!

q̄i5E S b0c22
5

2DAb0ci f 0h~c!dc,

p̄^ i jk &52E b0
3/2c^ icjck& f 0h~c!dc,

~25!

D̄52E S b0c425b0c21
15

4 D f 0h~c!dc,

p̄^ i j &rr 52E b0
2c^ icj &c

2f 0h~c!dc,

~26!

p̄^ i jkl &52E b0
2c^ icjckcl & f 0h~c!dc.

Since the amplitudes of the perturbations of the macro-
scopic moments~23!–~26! are independent of the particle
velocity c, the dependence of the right-hand side of Eq.~21!
uponc is explicit, and we can therefore obtain an expression
for h(c) by dividing ~21! by (cx2z). However, if z is real
this factor will vanish for certain values ofcx , and we are
not allowed to divide by zero. Hence, we must distinguish
two cases, depending upon whetherz is real or not. Ifz is
real, a set of linear inhomogeneous equations for the ampli-
tudes of the perturbations is obtained. The solution of this set
of equations gives rise to the so-called continuous~or par-
ticle! modes. For these modes we do not have a dispersion
relation, since there is no functional relation betweenv and
k. If z is not real, then the solution of Eq.~21! is

h~c!52 i
s

k

L
cx2z

. ~27!

The amplitudes of the perturbations are determined by insert-
ing Eq. ~27! into Eqs.~23!–~26!. The result in this case is a
set of linear homogeneous equations, which is best expressed
in the matrix form

„M2 i ~kv0 /v!I …X50, ~28!

whereI is the identity matrix,v05A2kT0 /m is the equilib-
rium thermal velocity, and

X51
n̄
v̄x

T̄
p̄^xx&

q̄x

D̄
p̄^xxx&

p̄^xx&rr

p̄^xxxx&

2 . ~29!
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The elements of the matrixM ~listed in Appendix B! depend
on the dimensionless parameterz5(11 ir )(v/kv0) and on
the plasma dispersion function,14

W~z!5
1

Ap
E

2`

1` exp~2t2!

t2z
dt, ~30!

wherer 5s/v is the rarefaction parameter. We note that the
plasma dispersion functionW(z) is an analytic function, ex-
cept on the real axis of thez plane.

The condition for the existence of a plane wave solution
is that the dispersion relation vanish, i.e.,

det„M2 i ~kv0 /v!I …50. ~31!

Following the same procedure described in details in the
literature, the dispersion relation is solved for Im(z).0, i.e.,
up to the cut of the plasma dispersion functionW(z) on the
real axis in thez plane. This leads to a critical rarefaction
parameterr c ~or critical frequencyvc) below which the col-
lective sound mode ceases to exist. The critical rarefaction
parameter~or critical frequency! is determined by the condi-
tion Im(z)50, i.e., whenk i /k r5s/vc . This criterion for the
critical frequency can be put into a more familiar term such
as the phase velocityv5v/k r and the attenuation coefficient
a5k i . Thus, the criterion for the critical frequency can be
stated as (av/v)c5r c . When Im(z),0, the analytic continu-
ation of the plasma dispersion function is used in the disper-
sion relation. This leads to the analytic continuations of the

phase velocity and attenuation coefficient below the critical
frequency.

We close this section by examining the roots of the dis-
persion relation in the low-frequency limit, i.e., whenr
→`. In this limit, we see thatuzu is large and we can use the
following asymptotic expansion for the plasma dispersion
function:

W~z!;2
1

Ap
(
n50

`

G~n11/2!z2~2n11!. ~32!

Expanding the dimensionless wave number (kv0 /v) in
powers of 1/r and retaining terms up to first order, we get

v5c0 and a5
7

6

mv2

%c0
3 , ~33!

where c05A5kT0/3m is the adiabatic sound velocity. The
above expressions for the phase velocity and attenuation co-
efficient agree with the sound propagation results obtained
from the Navier–Stokes equations.

III. NUMERICAL RESULTS

In order to calculate the discrete sound mode in the tran-
sition region we must solve the dispersion relation numeri-
cally. Below the critical frequency~or critical rarefaction pa-
rameter!, the analytic continuation of the dispersion relation

FIG. 1. Phase velocity and attenuation coefficient in the BGK approxima-
tion.

FIG. 2. Phase velocity and attenuation coefficient in the 13-moment ap-
proximation.

FIG. 3. Phase velocity and attenuation coefficient in the 20-moment ap-
proximation.

FIG. 4. Phase velocity and attenuation coefficient in the 35-moment ap-
proximation.
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is used to extend the discrete sound mode solutions to nega-
tive Im(z). The value of the critical rarefaction parameter
r c5s/vc for the 35-moment approximation is 0.538. Given
an initial guess, the roots of the dispersion relation are deter-
mined by using a multidimensional secant method.15 As an
initial guess, we use the roots of the dispersion relation in the
low-frequency limit.

Figures 1, 2, 3, and 4 show on a logarithmic scale the
normalized attenuation coefficientac0 /v and the normal-
ized reciprocal velocityc0 /v versus the rarefaction param-
eterr for the BGK, 13-moment, 20-moment, and 35-moment
approximation, respectively. The figures also show the ex-
perimental results of Meyer and Sessler7 for Ar and the ex-
perimental results of Greenspan8 and Schotter9 for He. The
measurements of Meyer and Sessler, and Greenspan were
made at room temperature and constant sound frequency for
different values of the gas pressure. Greenspan employed a
quartz crystal oscillator and receiver at a frequency of 11
MHz, while Meyer and Sessler used an electrostatic con-
denser transmitter and receiver at frequencies of 100 and 200
kHz. The attenuation of sound was obtained by a determina-
tion of the logarithmic decrement in the sound level of the
signal as a function of the sound path by varying the distance
between transmitter and receiver. The sound speed measure-
ment was obtained by measuring the phase difference be-
tween a direct signal from the driving oscillator and the sig-
nal received at the receiver as a function of sound path. In
the work of Meyer and Sessler, the distancex between trans-
mitter and receiver for which the experiments were made
was such thatvx53.03103 m/s. Schotter used in his work a
high barium titanate sandwich transducers and narrow-band
phase-sensitive signal detection to investigate sound propa-
gation in the noble gases He, Ne, Ar, and Kr. For helium, the
sound propagation experiments of Schotter have been made
for propagation distances such thatvx,15.73103 m/s at
collision frequenciess.0.002v.

To discuss the sound propagation results derived from
our extended kinetic model equation we introduce the di-
mensionless parameter,

s5A5

3

vx

c0
, ~34!

which represents the ratio of the source to receiver distance
to the mean distance traveled by a gas particle during one
cycle of the sound source. In the low-frequency limit, the
absorption and dispersion functions are independent of the
propagation distances and binary collisions are much more
frequent than wall collisions. In the high-frequency limit,
absorption and dispersion become strongly dependent upon
the propagation distances and sound propagation is not only
governed by binary collisions.

As we can see from Figs. 1, 2, 3, and 4, the numerical
results derived from the 13-moment, 20-moment, and 35-
moment approximations for the attenuation and dispersion
are in complete agreement with the experimental data in the
low-frequency limit. In this limit, the attenuation curve de-
rived from the BGK model is slightly displaced from the
other curves. This divergence arises from the fact that the

BGK model does not yield the correct value for the Prandtl
number.

With respect to the velocity ratioc0 /v in the small rar-
efaction region (r ,1), we see that the 13-moment, 20-
moment, and 35-moment approximations are in good agree-
ment with the experimental data for large values of the
parameters. However, the prediction derived from the 35-
moment approximation is decidedly closer to the experi-
ments for small values of the rarefaction parameterr. For the
attenuation curves, we observe that in the so-called transition
region (1,r ,7) the theoretical predictions are in good
agreement with the experiments. In the small rarefaction re-
gion, we see that the 35-moment approximation gives the
best fit with the experimental data. Moreover, we also ob-
serve that the dimensionless parameters ~the ratio of the
source to receiver distance to the mean distance traveled by a
gas particle during one cycle of the sound source! does not
affect the sound attenuation in the high-frequency limit.

IV. CONCLUSIONS

In this paper a kinetic model equation that is compatible
with Grad’s 35-moment approximation have been used to
study the problem concerning the propagation of plane sound
waves of small amplitudes in monatomic ideal gases. The
sound propagation results derived from this model are in
remarkably good agreement with the experimental results of
Meyer and Sessler, Greenspan, and Schotter, showing that
the 35-moment approximation gives a precise transition be-
tween low- and high-frequency limits, providing that in the
low rarefaction region the distance between transmitter and
receiver is larger than the distance traveled by the gas par-
ticles during one cycle of the sound source.

Last, we call attention to the fact that the 35-moment
kinetic model equation has no free adjustable parameters and
that it gives the correct value for the Prandtl number.
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APPENDIX A

The values of the coefficientsA, Ai , A^ i j & , Arr , A^ i jk & ,
Arri , A^ i jkl & , A^ i j &rr , and Arrss in 13-moment and 20-
moment approximations are the following:~i! 13-moment
approximation:

A51, Ai52
4

3

b2

%
qi , Arri 5

8

9

b3

%
qi , ~A1!

Arr 5A^ i j &5A^ i jk &5Arrss5A^ i j &rr 5A^ i jkl &50; ~A2!

~ii ! 20-moment approximation:
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A51, Ai52
4

3

b2

%
qi , Arri 5

8

9

b3

%
qi ,

~A3!

A^ i jk &52
2

3

b3

%
p^ i jk & ,

Arr 5A^ i j &5Arrss5A^ i j &rr 5A^ i jkl &50. ~A4!

APPENDIX B

The elements of matrixM occurring in Eq.~28! are

M115W~z!, M1252~zW~z!11!,
~B1!

M135~z22 1
2!W~z!1z,

M145
1
6@~z423z21 3

4!W~z!1z32 5
2z#,

~B2!
M155

4
15@z~z22 3

2!W~z!1z221#.

M165
2

15M14, M1752 5
4M15,

~B3!
M1852 2

7M14, M195
72
35~12a!M14,

M215
M12

2
, M2i5zM1i ~ i 52,3,...,9!, ~B4!

M315
2
3 M13, M325

4
3 zM13,

~B5!

M335
2

3 F S z42z21
5

4DW~z!1z32
z

2G .
M345

1
9@~z62 7

2z
41 11

4 z22 5
8!W~z!1z523z31 7

4z#, ~B6!

M355
8

45@z~z422z21 7
4!W~z!1z42 3

2z
21 3

2#, ~B7!

M365
2

135@~z62 7
2z

41 17
4 z22 11

8 !W~z!1z523z31 13
4 z#,

~B8!

M3752 2
9@z~z422z22 3

4!W~z!1z42 3
2z

221#,
~B9!

M3852 2
7M34,

M395
8

35~12a!@~z62 7
2z

42 3
4z

21 9
8!W~z!

1z523z32 7
4z#, ~B10!

M415
4
3 M13, M425

8
3 zM13,

~B11!

M435
4

3 F S z42z22
1

4DW~z!1z32
z

2G ,
M445

2
9@~z62 7

2z
412z22 1

4!W~z!1z523z31z#, ~B12!

M455
16
45z@~z422z21 1

4!W~z!1z32 3
2z#, ~B13!

M465
4

135F S z62
7

2
z41

5

4
z21

1

8DW~z!1z523z31
z

4G ,
~B14!

M4752 4
9@z~z422z21 3

2!W~z!1z42 3
2z

21 5
4#,

~B15!
M4852 2

7 M44,

M495
16
35~12a!@~z62 7

2z
41 15

4 z22 9
8!W~z!

1z523z31 11
4 z#, ~B16!

M515
15
4 M15, M5252zM51, M535

45
8 M35, ~B17!

M545
1
6z@~z62 9

2z
41 23

4 z22 11
8 !W~z!1z524z31 17

4 z#,
~B18!

M555
4

15z@z~z423z21 13
4 !W~z!1z42 5

2z
21 5

2#, ~B19!

M565
1

45z@~z62 9
2z

41 29
4 z22 17

8 !W~z!1z524z31 23
4 z#,
~B20!

M57522z2M14,

M5852 2
7M54,

~B21!
M595

12
35~12a!z@~z62 9

2z
41 9

4z
21 3

8!W~z!

1z524z31 3
4z#,

M61512M14, M6252zM61, M635135M36,
~B22!

M65524M56, M6852 2
7M64,

M645
1
3@~z826z61 23

2 z42 11
2 z22 19

16!W~z!

1z72 11
2 z51 37

4 z32 19
8 z#, ~B23!

M665
2

45@~z826z61 29
2 z42 17

2 z21 89
16!W~z!

1z72 11
2 z51 49

4 z32 31
8 z#, ~B24!

M6752 2
3z@~z62 9

2z
41 9

4z
21 3

8!W~z!1z524z31 3
4z#,

~B25!

M695
24
35~12a!@~z826z61 9

2z
41 3

2z
21 9

16!W~z!

1z72 11
2 z51 9

4z
31 9

8z#, ~B26!

M7153M15, M7252zM71, M7352 18
5 M37, ~B27!

M745
24
5 z@~z62 9

2z
41 9

2z
22 3

4!W~z!1z524z313z#,
~B28!

M755
32
25z

2M14,
~B29!

M765
4

225z@~z62 9
2z

41 9
4z

21 3
8!W~z!1z524z31 3

4z#.

M7752 12
5 z@z~z423z21 9

2!W~z!1z42 5
2z

21 15
4 #,

~B30!
M7852 2

7M74.

M795
48

175~12a!z@~z62 9
2z

41 39
4 z22 27

8 !W~z!

1z524z31 33
4 z#, ~B31!

M815
4

3 F S z41
z2

2
21DW~z!1z31zG , M8252zM81,

~B32!

M835
4

3 F S z62
3

4
z22

3

2DW~z!1z51
z3

2 G , ~B33!

M8458@~z82 5
2z

62 3
2z

41 9
4z

21 3
4!W~z!

1z722z522z31 3
2z#, ~B34!

M855
16

45
zF S z62z42

5

4
z22

1

2DW~z!1z52
z3

2
2zG ,

~B35!
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M865
4

135@~z82 5
2z

62 3
4z

42 9
8z

22 3
4!W~z!

1z722z52 5
4z

32 3
2z#, ~B36!

M8752
4

9 FzS z62z42
5

2
z21

9

2DW~z!

1z62
z4

2
2

9

4
z21

35

8 G , ~B37!

M8852 2
7M84,

M895
16
35~12a!@~z82 5

2z
62 13

4 z41 81
8 z22 9

2!W~z!

1z722z52 15
4 z31 17

2 z#. ~B38!

M915
96
35M14, M9252zM14,

~B39!

M935
48

105@~z62 7
2z

42 3
4z

21 9
8!W~z!1z523z32 7

4z#,

M945
8

105@~z826z619z423z22 9
16!W~z!

1z72 11
2 z51 27

4 z32 9
8z#, ~B40!

M955
48
7 M76,

M965
16

1575@~z826z61 9
2z

41 3
2z

21 9
16!W~z!1z7

2 11
2 z51 9

4z
31 9

8z#, ~B41!

M9752 16
105z@~z62 9

2z
41 39

4 z22 27
8 !W~z!

1z524z31 33
4 z#, ~B42!

M9852 2
7M94.

M995
192

1225~12a!@~z826z61 39
2 z42 27

2 z21 27
8 !W~z!

1z72 11
2 z51 69

4 z32 51
8 z#. ~B43!
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Internal circulation in a drop in an acoustic field
Hong Zhao and S. S. Sadhal
Aerospace & Mechanical Engineering Department, University of Southern California, Los Angeles,
California 90089-1453

Eugene H. Trinh
NASA Headquarters, 300 E Street S.W., Washington, DC 20546

~Received 10 November 1998; accepted for publication 26 July 1999!

An investigation of the internal flow field for a drop at the antinode of a standing wave has been
carried out. The main difference from the solid sphere case is the inclusion of the shear stress and
velocity continuity conditions at the liquid–gas interface. To the leading order of calculation, the
internal flow field was found to be quite weak. Also, this order being fully time dependent has a zero
mean flow. At the next higher order, steady internal flows are predicted and, as in the case of a solid
sphere, there is a recirculating layer consisting of closed streamlines near the surface. In the case of
a liquid drop, however, the behavior of this recirculating Stokes layer is quite interesting. It is
predicted that the layer ceases to have recirculation whenuM u. 5

2A2@215(m̂/m)#, wherem̂ is the
liquid viscosity, m is the exterior gas-phase viscosity, andM is the dimensionless frequency
parameter for the gas phase, defined byM5 iva2r/m, with a being the drop radius. Thorough
experimental confirmation of this interesting new development needs to be conducted. Although it
seems to agree with many experiments with levitated drops where no recirculating layer has been
clearly observed, a new set of experiments for specifically testing this interesting development need
to be carried out. ©1999 Acoustical Society of America.@S0001-4966~99!05511-3#

PACS numbers: 43.35.Bf@HEB#

NOMENCLATURE

U` far field velocity of the flow
a radius of the sphere
r radial coordinate
R Reynolds number
M frequency parameter
c outer stream function
C stream function inside the shear-wave layer
ĉ stream function inside the sphere
k wave number
u polar angle

t dimensionless time (vt)
m̄ cosu
n kinematic viscosity
v angular frequency of the wave
t ru shear stress
m dynamic viscosity
h inner variable inside the shear layer
k m/m̂

(ˆ) liquid phase quantities
` far field ~subscript!

INTRODUCTION

Containerless technology has been well recognized as a
method for obtaining liquid undercooling. Particularly in mi-
crogravity, a liquid can remain undisturbed and experience
deep undercooling. As pointed out by Zhaoet al.,1 a high
degree of undercooling can promote certain types of crystal
growth and at the same time provide homogeneity of the
product. These kinds of new materials have higher perfor-
mance and can lead to improved fuel efficiency in automo-
tive and gas-turbine technology at high temperature. They
also have very high melting points and can be used as semi-
conductors, refractory materials, high performance coatings
and excellent infrared optical materials. In this regard, there
is a strong interest in understanding the basic thermodynam-
ics of such processes as well as the measurement of proper-
ties such as thermal conductivity and thermal diffusivity.2,3

One of the major recent advances for experiments in
containerless processing is acoustic levitation. The acoustic

field provides the radiation pressure necessary to levitate a
liquid drop in a gravitational field. This phenomenon has
been known for a long time~see Refs. 4 and 5! and many
subsequent investigations on spherical particles6–10 have
been carried out. There has also been some interest for non-
spherical particles, such as disks, which experience a
torque11 when the orientation is oblique to the standing
wave. In addition, there have some investigations on the
thermal effects.12,13In relation to microgravity, acoustic levi-
tation is a good way to stabilize a levitated drop. There has
been considerable experimental activity in this area,14,15 to-
gether with analytical studies such as that by Lee and
Wang.16 While there have been several earlier analytical
studies dealing with streaming flows about oscillating spheri-
cal particles,17–20 little has been considered about a liquid
sphere being placed at the velocity antinode of a standing
wave in acoustic flow.

The purpose of the present investigation is to obtain the
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flow fields inside and outside of the liquid drop placed at the
velocity antinode of a standing wave with velocityuz

5U`coskzeivt. Such an analysis will provide information
about the characteristics of the levitation process. The theory
will be very useful for overcoming some of the experimental
problems by providing suitable new directions. For levitation
under zero-gravity conditions, the drop takes on an equilib-
rium position at the velocity antinode when the external me-
dium is a gas. In the present development, the focus is on the
analysis of such a problem. The results from this analysis
will be useful for dealing with a more complex problem
concerning the streaming flows when the sphere takes a po-
sition between the velocity node and antinode of the wave.
This happens when a liquid sphere is levitated in gravita-
tional field.

There is an interesting result from the present calcula-
tions. We find that the recirculation in the shear-wave layer
vanishes when the frequency parameterM increases to a
critical value. This phenomenon needs to be explained and
experimental verification is required.

I. PROBLEM STATEMENT

A standing wave of velocityuz5U`coskzeivt is consid-
ered, and a liquid drop of radiusa is placed at the velocity
antinode,z50. The flow fields in the drop and the external
gaseous medium are considered to be at low Mach number
and may be described by the Navier-Stokes equation for in-
compressible flow. With the scales of the velocities, stream
function, radial distance and time chosen asU` , U`a2, a
and v21, respectively, the dimensionless equation satisfied
by the stream function,c(r ,u), in a spherical coordinate
system is~see Ref. 21!

uM u2
]~D2c!

]t
1RH 1

r 2

]~c,D2c!

]~r ,m̄ !
1

2

r 2
D2cLcJ 5D4c, ~1!

where

D25
]2

]r 2
1

~12m̄2!

r 2

]2

]m̄2

and

L5
m̄

~12m̄2!

]

]r
1

1

r

]

]m̄
.

Here, the Reynolds number R and frequency parameterM
are defined as

R5U`a/n and M25 iva2/n,

where we have chosenMA2/uM u5(11 i ) and « is defined
as

«5RuM u225U` /~va!!1.

Since the particle phase is a liquid, full tangential mo-
bility at the liquid–gas interface is allowed. This is imple-
mented with tangential velocity and shear-stress continuity
conditions. Parameters with (ˆ) represent properties of liquid
inside the drop, and parameters without (ˆ) correspond to the

gas outside the drop. The differential equation for the stream
function in the drop phase,ĉ(r ,u), is

uM̂ u2
]~D2ĉ !

]t
1R̂H 1

r 2

]~ĉ,D2ĉ !

]~r ,m̄ !
1

2

r 2
D2ĉLĉJ 5D4ĉ, ~2!

where the following relationships hold:

R

R̂
5

n̂

n
,

uM u2

R
5

uM̂ u2

R̂
, and

uM u2

uM̂ u2
5

n̂

n
.

Long wavelength is assumed such thatka!1 in whichk
is the wave number anda is the radius of the sphere. Under
this approximation, the far-field flow around the drop may be
approximated as a Taylor series aboutz50 in the form

uz5U`coskzeivt.U`eivt@12 1
2 ~kz!21•••#. ~3!

In the present investigation, only the leading term is used and
for sufficiently small values ofka, the region around the
drop can be regarded as having a spatially uniform velocity,
uz.U`eivt.

The interface conditions are as follows:
~i! Velocity continuity:

ĉur 515cur 5150, ~4!

]ĉ

]r
U

r 51

5
]c

]r U
r 51

. ~5!

~ii ! Shear stress continuity:

@t ru2 t̂ ru# r 5152Fm
r

sinu

]

]r S 1

r 2

]c

]r D
2m̂

r

sinu

]

]r S 1

r 2

]ĉ

]r D G
r 51

50, ~6!

wherem is the dynamic viscosity for gas andm̂ is that for
liquid.

Here, it is assumed that surface oscillations are negli-
gible and therefore there is zero normal velocity at the inter-
face.

In addition to these interface conditions, a finite velocity
is required within the drop, and, therefore, we have

1

r 2
ĉ,` as r→0. ~7!

For the small parameter«, the perturbation method is
applicable to this problem and the following expansions are
used:

c5c01«c11O~«2!,

C5C01«C11O~«2!, ~8!

ĉ5ĉ01«ĉ11O~«2!,

whereC represents the stream function in the inner region of
the exterior phase. Detailed solutions are presented for the
special case when the streaming Reynolds number, Rs

5«R, is also small, i.e.,
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Rs5«R!1. ~9!

II. THE LEADING-ORDER SOLUTIONS

Here we are considering the case whereuM u2@1 and the
liquid sphere is placed at the velocity antinode of the wave.
As in Riley’s19 problem, the stream function of outer flowc0

should satisfy the inviscid flow equation,

]~D2c0!

]t
50,

from which we find that

c05~Ar21Br21!~12m̄2!ei t, ~10!

where A, B are constants to be determined. The far field
corresponding to the first term in Eq.~17! may be written in
the stream-function form,c0→ 1

2r
2(12m̄2)ei t @see also

Riley,19 Eq. ~3!#. With this condition, we obtain

c05~ 1
2 r 21Br21!~12m̄2!ei t. ~11!

Near the surface, in the shear-wave layer, the streaming
field is described by

]3C0

]t]h2
5 1

2 S ]4C0

]h4 D , ~12!

where the inner variableh is defined as

h5 1
2 ~r 21!uM uA2, ~13!

andC0 is related toc0 in the matching region as

C0; 1
2A2uM uc0 . ~14!

The two sides are equal ash→0. Upon matching with the
outer stream function~11!, we may deduce thatC0 is of the
form

C05g~h!~12m̄2!ei t. ~15!

By inserting Eq.~15! into Eq. ~12!, we obtain

C05~C1Dh1Fe2(11 i )h!~12m̄2!ei t, ~16!

whereC, D, andF are constants to be determined.
We now expand Eq.~11! in Taylor series aboutr 51

and replace (r 21) with A2h/uM u, and obtain

c0;H S 1

2
1BD1~12B!

A2

uM u
hJ ~12m̄2!ei t. ~17!

Matching this toO(«0) with Eq. ~16! yields

1

2
1B5C

A2

uM u
, and 12B5D.

Assuming thatC5O(1), andnoting that uM u@1, we can
conclude that

1
2 1B50

to the leading order. Thus, we obtain

B52 1
2 and D5 3

2 .

Thus,

c05
1

2 S r 22
1

r D ~12m̄2!ei t ~18!

and

C05~C1 3
2 h1Fe2(11 i )h!~12m̄2!ei t. ~19!

With «!1 or, equivalently,uM u2@R, we may deduce
that

uM̂ u2@R̂.

Thus the leading-order stream function of the liquid inside
the sphere should satisfy

uM̂ u2
]~D2ĉ0!

]t
5D4ĉ0. ~20!

By comparison with the flow field in the exterior gas
phase, we can surmise that the liquid flow inside the sphere
is of the form,

ĉ05f̂0~12m̄2!ei t. ~21!

Upon inserting Eq.~21! into ~20!, and using the relationship

uM̂ u25F M̂A2

~11 i !
G2

5
M̂2

i
, ~22!

we obtain

M̂2D2@f̂0~12m̄2!#5D4@f̂0~12m̄2!#. ~23!

This equation may be solved by letting

D2@f̂0~12m̄2!#5G~r ,m̄ !,

so that

D2G~r ,m̄ !5M̂2G~r ,m̄ !. ~24!

Since (12m̄2) is an eigenfunction ofD2, G(r ,m̄) should be
of the form

G~r ,m̄ !5G0~r !~12m̄2!,

and the functionG0(r ) satisfies

d2G0

dr2
2

2

r 2
G05M̂2G0 . ~25!

By substitutingx5M̂ r , we have

x2
d2G0

dx2
22G05x2G0 . ~26!

The solution is in the form of spherical Bessel functions
given by

G05S ex

x
2exD1B1S e2x

x
1e2xD . ~27!

With

D2@f̂0~12m̄2!#5G~r ,m̄ !5G0~12m̄2!, ~28!

it is not difficult to see thatf̂0 satisfies
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x2
d2f̂0

dx2
22f̂05x2C1S ex

x
2exD1x2D1S e2x

x
1e2xD , ~29!

which, upon integration, yields

f̂05ax21bx211cS 1

x
21Dex1dS 1

x
11De2x, ~30!

or, equivalently,

f̂05A* r 21B* r 211C* S 1

M̂ r
21D eM̂r

1D* S 1

M̂ r
11D e2M̂ r , ~31!

whereA* , B* , C* , andD* are constants to be determined.
In order to have finite velocity at the origin, we need to
satisfy

1

r 2
ĉ,` as r→0.

This requires

B* 50 and C* 52D* .

The solution forĉ0 takes the form

ĉ05FA* r 21C* S 1

M̂ r
21D eM̂r2C* S 1

M̂ r
11D e2M̂ r G

3~12m̄2!ei t. ~32!

The interface conditions~4!–~6!, to the leading order, may
be written as

~i! velocity continuity:

ĉ0ur 515C0uh5050, ~33!

]ĉ0

]r
U

r 51

5
]C0

]h U
h50

; ~34!

~ii ! shear stress continuity:

@t ru2 t̂ ru# r 5152Fm
r

sinu

]

]r S 1

r 2

]C0

]h D
2m̂

r

sinu

]

]r S 1

r 2

]ĉ0

]r D G
r 51

50. ~35!

To satisfy the boundary conditions~33!–~35!, we have

F52C,

A* 5C* F S 1

M̂
11D e2M̂2S 1

M̂
21D eM̂G ,

C* 5

3
2 1C~11 i !

e2M̂@~3/M̂ ! 131M̂ #1eM̂@2 ~3/M̂ ! 132M̂ #
,

C5
U

V
,

where

U523kFe2M̂S 3

M̂
131M̂ D 1eM̂S 2

3

M̂
132M̂ D G

2
3

2 Fe2M̂S 2
6

M̂
2623M̂2M̂2D

1eM̂S 6

M̂
2613M̂2M̂2D G ,

V5~11 i !Fe2M̂S 2
6

M̂
2623M̂2M̂2D

1eM̂S 6

M̂
2613M̂2M̂2D G1k~11 i !~21M !

3Fe2M̂S 3

M̂
131M̂ D 1eM̂S 2

3

M̂
132M̂ D G ,

andk5m/m̂.
The solutions for the liquid phase flow and the inner and

outer flow fields have the following expressions for the cor-
responding stream functions:

ĉ05C* F r 2S 1

M̂
11D e2M̂2r 2S 1

M̂
21D eM̂1S 1

M̂ r
21D eM̂r

2S 1

M̂ r
11D e2M̂ r G ~12m̄2!ei t, ~36!

C05@C1 3
2 h2Ce2(11 i )h#~12m̄2!ei t, ~37!

c05
1

2 S r 22
1

r D ~12m̄2!ei t. ~38!

The result forc0 is the same as that of Riley’s19 solution for
solid sphere.

Usually m is much smaller thanm̂, and for such cases
k!1. With the assumption thatuM̂ u@1, we can simplifyC
andC* such that

C'2 3
4 ~12 i ! ~39!

and

C* '0. ~40!

It should be noted here that Eq.~39! is consistent with the
earlier assumption thatC5O(1). With these values ofC
andC* , ĉ0 andC0 can be approximated as

ĉ0'0 ~41!

and

C0' 3
2 @h2 1

2 ~12 i !~12e2(11 i )h!#~12m̄2!ei t, ~42!

respectively. Thus, for the case whenk!1 anduM u@1, the
leading-order stream functions in the case of a liquid sphere
at the velocity antinode are the same as those of solid sphere.
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III. THE FIRST-ORDER SOLUTIONS †O„«…‡

To obtain the steady streaming flow, only the time-
independent parts of the stream functions are required. The
first-order solutions are much more complex than the leading
order. By using the set of perturbation expansions~8! to
O(«), we obtain the following linear equation for
C1(h,m̄,t):

]3C1

]t]h2
1

]C0

]h

]3C0

]m̄]h2
2

]C0

]m̄

]3C0

]h3

1
2m̄

~12m̄2!

]2C0

]h2

]C0

]h
5

1

2 S ]4C1

]h4 D . ~43!

In this case, we can express the solution forC1 as

C1~h,m̄,t!5 9
2 $z20~h!1z22~h!e2i t%m̄~12m̄2!. ~44!

By inserting Eqs.~42! and ~44! into Eq. ~43!, we find

d4z20

dh4
5e22h22he2h sinh2e2h cosh1e2h sinh. ~45!

The solution for Eq.~45! is

z205C1h1C21 1
16 e22h1 5

4 e2h cosh1 3
4 e2h sinh

1 1
2 he2h sinh ~46!

in which C1 andC2 are constants to be determined.
To obtain the liquid flow field inside the sphere, we also

need to separate the time-independent part from the time-
dependent part. Therefore, we writeĉ1 as

ĉ1~r ,m̄,t!5$H1~r !1I 1~r ,t!%m̄~12m̄2!. ~47!

A careful examination of the perturbation procedure shows
that the steady-state motion inside the sphere is just Stokes
flow. Thus,H1(r ) satisfies

D4@H1m̄~12m̄2!#50. ~48!

The solution forH1(r ) is

H1~r !5A1r 31A2r 221A3r 51A4 , ~49!

whereA1 , A2 , A3 andA4 are yet unknown constants. With
the limit

1

r 2
ĉ,` as r→0,

it is easy to show that

A25A450.

To solve for the other constants, the procedure is quite simi-
lar to that of the leading-order solutions. The final results for
the time-independent parts ofC1 and ĉ1 are

C1(t2 indep)5
9

2 F5

8
h2

uM ukh

A2~2018k!
2

21

16
1

1

16
e22h

1
5

4
e2h cosh1

3

4
e2h sinh

1
1

2
he2h sinhG m̄~12m̄2!, ~50!

and

ĉ1(t2 indep)5
9uM uk

A2~80132k!
~r 32r 5!m̄~12m̄2!. ~51!

Similarly, we can write the first-order outer flow stream
function as

c15F1~r ,m!1G1~r ,m,t!. ~52!

The equation forF1 , obtained from the perturbed form of
Eq. ~1!, to O(«2) is

Rs

r 2 H ]F1

]r

]

]m
~D2F1!2

]F1

]m

]

]r
~D2F1!12LF1 D2F1J

5D4F1 . ~53!

According to our assumption in Eq.~9!, Rs!1, and we can
simplify Eq. ~53! as

D4F150. ~54!

The appropriate solution, taking account of the matching re-
quirement and the conditionF15o(r 2) as r→`, is

F15S B1

r 2
1B2D m̄~12m̄2!. ~55!

If we let r→1 in ~55! and introduce the inner variableh
defined in Eq.~13!, we have

F1;H B11B22
2A2

uM u
B1hJ m̄~12m̄2!. ~56!

By matching to this order with~50!,

B11B250 and 22B15
9

2 S 5

8
2

uM uk

A2~2018k!
D .

The final result for the time-independent part ofc1 is

c1(t2 indep)5S 2
45

32
1

9uM uk

A2~80132k!
D S 1

r 2
21D m̄~12m̄2!.

~57!

IV. DISCUSSION

From Eqs.~50! and~57!, we can see that both inner and
outer flow fields for the exterior depend on the frequency
parameterM. Based on the value ofM in relation to the fluid
properties, the flow field is predicted to have two distinct
classifications. This is seen after examining the parameter

B152
45

32
1

9uM uk

A2~80132k!
, ~58!
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which appears as a factor in the steady part of the outer-
region flow field@Eq. ~57!#. For negative values ofB1 , the
steady-state flow pattern outside the liquid sphere is quite
similar to that of the solid sphere obtained by Riley.19 The
shear layer in this case has recirculation~see Fig. 1!. The
recirculation is shown with a much-amplified radial scale in
Fig. 2. The liquid motion inside the sphere consists of two
toroidal vortices. A quadrant showing the flow pattern in one
of these vortices can be seen in Fig. 1.

With increasing uM u, the parameterB1 decreases in
magnitude until it vanishes, and then reverses sign. At that
point, the recirculation in the shear layer ceases and the
streamlines inside the layer merge with the outer ones. The
liquid motion inside the sphere is stronger but the stream-
lines are similar to what is shown in Fig. 1~see also Fig. 3!.
This theory that predicts the cessation of recirculation in the
shear-wave layer is presently under thorough examination
and experimental verification is necessary. For many of our
levitation experiments, the wave frequency is 20–40 kHz~or
angular frequencyv512522503103 rad/s!, and the diam-
eter of the sphere is 3–8 mm. For a gaseous medium outside
the liquid drop,k is O(1022). In this case,uM u ranges from
140 to 600, and we find thatB1,0, i.e.,

9uM uk

A2~80132k!
,

45

32
or uM u,

5A2~512k!

2k
,

whereupon recirculation is expected. For a given set of ma-
terials, the transition is predicted to take place at a drop
radius,

atrans5
5~512k!

k S n

2v D 1/2

.
25

k S n

2v D 1/2

.

With a 20-kHz levitator, for a water drop in air at 15 °C,
recirculation is predicted to not take place at radii above
a512 mm, and with 40 kHz, at radii above 8.7 mm. These
are large drops, and experimentation at these frequencies,
without significant shape deformation, may be feasible only
under microgravity conditions. Even then, the surface oscil-
lations may play a role. Furthermore, the validity of the vari-
ous approximations (R!1 and a!l) would also break
down. However, possibilities of transition at higher tempera-
ture and pressure do exist for smaller-sized drops.

While detailed explanations for the cessation of recircu-
lation in the Stokes layer are being sought, we recall that the
vorticity generated by the acoustic field interacting with an
interface is manifested in the form of recirculation~see Ref.
20!. This takes place when an acoustic wave interacts with a
solid surface. In the case of a fluid surface, interfacial mo-
bility is likely to reduce this effect. With decreasing drop-
phase viscosity, the strength of the shear-wave layer recircu-
lation diminishes and could vanish when the parameterB1 in
Eq. ~57! is zero. It should be noted that at that point,c1 also
vanishes, and higher-order solutions are needed for a valid
description. It should also be noted that at the transition
point, besides the cessation of recirculation, the outer-region
streaming also reverses sign. However, this transition needs
to be studied in greater detail because in the region where
B1.0, as it has just been stated, higher-order terms would be
dominant.
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An analysis was made of the SH-interfacial wave propagation on an interface between semi-infinite
piezoelectric media. In particular, a sufficient condition for the existence of the SH-wave on the
metallized rigid contact was derived. It has been shown that on the metallized rigid contact between
two completely identical piezocrystals the SH-localized wave always exists, with the exception of
at most two orientations of the interface. An investigation was performed of specific features of the
sound reflection—transmission at incident angles corresponding to the resonant excitation of the
leaky wave originating from the ‘‘supersonic’’ interfacial wave due to misorientation of crystals that
constitute the bicrystal. Also, it has been established that in 6 mm crystals an interfacial
‘‘supersonic’’ wave may remain purely localized even when the direction of propagation is not
perpendicular to the axis 6 or when the interface is not parallel to this axis. ©1999 Acoustical
Society of America.@S0001-4966~99!05012-2#

PACS numbers: 43.35.Cg@HEB#

INTRODUCTION

A manifestation of the piezoelectric effect in acoustics is
the possibility of existence of shear horizontally polarized
~SH! localized waves on a flat interface between semi-
infinite piezoelectric media. As is well known, such solutions
do not arise in purely elastic solids, either isotropic and an-
isotropic; on the other hand, ‘‘nonpiezoelectric’’ SH-
localized waves can travel in layered composites, on corru-
gated surfaces, and under arrays of periodically deposited
strips.1,2

The analytical investigation of the SH-interfacial wave
problem in a piezoelectric bicrystal generally is not possible.
However, a number of particular cases allow a rather simple
explicit treatment. For example, in Ref. 3 the SH-wave
propagation on the ‘‘180°-domain wall’’ in 6 mm and 4 mm
piezoelectrics has been investigated. A detailed analysis of
localized SH-waves on the ‘‘180°-domain wall’’ in crystals
of various symmetry groups has been performed in Ref. 4,
and in Ref. 5 domain wall waves have been observed experi-
mentally. In Ref. 6 the authors have considered localized
SH-waves propagating along the rigid contact between two
different piezocrystals of symmetry 6 mm.

The first objective of the present paper is to consider the
existence problem for SH-interfacial waves in crystals of
symmetry 2 without resorting to explicit computations. We
are concerned with the SH-wave propagation on two types of
interface:~1! The perfect rigid contact;~2! The metallized
perfect rigid contact. The latter simulates the case when an
intermediate metallic layer of infinitesimal thickness is sand-
wiched between crystals.

The second objective of the paper is to study peculiari-
ties of the coefficients of mode conversion caused by the
resonant excitation of leaky waves. These leaky waves origi-
nate from the SH-interfacial wave due to misorientation of
the bicrystal.

The paper is organized as follows. We begin with a brief
review of basic concepts of the multidimensional formalism
for piezoelectrics.7,8 Afterward we shall discuss the SH-

interfacial wave problem and the resonant reflection near a
leaky wave branch. In the last section, a specific feature of
the localized wave propagation in crystals of symmetry 6
mm is considered.

I. BASIC RELATIONS

We specify the coordinate system as shown in Fig. 1 and
introduce the following notation for parameters of a plane
mode a. Aa is the polarization vector associated with the
mechanical displacementua(r ,t), Fa is the amplitude of the
electrical potentialwa(r ,t), La and Qa signify the ampli-
tudes of the projections of the mechanical stress tensor
ŝa(r ,t) and of the inductionDa(r ,t) onto the unit normaln
to the plane boundary of the medium, respectively.La

5 ik21ŝan andQa5 ik21Da–n, wherek is the projection of
the wave vector onto the unit vectorm pointing in the direc-
tion of propagation along the surface.

As usual,ci jkl , ei jk , and e i j stand for the elastic and
piezoelectric moduli and the permittivity, respectively,r is
the density. The symbol (ab), wherea and b is a pair of
three-component vectors, denotes a 434 matrix with ele-
ments (ab) IJ5akEkIJlbl , I ,J51, . . . ,4,whereEkIJl5ckIJl

2rv2mkmld IJ , I ,J51,2,3, Ek4Jl5ekJl , J51,2,3, EkI4l

5elIk , I 51,2,3, Ek44l52ekl , and v5v/k is the trace
speed,v is the frequency.

Substitution of (ua ,wa)}expik@(m1pan)–r2vt# into
the equations of motion and the appropriate constitutive re-
lations, see, e.g., Ref. 9, yields

$pa
2~nn!1pa@~nm!1~mn!#1~mm!%Ua50, ~1!

2@~nm!1pa~nn!#Ua5Va , ~2!

where Ua5(Aa ,Fa) t and Va5(La ,Qa) t are four-
component column vectors; the symbol (•••) t signifies the
transposition. Equations~1! and ~2! can be recast into the
form7,8

N̂ja5paja , ~3!
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whereN̂ is an 838 real matrix,

N̂52H ~nn!21~nm! ~nn!21

~mn!~nn!21~nm!2~mm! ~mn!~nn!21J ,

~4!

(nn)21 is the inverse of the matrix (nn), ja is an eight-
component column vector,

ja5~Ua ,Va! t5~Aa ,Fa ,La ,Qa! t. ~5!

It will be assumed that vectors Eq.~5! obey the normaliza-
tion condition7,8

ja•T̂jb5Ua•Vb1Va•Ub5dab , T̂5S Ô Î

Î Ô
D , ~6!

where Î and Ô are the unit and zero 434 matrices, respec-
tively. Then

(
a51

8

ja ^ T̂ja5S Î Ô

Ô Î
D , ~7!

where the symbol̂ stands for dyadic multiplication.
The parameterspa occur either in pairs of complex con-

jugates or are pairwise real. We shall use the numbering
where, for complexpa’s,

pa5pa14* , Im~pa!.0, ja5ja14* , a<4 ~8!

~the asterisk means the complex conjugation! and, for real
pa’s,

a pair of subscriptsa,a14 is assigned to a pair

reflected ~a!2 incident ~a14! waves, a<4. ~9!

Note that all pa’s are complex in the so-called subsonic
speed range, i.e., forv smaller than the limiting speedv̂. The
latter is the trace speed of the slowest bulk wave the group
velocity of which is parallel to the surface of the medium
( v̂5 v̂T in Fig. 1!. In the theory of surface waves, this wave
is known as the limiting wave.7,8

Note also that in terms of the vectorja , the projection
Ea of the energy flux of the modea onto the normaln to the
surface of the medium reads

Ea52
vk

4
ja•T̂ja* , ~10!

where it follows that the normalized vectorsja associated
with reflected and incident waves are purely imaginary and
purely real, respectively,

ja52ja* and ja145ja* ~11!

providedn is the inward normal~or vice versa ifn is the
outward normal!.

II. LOCALIZED SH-WAVES

Let both media in contact be so oriented that in each of
them an even-fold axis of symmetry is parallel to the coor-
dinate axisz. Equations~1! and~2! @and, of course, Eq.~3!#
split then into two independent subsystems. One of them
pertains to in-plane polarized nonpiezoactive modes with
Aaz5Laz5Fa5Qa50. The second subsystem describes
shear piezoactive waves havingAax,y5Lax,y50. It will be
assumed that

the subscriptsa51,2,5,6 anda53,4,7,8 are ascribed

to in-plane and SH-modes, respectively. ~12!

Our subsequent consideration of the existence problem for
interfacial SH-waves will be based on the impedance method
borrowed from the general theory of localized waves in pi-
ezoelectrics. This method was developed in Refs. 7 and 8 to
investigate surface wave propagation in semi-infinite piezo-
electric media of arbitrary anisotropy. In Refs. 10 and 11 it
was applied to the localized wave problem on an interface
between two bonded piezocrystals of arbitrary symmetry.
According to Refs. 10 and 11 at most two localized waves
may exist on both the nonmetallized and metallized rigid
contact.

The general theory of subsonic localized waves involves
two Hermitian 434 impedance matricesẐF andẐF . When
the sagittal plane is oriented perpendicularly to an even-fold
axis of symmetry, these matrices simplify to a block diago-
nal form. Their left-hand side upper 232 blocks are associ-
ated with nonpiezoactive modesa51,2,5,6. Of concern to
us are right-hand side lower 232 blocks involved in SH-
wave problems; we keep the notationẐF and ẐF for these
blocks. The 232 impedances

ẐX5S ZX,33 ZX,34

ZX,34* ZX,44
D , X5F,F, ~13!

whereZX,i j are elements of the full 434 matrices, interrelate
the two-component vectorsVF,a5(Laz ,Fa) t and UF,a

5(Aaz ,Qa) t, VF,a5(Laz ,Qa) t and UF,a5(Aaz ,Fa) t, a
53,4,7,8, as

VX,a52 i ẐXUX,a if Im ~pa!.0,
~14!

VX,a5 i ~ ẐX! tUX,a if Im ~pa!,0.

By Eq. ~8!, the modesa53,4 in the top part, (n–r ).0, and
the modesa57,8 in the bottom part of the bicrystal can be
used for interfacial wave construction. The medium in which

FIG. 1. Geometry of the problem and cross-sections of the slowness sur-
faces of bulk waves in the upper crystal~one half!. ~1! quasi transverse

branch;~2! SH-branch;~3! quasi longitudinal branch.v̂T , v̂SH, and v̂L are
the limiting speeds of quasi transverse, shear, and quasi longitudinal waves,
respectively.
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the limiting speed of SH-bulk wavesv̂SH is the largest one
will be called the fast medium; let it be the upper medium.
The lower part is then the slow medium. The superscripts~f!
and ~s! will label quantities pertaining to the fast and slow
media, respectively. In what follows, we discuss the exis-
tence of interfacial waves in the speed rangev, v̂SH

(s) .
As we shall see, the existence of SH-interfacial waves is

connected with the existence of a Bleustein–Gulyaev
wave12–14 in each of the media constituting the bicrystal on
the mechanically free metallized surface parallel to the plane
of interface~it is this Bleustein–Gulyaev wave to which we
refer below!. This connection is due to the fact that, on the
one hand, equations for the interfacial wave speed involve
the matrixẐF and the elementZF,33. On the other hand, the
equation for the Bleustein–Gulyaev wave speedvBG can be
written in the formiẐFi50, where the symboli . . . i means
the determinant, orZF,3350. ~Note that ZF,335ZF,44

21 iẐFi
andZF,44 is positive and finite in the range 0<v< v̂SH; see
Refs. 7, 8, 10.!

A. The nonmetallized rigid contact

The boundary conditions require continuity of displace-
ments and electrical potentials as well as of the normal pro-
jection of the mechanical stress tensor and of the electrical
induction. In terms of the vectorsVF,a andUF,a , they can be
written, accounting for Eq.~8!, as

(
a53,4

baVF,a
( f ) 5 (

a53,4
ca14VF,a

(s)* ,

~15!

(
a53,4

baUF,a
( f ) 5 (

a53,4
ca14UF,a

(s)* ,

whereba andca14 are the amplitudes of modesa53,4 and
a57,8, respectively. We can take advantage of Eq.~14! to
obtain the equation for the interfacial wave speedv I in the
form

uuẐF
( f )1~ ẐF

(s)! ti50. ~16!

It appears that analytical properties of the 232 impedance
ẐF coincide with those of the 434 impedanceẐF ; see Refs.
7, 8, 10, 11. Therefore the analysis of solvability of Eq.~16!
repeats the discussion performed in Ref. 10 in relation to the
localized wave problem on the nonmetallized interface in
piezoelectrics of unrestricted anisotropy@the equation for the
interfacial wave speed generally has the form Eq.~16! with
434 impedancesẐF replacing 232 impedances#. We con-
fine ourselves to quoting the result.
• At most one SH-wave may exist in the intervalv, v̂SH

(s) .
• If the slow medium does not admit the Bleustein–Gulyaev

wave and this wave either is not possible in the fast me-
dium or vBG

( f ) . v̂SH
(s) , then no SH-interfacial wave exists.

In the other cases the SH-wave may or may not appear.
One can also add that if the interfacial wave appears, then its
speed is larger than the smaller of the speedsvBG

(s) , vBG
( f ) .

B. The metallized rigid contact

In this instance, the electrical potential vanishes. Dis-
placements and tractions are continuous across the interface.
Using the vectorsUF,a andVF,a in order to write the bound-
ary conditions, we arrive at the following equation forv I :

ZF,33
( f ) ~v !1ZF,33

(s) ~v !50. ~17!

To analyze the solvability of Eq.~17! we must know how the
elementZF,33 of the 232 matrix ẐF depends onv. Taking
into account the properties of the 434 impedancesẐF and
ẐF discussed in detail in Refs. 7, 8, 10 as well as the exis-
tence theorems for surface waves in semi-infinite
piezoelectrics,7,8 one can prove that the functionZF,33(v)
exhibits behavior as sketched in Fig. 2 depending on whether
the limiting SH-wave does not satisfy~a! or satisfies~b! the
boundary conditions of mechanically free metallized surface.

With regard for Eq.~17! and Fig. 2 we conclude that

• a sufficient condition for the existence of the SH-interfacial
wave isvBG

( f ) , v̂SH
(s) .

When the Bleustein–Gulyaev wave appears only in the slow
medium or this wave appears in both media, butvBG

( f )

. v̂SH
(s) , the interfacial wave may or may not exist. The SH-

interfacial wave does not exist if

• neither medium admits the Bleustein–Gulyaev solution on
the metallized free surface; the Bleustein–Gulyaev wave
does not exist in the slow medium and exists in the fast
one withvBG

( f ) . v̂SH
(s) .

So, we have analyzed the existence of SH-localized waves in
the rangev, v̂SH

(s) . Whenv. v̂SH
(s) , a pair of bulk SH-modes

appears in the slow medium. The properties of the imped-
ancesẐF,F

(s) then break down. For example,ẐF,F
(s) cease to be

Hermitian matrices. The existence problem for SH-
interfacial waves demands special consideration.

Now let us discuss the following case: The metallized
interface between two identical piezoelectric media. Intro-
ducing the four-component vectorszMa5(Aaz ,Fa ,Laz,0)t

and lMa5(Aaz ,0,Laz ,Fa) t associated with SH-modes in

FIG. 2. Possible dependencies ofZF,33 on v. ZF,33(v) vanishes at the
Bleustein–Gulyaev wave speedvBG ~a!. The Bleustein-Gulyaev wave does
not exist in case~b!.
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the upper and lower media, we can write the boundary con-
ditions as(a53,4baza5(a53,4ca14la* . The speedv I can be
found from Eq.~17!. In this case,ZF,33

( f ) (v)[ZF,33
(s) (v) so that

the SH-interfacial wave problem becomes equivalent to the
Bleustein–Gulyaev wave problem on the mechanically free
metallized surface, i.e., the fulfillment of conditions at the
metallized interface leads to the vanishing of the total trac-
tion on the interface.

With the traction and potential equal to zero on the in-
terface, using Eq.~6!, one can show that the relation
(b4 /b3)25(c8 /c7)2521 holds. Hence, atv5v I5vBG one
has

zM31BSzM45B~lM3* 2BSlM4* !, ~18!

whereBS56 i , andB is a phase factor.
From Fig. 2 we infer, accounting for specific properties

of SH-waves, that the interfacial wave does not appear if the
SH-limiting wave does not produce potential. It can be
shown that the wave vector of this bulk wave is directed
alongm1n tanu, where

tanu52
e141e256A~e141e25!

224e24e15

2e24
. ~19!

Computing thex- andy-projections of the group velocity,sx

andsy , we find the inclination anglec of the interface to the
coordinate axisx,

tanc5
sy

sx
5

c44 tanu1c45

c551c45 tanu
. ~20!

Thus, there may be at most two orientations of the interface
for which the localized solution does not exist. The conclu-
sion applies to Bleustein–Gulyaev waves on a metallized
mechanically free surface as well.

Note that the interfacial SH-wave on an interface of the
type ‘‘180° domain wall,’’ Refs. 3–5, can also be viewed as
formed of two Bleustein–Gulyaev waves propagating above
and below the interface with different phases. Let the bicrys-
tal be made up of identical piezoelectrics of symmetry 2 mm.
The axes 2 lie anti-parallel to each other in the interface; the
latter is a plane of symmetry. Taking into account the struc-
ture of the tensors of material constants15 one can check that
‘‘domains’’ will then have alike elastic and dielectric con-
stants with respect to a common coordinate system. How-
ever, their piezomoduli will be of opposite sign. So, the par-
tial modes above and below the interface produce
displacements and tractions of like sign, but potentials and
normal components of inductions have opposite signs. The
boundary conditions can be written in terms of the vectors
za5(Aaz ,Fa ,Laz ,Qa) t and la5(Aaz ,2Fa ,Laz ,2Qa) t

associated with modes in the upper and lower medium, re-
spectively. The fulfillment of the boundary conditions yield-
ing the vanishing of traction and potential on the
‘‘180°-domain wall,’’ one can show that atv I5vBG these
vectors obey a relation similar to Eq.~18!,

z31BSz45B~l3* 2BSl4* !, ~21!

whereBS56 i , andB is a phase factor.

III. LEAKY INTERFACIAL WAVES AND THE
RESONANCE OF REFLECTION

This section deals with wave propagation in piezoelec-
tric bicrystals in the case when the sagittal plane is not per-
pendicular to even-fold axes of symmetry. We introduce the
coordinate systemx8y8z8 in such a way that the planex8z8
will be the interface and the axisx8 will be the direction of
the wave propagation. The axisy8 is directed upward. Each
of two parts of the bicrystal is oriented either as shown in
Fig. 3~a! or as shown in Fig. 3~b!. To characterize such a
nonsymmetric configuration, we shall use a pair of angles
DF5(Dw1I ,Dw2J), whereI ,J5n,m. These angles specify
the orientation of the upper,Dw1I , and lower,Dw2J , crys-
tals. We assume that ifDw1I5Dw2J50, then the structure
falls into the type either~a! a metallic layer of vanishingly
small thickness is inserted into a piezoelectric parallel to an
even-fold symmetry axis or~b! the ‘‘180°-domain wall’’ de-
scribed at the end of the previous section.

Our attention will be focused on the analysis of specific
features of the reflection under conditions of resonant exci-
tation of a leaky wave which originates from the SH-
interfacial wave. Note that the resonant reflection on the
‘‘180°-domain wall’’ in 6 mm crystals for one of the pos-
sible configurations,DF5(0,Dw2m) in our notation, has
earlier been discussed in Ref. 16. Expressions for the coeffi-
cients of mode conversion have been derived using approxi-
mate solutions of Eqs.~1! and ~2! found explicitly. In the
present work, we shall employ a different method based on
application of the perturbation theory to the eigenvalue prob-
lem Eq.~3!. Expressions to be obtained apply to all piezoc-
rystals having an even-fold symmetry axis in case~a! and to
media of symmetry 2 mm, 4 mm, 6 mm, and̀mm in case
~b!.

Misorientation of crystals can cause transformation of

FIG. 3. Orientations of the crystal. In~a! the symmetry axis 2 lies in the
planex8z8 and makes an angleDwm , uDwmu!1, with the axisz8 ~m-rotated
crystal!. In ~b! the axis 2 is perpendicular to the axisx8 but does not lie in
the planex8z8 making an angleDwn , uDwnu!1, with the axisz8 ~n-rotated
crystal!.
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the interfacial SH-wave into a leaky one when the interfacial
wave is ‘‘supersonic,’’ i.e., its speedv I is larger than the
limiting speedv̂T of in-plane waves. Ifv I. v̂T , two situa-
tions are possible. There are two bulk waves in each crystal,
an incident wave and a reflected one, forv close tov I . There
may also be two pairs of incident and reflected waves in
crystals. For example, in crystals of symmetry 6 mm only the
first case can be realized. On the other hand, both cases are
admissible in tetragonal and orthorhombic media.

We want to derive approximate expressions describing
the behavior of the coefficients of mode conversion of the
quasi in-plane wavea55 incident from the upper medium
in the planex8y8 at angles which provide closeness of its
trace speed tov I . The boundary equations can be written in
the form

(
a55

8

ca8ha85 (
a51

4

ba8ja81b58j58 , case ~a!, ~22!

(
a55

8

ca8hMa8 5 (
a51

4

ba8jMa8 1b58jM58 , case ~b!, ~23!

whereja8 andha8 are constructed following Eq.~5!, while

jMa8 5~Aa8 ,Fa8 ,La8 ,0! t and hMa8 5~Ãa8 ,0,L̃a8 ,F̃a8 ! t.
~24!

The vectorsja8 , jMa8 and ha8 , hMa8 are associated with the
modes in the upper and lower media, respectively. Accord-
ing to Eqs.~9! and~12!, the modea55 in the bottom crystal
plays the role of the transmitted wave, the modea51 in the
upper medium is the reflected wave. The modea52 in the
upper crystal and the modea56 in the lower medium are
either inhomogeneous or the second reflected wave and the
second transmitted wave, respectively.

So, in both cases the coefficients of mode conversion
R5→a5ba8 /b58 and T5→a5ca8 /b58 initially have the form of
ratios of determinants of 838 matrices constructed fromja8
andha8 or jMa8 andhMa8 . To evaluate these coefficients, we
must express the eigenvectorsja8 of the matrixN̂(m8,n8) Eq.
~4!, where eitherm85m cos(Dwm)1t sin(Dwm) and n85n
@Fig. 3~a!# or m85m and n85n cos(Dwn)1t sin(Dwn) @Fig.
3~b!#, in terms of its ‘‘unperturbed’’ eigenvectorsja such
that the components of the vectorsAa8 andLa8 involved inja8
will be specified with respect the coordinate framex8y8z8,
while the material constants of the medium are specified with
respect to the crystallographic coordinate systemxyz ~Fig.
3!. The result is

ja85~ Î1F̂J!ja , F̂J5 (
k51

`

F̂J
(k)~DwJ!

k, ~25!

where the 838 real matricesF̂J
(k) , k51,2, . . . , interrelate

ja and the correctionsja
(k)8 of the order (DwJ)

k, ja
(k)8

5@ F̂J
(k)ja#(DwJ)

k, the suffixJ indicates the type of rotation.
Considering the ‘‘unperturbed’’ vectorsja , a51, . . . ,8 as a
set of linearly independent vectors referred to the coordinate
systemx8y8z8, we can decompose the vectorja8 Eq. ~25!
with respect toja to obtain

ja85ja1 (
k51

` F (
b51

8

~ F̂J
(k)!bajbG ~DwJ!

k, ~26!

where the symbols (F̂J
(k))ba denote the contractionsjb

•T̂F̂J
(k)ja .
The matrixF̂J has the formF̂J5X̂J1M̂ J1X̂JM̂ J . Here

X̂J is an 838 real block matrix,

X̂J5S R̂J Ô

Ô R̂J
D , J5n,m, ~27!

andR̂J are 434 ‘‘rotation’’ matrices with nonzero elements

Rm,115Rm,33522 sin2~Dwm/2!,

Rm,1352Rm,315sin~Dwm!,
~28!

Rn,225Rn,33522 sin2~Dwn/2!,

Rn,2352Rn,325sin~Dwn!.

for deflections shown in Fig. 3~a! and ~b!, respectively.
The real 838 matrix M̂ J5(k51

` M̂ J
(k)(DwJ)

k, like the
matrix F̂J Eq. ~25!, interrelatesja and the eigenvectorja9 of
the matrixN̂(n8,m8). The difference is that the vectorsAa8
andLa8 involved inja9 are specified with respect to the frame
xyz ~Fig. 3!. The real matrixM̂ J

(k) interrelatesja and the

correctionja
(k)9 ,

ja
(k)95@M̂ J

(k)ja#~DwJ!
k5 (

b51

8

@~M̂J
(k)!bajb#~DwJ!

k,

~29!

where (M̂ J
(k))ba5jb•T̂M̂ J

(k)ja . Explicit expressions for the
first and second order terms are given in the Appendix.

Taking into account the symmetry of the medium and
Eq. ~12!, one can prove that

~ F̂J
(2k11)!ab50

for a,b51,2,5,6 and fora,b53,4,7,8;
~30!

~ F̂J
(2k)!ab5~ F̂J

(2k)!ba50

for a51,2,5,6 andb53,4,7,8.

Also, it can be shown that (F̂J
(k))ba are unchanged under the

change of sign of the piezomoduli. Hence, as applied to the
‘‘180°-domain wall’’ problem, letting Eq.~26! be vectors
attached to the top ‘‘domain,’’ we can also write the vectors
ha8 attached to the bottom ‘‘domain’’ in the form Eq.~26!
with ha8 and ha replacingja8 and ja , respectively; the ex-
pressions will involve alike contractions (F̂J

(k))ba .
Introducing the vectorsja8 , ha8 , jMa8 , andhMa8 taken in

the form Eq.~26! into the appropriate determinants, making
use of the aforementioned properties, taking into account the
fact that the top and the bottom parts of the bicrystal are
mechanically identical in the absence of misorientation and
thereforeja[ha[jMa[hMa , a51,2,5,6, we obtain

b58~v,Dw!5 f ~v !1(
k,l

f k,l
(5)~v !~Dw1I !

k~Dw2J!
l ,
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c58~v,Dw!5 f ~v !1(
k,l

gk,l
(5)~v !~Dw1I !

k~Dw2J!
l ,

~31!

ba8 ~v,Dw!5(
k,l

f k,l
(a)~v !~Dw1I !

k~Dw2J!
l , a51,2,

c68~v,Dw!5(
k,l

gk,l
(6)~v !~Dw1I !

k~Dw2J!
l ,

where the sumk1 l has even values starting from 2, and

ba8 ~v,Dw!5(
k,l

f k,l
(a)~v !~Dw1I !

k~Dw2J!
l ,

~32!

ca148 ~v,Dw!5(
k,l

gk,l
(a14)~v !~Dw1I !

k~Dw2J!
l , a53,4,

where the sumk1 l has odd values. In Eq.~31! f (v)
5iz1z2z5z6uu f I(v), where f I(v) is the interfacial wave
speed function andi•••i means the determinant of the 4
34 matrix the columns of which are the vectorsza

5(Aax ,Aay ,Lax ,Lay)
t.

Allowing only for quadratic and linear terms in Eqs.
~31! and ~32!, letting v5v I in f k,l

(a)(v) and gk,l
(a)(v), using

Eqs.~11!, ~18!, and~21! together with the equalities

~ F̂J
(1)!ab52~ F̂J

(1)!ba ,

~ F̂J
(2)!ab1~ F̂J

(2)!ba5 (
g51

8

~ F̂J
(1)!ag~ F̂J

(1)!gb ,

~33!

which follow from the relationja8•T̂jb85dab , one can bring
R5→a andT5→a into the form

R5→a~v !5
ba8

b58
'

iva

v2v l
, a51,2, ~34!

T5→5~v !5
c58

b58
'

v2 v̄
v2v l

, T5→6~v !5
c68

b58
'

iv6

v2v l
, ~35!

R5→3~v !5
b38

b58
'

iv5

v2v l
, R5→4~v !5

b48

b58
'BSR5→3 ,

~36!

T5→7~v !5
c78

b58
'BR5→3 , T5→8~v !5

c88

b58
'2BST5→3 .

In Eqs. ~34!–~36! the quantitiesv5 and va , a51,2,6, are
linear and quadratic functions of deviation angles, respec-
tively,

v55
G5

D
, va5

GaG5

D
, a51,2,6, ~37!

Ga5~ F̂ I
(1)!SaDw1I2B~ F̂J

(1)!S* aDw2J , a51,2,5,6,
~38!

~ F̂K
(1)!Sa5S–T̂F̂K

(1)ja , ~ F̂K
(1)!S* a5S* •T̂F̂K

(1)ja ,
~39!

S5j31BSj4 ,

the indicesI andJ indicate the type of rotation of the upper
and lower crystal, respectively,B is given by Eq.~18! and by
Eq. ~21! for the metallized interface and for the ‘‘180° do-
main wall,’’ respectively,

D5 i4rv IH uAz3u2

p32p3*
1

uAz4u2

p42p4*
1BSF Az4Az3*

p42p3*
2

Az3Az4*

p32p4*
G J

54rvE
0

`

uAz3eikp3y1BSAz4eikp4yu2dy.0. ~40!

To within a factor canceling out in the course of evaluations,
D equals the derivative] f I /]v of the speed functionf I(v) at
the pointv5v I .

The complex speedsv l5v l82 iv l9 and v̄5v l82 i v̄ l9 have
alike real parts and different imaginary ones,

v l85v I1
J11J2

2D
, v l95

uG1u21uG5u2

2D
,

~41!
v̄ l95

uG1u22uG5u2

2D

in the case whena52,6 are inhomogeneous modes, and

v l85v I1
J1

2D
, v l95

(a51,2,5,6uGau2

2D
,

~42!
v̄ l95

(a51,2,6uGau22uG5u2

2D

if a51,2,5,6 are homogeneous modes;J1 and J2 are real
and equal to

J15 i F $~ F̂ I
(2)!S* S2~ F̂ I

(2)!SS* %~Dw1I !
21$~ F̂J

(2)!S* S

2~ F̂J
(2)!SS* %~Dw2J!

21 (
a51,2,5,6

$B* ~ F̂ I
(1)!Sa~ F̂J

(1)!Sa

2B~ F̂ I
(1)!S* a~ F̂J

(1)!S* a%Dw1IDw2JG , ~43!

J25 i @G2Ḡ22G6Ḡ6#, ~44!

whereḠa5(F̂ I
(1))S* aDw1I2B* (F̂J

(1))SaDw2J , a52,6, and
(F̂K

(2))SS* 5@(F̂K
(2))S* S#* 5S•T̂F̂K

(2)S* .
Let us analyze the expressions obtained. Note first of all

that the complex polev5v l is associated with the leaky
solution. The leaky wave is the initial interfacial wave to
which the modesa51,2 anda55,6 are added in the upper
and lower media, respectively, with amplitudes small in the
measure of smallness of deviation angles. At least two of the
adjacent modes (a51 anda55) are bulk ‘‘reflected,’’ i.e.,
they carry energy away from the interface, causing wave
attenuation.

‘‘Mode mixing’’ appears due to the characteristic anisot-
ropy of the crystal. The values of (F̂K

(1))Sa show to what
extent the modes incorporated into the interfacial wave be-
come mixed with the other modes when the sagittal plane is
not perpendicular to the symmetry axis. Of interest is the fact
that losses caused by radiation into the bulk of the upper and
lower parts of the structure add up in an ‘‘interference’’ man-
ner rather than additively@one might think that the expres-
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sion for v l9 would involve not u(F̂ I
(1))SaDw1I

2B(F̂J
(1))S* aDw2Ju2 but u(F̂ I

(1))SaDw1I u2

1u(F̂J
(1))S* aDw2Ju2].

Equations~41! and ~42! allow one to estimate the first
term in the expansion ofv l with respect to deviation angles.
In view of Eq. ~31! v l involves only terms proportional to
(Dw1I)

k(Dw2J)
l , where k1 l has even values, so that the

second correction tov I is of the order of (Dw)4. One can
also show thatv l9 appears to be proportional to the relevant
coefficient of electromechanical coupling, i.e., to a quantity
of the typee2/ec.

Consider now the behavior of the coefficients of mode
conversion. Note that the coefficients as given by Eqs.~34!–
~36! satisfy the law of energy conservation. Due to Eqs.~10!
and ~6! the latter implies thatuR5→1u21uT5→5u251 and
(a51,2@ uR5→au21uT5→a14u2#51 whena52,6 are inhomo-
geneous and homogeneous modes, respectively.

Assuming the modesa52,6 to be inhomogeneous we
infer from Eqs.~34! and ~35! that the magnitude of the re-
flection coefficientR5→1 increases starting from values of
the order of (Dw)2 up to the valueuv1 /v l9u}1 as v ap-
proachesv l8 . The coefficient of transmissionT5→5 decreases

from values close to unity until the valueuv̄9/v l9u at v
5v l8 . These changes occur within the intervaluv2v l8u of

width v l9 . The parameterv̄9 may vanish, and thenuR5→1u
51 anduT5→5u50. One can show thatv̄950 in 6 mm crys-
tals ~the interface is rotated arbitrarily about the axis 6! and
in 2 mm ~4 mm! crystals~the interface is a plane of symme-
try! for configurations of the typeDF5(Dw1m ,Dw2m) or
DF5(Dw1n ,Dw2n) and for either of the two types of inter-
face being discussed in this section.

Let a52,6 be bulk modes. Whenv approachesv l8 , the

transmission coefficientT5→5 decreases touv̄9/v l9u whereas
two reflection coefficients,R5→1 and R5→2 , together with
the transmission coefficientT5→6 rise up touva /v l9u}1, a
51,2,6, atv5v l8 , So, the amplitudes of all bulk waves gen-

erally become comparable nearv l8 . In principle v̄9 may be
equal to zero, and then the incident wave hardly excites the
mode into which it converts except within the rangeuv
2v l8u}v l9 (a55 in the bottom medium!. However, in this

casev̄9 does not vanish so ‘‘easily’’ as it does in the previ-

ous case. One cannot formulate general conditions forv̄9
50.

The coefficientsR5→a andT5→a14 , a53,4, suffer the
strongest growth in magnitude. By Eqs.~36!–~38!, they be-
come of the orderuDwu21@1 at v5v l8 .

Note that the phase of the coefficients also changes
abruptly in the vicinity ofv l8 . Using Eqs.~34!–~36! we de-
duce that nearv l8 the phasef of the coefficients exceptT5→5

depends uponv as f(v)52cotan21@(v2v l8)/v l9# and
shows a ‘‘jump’’ of p/2 as v passes fromv l81v l9 to v l8
2v l9 . The phase ofT5→5 exhibits a somewhat different be-
havior, but it also changes by approximatelyp within this
interval.

It should be said that Eqs.~34!–~36! correctly describe
the behavior of the coefficients until attenuation of the leaky
wave due to the radiation is far larger than that due to dissi-

pation processes. This damping can be characterized by an
additional imaginary component,2 ivd9 , to the leaky wave
speed. The conditionv l9@vd9 will certainly break down as
Dw1,2→0. To describe, at least qualitatively, the behavior of
the coefficients whenv l9<vd9 , one can just replacev l8 by
v l82 ivd9 in Eqs. ~34!–~36!. It becomes then clear that, for
example, the maximum ofR5→a and T5→a14 , a53,4, is
limited by a value of the order (v I /vd9)

1/2, and their magni-
tude tends to zero asDw1,2→0.

IV. WAVES IN 6 mm CRYSTALS

Using Eq.~41! one can evaluate explicitly the quadratic
term of v l9 for 6 mm (̀ mm! media to discover that it be-
comes zero for the configurations

DF5~Dw1m ,Dw2m5Dw1m!,
~45!

DF5~Dw1n ,Dw2n5Dw1n!

in either of the structures being considered.
We cannot establish whether, on the domain wall in 6

mm crystals, the interfacial wave remains localized or
whether it transforms into the leaky solution for configura-
tions Eq.~45!. However, one can show that if the leaky wave
appears, then the imaginary component of its speed varies as
(Dw)6.

Indeed, by Eqs.~31! and ~32!, at v5v l the coefficients
b18 and c58 are of order (Dw)2m12, and the coefficientsb3,48
andc7,88 are of orderuDwu2k11, wherem,k51,2, . . . , since
due to Eqs.~34!–~39! and~41! the quadratic terms inb18 and
c58 as well as the linear terms inb3,48 and c7,88 become zero
simultaneously withv l9 Eq. ~41!. Therefore the amplitudebl

of bulk waves incorporated into the leaky solution is of the
orderub18/b38u}uDwu2(m2k)11. The leaky wave attenuates be-
cause of the radiation of the energy, so thatv l9 is propor-
tional to the normal component of the energy flux, i.e.,v l9
}ubl u2}(Dw)4(m2k)12. Hence, when the quadratic term van-
ishes, the next possible dependence isv l9}(Dw)6 which
completes the proof.

At the same time, when Eq.~45! holds, one can prove
that the interfacial wave on a metallic layer remains purely
localized and incorporates the inhomogeneous modesa
52,3,4 anda56,7,8 in the top and bottom medium, respec-
tively. In this instance, the ‘‘domains’’ remain completely
identical. Accordingly, there is the same set of plane modes
above and below the interface. The localized wave then ex-
ists provided that the conditions

(
a52

4

ba8La85 (
a56

8

ca8La8 , (
a52

4

ba8Aa85 (
a56

8

ca8Aa8 ,

~46!

(
a52

4

ba8Fa85 (
a56

8

ca8Fa850

are obeyed. In 6 mm crystals, the parameters of modesa
51,5 ~quasi transverse modes! can be found analytically for
arbitrary values ofDwm andDwn . These waves do not pro-
duce an electrical potential~but they produce the induction
having nonzero normal projection!. Letting ba85Fa8 , a
52,3,4, andca852Fa8 , a56,7,8, we get that due to Eq.~7!
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andF1,58 50 the first two equalities in Eq.~46! hold identi-
cally and(a52

4 (Fa8 )2[2(a56
8 (Fa8 )2[2(a52

4 (Fa8* )2.
So, if the real functionf I(v,Dw)5 i (a52

4 (Fa8 )2 van-
ishes, all conditions Eqs.~46! will be satisfied. Obviously
f I(v I ,0)50 and it is easily checked that] f I /]vÞ0 at this
point. Hence, in view of analyticity off I(v,Dw) the equation
f I(v,Dw)50 is solvable with respect tov within an interval
of deviation angles. Thus, for orientations Eq.~45!, there
appears a branch of localized ‘‘supersonic’’ interfacial waves
rather than one of leaky waves. Note that for the nonsym-
metric geometry of propagation the interfacial wave is not
‘‘equivalent’’ to a wave on a metallized mechanically free
surface as it does not leave the interface traction free.

V. CONCLUDING REMARKS

In the present paper, we have performed a general analy-
sis of the possibility of existence of SH-localized waves on
two types of interface between rigidly bonded piezoelectrics.
When the interface is not metallized, one can establish the
admissible number of solutions and formulate a condition
ruling out the appearance of the interfacial wave. Remem-
bering results obtained in Ref. 10 we see that in this case the
conclusions do not provide more information than those
made in Ref. 8 regarding localized waves of the generic type
on the nonmetallized rigid contact between piezoelectrics of
unrestricted symmetry. On the other hand, as applied to the
SH-wave problem on the metallized contact, the impedance
method permits derivation of a sufficient condition for the
existence of the interfacial wave. In addition it has been
found that SH-interfacial waves on the metallized interface
between identical media exists for all orientations of the in-
terface, with the exception of not more than two orientations.
It has also been shown that the ‘‘supersonic’’ interfacial
wave on a metallic layer in crystals of symmetry 6 mm may
remain purely localized even if the sagittal plane is not per-
pendicular to a common direction of the six-fold axes of
symmetry.

However, misorientation of the bicrystal commonly
causes the transformation of ‘‘supersonic’’ interfacial waves
into leaky waves. The appearance of a leaky wave branch
results in specific peculiarities of the resonant type in the
behavior of the coefficients of mode conversion. For ex-
ample, it may be that a bulk wave experiences total reflection
at the incident angle for which its trace speed is equal to the
real part of the leaky wave speed. But the same wave will
almost totally transmit through the interface if the incident
angle slightly differs from the resonant value. Using expres-
sions obtained one can estimate the resonant angle and the
width of the resonance.

We considered that the layer inserted into the crystal
was of vanishingly small thickness. An isotropic layer of
finite thickness directly does not affect ‘‘the mode mixing’’
between SH- and in-plane modes, but the real part of the
leaky wave speed becomes then frequency dependent. As a
result, using a layer of finite thickness one can control the
value of the resonant angle by varying the frequency of the
incident wave. Note that if the inserted layer is anisotropic,
then it can additionally ‘‘mix’’ modes owing to its charac-

teristic anisotropy. The leaky wave can then appear without
misorientation of crystals.17
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APPENDIX

Explicitly ( M̂ J
(k))ba , k51,2, read as

~M̂ J
(1)!ba5

~]N̂/]wJ!ab

pa2pb
, aÞb, ~A1!

~M̂ J
(2)!ba5

1

pa2pb
F (

gÞa
S ]N̂

]wJ
D

bg

~M̂ J
(1)!ga

2~M̂J
(1)!baS ]N̂

]wJ
D

ab

10.5S ]2N̂

]wJ
2D

ab
G , aÞb,

~A2!

and (M̂ J
(1))aa50, (M̂J

(2))aa520.5(bÞa(M̂ J
(1))ab

2 . Substi-
tuting the expressions form8 andn8 in Eq. ~4! and using Eq.
~2! gives

S ]N̂

]wm
D

ab

5Ua@pa~nt!1pb~ tn!1~ tm!1~mt!#Ub , ~A3!

S ]N̂

]wn
D

ab

5Ua@papb@~nt!1~ tn!#1pa~ tm!1pb~mt!#Ub ,

~A4!

S ]2N̂

]wm
2 D

ab

52Ua@~ tt !2~ tn!~nn!21~nt!#Ub

1~pa2pb!UaVb , ~A5!

S ]2N̂

]wn
2D

ab

5~pa2pb!UaVb12Ua@papb@~ tt !

1@~nt!1~ tn!#~nn!21@~nt!1~ tn!##

2pa@~nt!1~ tn!#~nn!21~ tm!2pb~mt!

3~nn!21@~nt!1~ tn!#2~mt!~nn!21~ tm!#Ub .

~A6!
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Bjerknes forces between two bubbles in a viscous fluid
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A refined expression for the secondary Bjerknes force between two spherical gas bubbles in a
viscous incompressible fluid is derived, allowing for the dipole oscillations of the bubbles and
acoustic streaming around them. The investigation is motivated by the fact that the existing theory
@see, for example, E. A. Zabolotskaya, Sov. Phys. Acoust.30, 365–368~1984!# neglects both of
these processes, taking into account only linear viscous effects due to the radial oscillations of the
bubbles. More correct calculations reveal that, provided the viscous penetration depth in the
surrounding fluid is comparable to the bubble size, the forces on the bubbles differ noticeably from
values given by the former theory, and, in addition, are no longer equal and opposite to each other.
Such conditions are shown by numerical examples to be quite realistic ones, even for low-viscosity
fluids like water. © 1999 Acoustical Society of America.@S0001-4966~99!05612-X#

PACS numbers: 43.35.Ej@MAB #

INTRODUCTION

There are two types of time-averaged radiation forces
exerted by a sound wave field on gas bubbles in a fluid. Both
of them are of the same nature and discriminated only for
reasons of convenience. The force on an individual bubble is
called the acoustic radiation pressure or the primary Bjerknes
force, and that between bubbles~usually pairwise interac-
tions are considered! is called the secondary or mutual or
merely Bjerknes force. It is the secondary force that is the
subject matter of this paper.

The Bjerknes forces are named after C. A. Bjerknes and
his son V. F. K. Bjerknes, who were the first to report on this
effect.1 These forces are an integral part of many acoustic
phenomena and applications, such as acoustic cavitation,
multibubble sonoluminescence, acoustic degassing, medical
ultrasonics, etc.2–7 In the literature, there are a number of
detailed reviews of the secondary Bjerknes forces, including
the most recent publications.8–12There is little point in copy-
ing them here. But works directly relevant to the present
investigation will be mentioned below.

The purpose of this paper is to study how the viscosity
of the surrounding fluid influences the Bjerknes force of two
gas bubbles. The Bjerknes formula of that force is known not
to allow for dissipative processes at all, assuming that the
surrounding medium is an inviscid incompressible fluid and
the gas within the bubbles obeys the adiabatic law. To take
the dissipation of energy into account, Zabolotskaya13 has
used the standard phenomenological technique: The equa-
tions of radial pulsations of two interacting bubbles, which
had initially been obtained for an ideal fluid, were supple-
mented with damping terms that allowed for radiation, heat,
and viscous losses. That approach, however, takes no ac-
count of acoustic streaming around the bubbles as well as
viscous effects due to the translational motion of the bubbles
in each other’s scattered fields. Therefore it is correct only
when the viscosity of the surrounding fluid is low. To put it
more exactly, that approach is correct only if the viscous
penetration depth in the fluid@which is defined asdv
5(2n/v)1/2, wheren is the kinematic viscosity andv is the

angular driving frequency# is much smaller than the equilib-
rium radii of the bubbles. In many situations of interest that
condition is not met. As an example, for a bubble with a
radiusR0 of 1 mm in water at a frequency of 20 kHz~pa-
rameters typical of bubble sonoluminescence!, the ratio
dv /R0 is equal to about 4.

The present author has tried to take into account the
acoustic streaming, neglecting the translational motion of the
bubbles.14 This, however, gives a wrong result since the
translational motion is found to produce extra acoustic
streaming of the same order as that due to the radial bubble
pulsations alone. Moreover, it gives rise to the vorticity of
the linear scattered field, which contributes to the interaction
force as well. The present paper takes proper account of all
these effects, rectifying thus the oversights of the previous
work.

I. THEORY

Consider two gas bubbles with mean radiiR10 andR20

and a distanceL between their equilibrium centers, as shown
in Fig. 1. It is assumed that the bubbles are far apart so that
L@R10,R20. This allows us to restrict our consideration to
the monopole~radial! and dipole~translational! oscillations
of the bubbles and to neglect higher-order oscillations~shape
deformation modes!. Note, however, that if the above condi-
tion is violated, then the impact of the shape oscillations on
the Bjerknes force can be very significant.11 We will also
neglect nonlinear bubble oscillations, assuming the imposed
acoustic field to be weak enough. The surrounding medium
is presumed to be a viscous incompressible fluid subject to
the following equations:

“•v50, ~1!

r
]v

]t
1r~v•“ !v5hDv2“p , ~2!

wherev is the fluid velocity,r is the fluid density,h is the
fluid viscosity, andp is the fluid pressure.
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The radiation interaction force exerted on thej th bubble
( j 51,2) by a sound wave field is given by15

Fj5E
Sj 0

^2h~nj•“ !v~2!1hnj3~“3v~2!!2nj p
~2!

2rv~1!~v~1!
•n!&dSj 0 , ~3!

whereSj 0 is the equilibrium surface of thej th bubble,nj is
the unit outward normal toSj 0 , the superscripts~1! and ~2!
denote quantities of first and second order in the incident
field amplitude, and̂ & means an average over the incident
field cycle.

Equation~3! shows that in a viscous fluid the calculation
of the force requires the velocitŷv(2)& and the pressure
^p(2)& of acoustic streaming in addition to the linear fluid
velocity v(1). These quantities are calculated in the next two
subsections.

A. Linear equations

In this subsection the linear scattered fields of the
bubbles are worked out with an accuracy up to leading terms
in the small parametersRj 0 /L.

By linearizing Eqs.~1! and ~2!, one has

“•v~1!50, ~4!

r
]v~1!

]t
5hDv~1!2“p~1!. ~5!

The velocityv(1) can be represented as

v~1!5“w~1!1“3c~1!, ~6!

wherew (1) andc(1) are the scalar and vorticity velocity po-
tentials, respectively. These can be written as

w~1!5w I1w1
~1!1w2

~1! , ~7!

c~1!5c1
~1!1c2

~1! , ~8!

wherew I5A exp(2ivt) is the incident potential andw j
(1) and

cj
(1) are the scattered potentials of thej th bubble. Substitut-

ing Eq. ~6! into Eq. ~4!, one finds thatw j
(1) is to obey the

Laplace equationDw j
(1)50. AsL@Rj 0 , w j

(1) can be taken to
be

w j
~1!5Ae2 ivtajRj 0 /r j , ~9!

whereaj is a dimensionless constant to be determined by the
boundary conditions at the surfaces of the bubbles and the
meaning ofr j is evident from Fig. 1.

In view of the axial symmetry of the problem involved,
cj

(1) must be of the form:cj
(1)5c j (r j ,u j ,t)e« , where

c j (r j ,u j ,t) is some function ande« is the unit azimuth vec-
tor that is used in both spherical coordinate systems shown in
Fig. 1. It follows that“•cj

(1)50 and hence

“3~“3cj
~1!!5“~“•cj

~1!!2Dcj
~1!52Dcj

~1! . ~10!

Substituting Eq.~6! into Eq. ~5!, subjecting the resulting
equation to the curl operator, and taking into account Eq.
~10!, one obtains

~D21a2D!cj
~1!50, ~11!

wherea25 iv/n andn5h/r. Let us refine the form ofcj
(1) .

The curl of cj
(1) , as a part ofv(1), must be a polar vector.

Thereforecj
(1) should be an axial vector. It follows thatcj

(1)

should be equal to the curl of some polar vector. In view of
the symmetry of the problem involved, that polar vector
should be of the form:f j (r j )ej , where f j (r j ) is a certain
function to be found andej is the unit vector directed from
the j th bubble to the other bubble, as shown in Fig. 1. So
cj

(1) can be represented as

cj
~1!5Ae2 ivt

“3@ f j~r j !ej #

5Ae2 ivt
“ f j~r j !3ej

52Ae2 ivt f j8~r j !e« sinu j , ~12!

with f j8(r j )5d f j (r j )/dr j andej5er j cosuj2eu j sinuj , where
er j and eu j are the unit vectors of the spherical coordinates
related to thej th bubble.

Substitution of Eq.~12! into Eq. ~11! yields

“~D21a2D! f j~r j !3ej50, ~13!

which gives

“~D21a2D! f j~r j !50, ~14!

and then

~D1a2!D f j~r j !5const. ~15!

Since v(1)→0 for r j→`, D f j (r j ) should tend to zero as
well, and therefore Eq.~15! takes the form

~D1a2!D f j~r j !50. ~16!

This is the Helmholtz equation with respect toD f j (r j ). Its
solution is given by

D f j~r j !5C
eiar j

r j
, ~17!

where C is a constant anda is taken to bea5(11 i )/dv
@recall thatdv5(2n/v)1/2# in order that the viscous wave
should die out asr j→`. Integration of Eq.~17! yields

f j8~r j !5bj

eiar j

~ar j !
2 ~12 iar j !1cj S Rj 0

r j
D 2

, ~18!

where bj and cj are dimensionless constants to be deter-
mined by the boundary conditions at the bubbles’ surfaces.
As is seen from Eq.~12!, there is no need to calculate the
function f j (r j ) itself.

We now proceed to find the pressurep(1). It can be
represented as

FIG. 1. Geometry of the problem considered.
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p~1!5pI1p1
~1!1p2

~1! , ~19!

where

pI52r
]w I

]t
5 ivrw I ~20!

andpj
(1) is the pressure produced by thej th bubble. Accord-

ing to Eqs.~5!–~8!,

“pj
~1!5hD~“3cj

~1!!2r
]

]t
~“w j

~1!1“3cj
~1!!. ~21!

From Eq.~12!, one has

“3cj
~1!5Ae2 ivt@~ej•“ !“ f j~r j !2ejD f j~r j !#. ~22!

Substituting Eqs.~9! and ~22! into Eq. ~21! and taking into
account Eq.~16! and the fact thatpj

(1)→0 for r j→`, one
obtains

pj
~1!5Ae2 ivt@ ivraj~Rj 0 /r j !1h~ej•“ !~D1a2! f j~r j !#.

~23!

It remains to calculate the constantsaj , bj , andcj . To
this end, the linear boundary conditions for the velocity and
the normal stress of the fluid at the surface of thej th bubble
are used. The former is given by

Ṙj~ t !er j 1U j~ t !ej5v~1!ur j 5Rj 0
, ~24!

where Rj (t) and U j (t) are, respectively, the instantaneous
radius and the linear translational velocity of thej th bubble,
and the dot overRj (t) denotes the time derivative. Equation
~22!, after some manipulation, gives

“3cj
~1!5Ae2 ivtF S f j9~r j !1

1

r j
f j8~r j ! D sinu jeu j

2
2

r j
f j8~r j !cosu jer j G . ~25!

Substitution of this equation along with Eq.~9! into Eq. ~6!
yields an explicit expression for the total fluid velocityv(1).
That expression is then substituted into Eq.~24!, keeping up
to the second-order terms inRj 0 /L; in doing so,aj is as-
sumed to be of zero order andbj andcj of second order.~It
will be seen below that this is the case.! As a result, Eq.~24!
yields

ajAe2 ivt52Rj 0Ṙj~ t !, ~26!

Ae2 ivtFR32 j 0

L2 a32 j2
2

Rj 0
f j8~Rj 0!G5U j~ t !, ~27!

Ae2 ivtF f j9~Rj 0!1
1

Rj 0
f j8~Rj 0!2

R32 j 0

L2 a32 j G52U j~ t !.

~28!

Combining Eqs.~27! and ~28!, one obtains the following
equation for the functionf j8(r j ) at r j5Rj 0 :

f j9~Rj 0!2 f j8~Rj 0!/Rj 050. ~29!

Differentiating Eq.~18!, one finds an expression forf j9(r j ),

f j9~r j !5bj

eiar j

a2r j
3 ~a2r j

212iar j22!2cj

2Rj 0
2

r j
3 , ~30!

Substituting Eqs.~30! and ~18! into Eq. ~29!, one expresses
one of the sought-for constants,cj , in terms of the other one,
bj ,

cj5bj

eiaRj 0

3a2Rj 0
2 ~a2Rj 0

2 13iaRj 023!. ~31!

To go on, we need an expression forU j (t). To find it,
we use the equation of the translational motion of thej th
bubble,

4

3
pRj 0

3 pj

dUj~ t !

dt
5E

Sj 0

~s rr
~1! cosu j2s ru

~1! sinu j !dSj 0 ,

~32!

wherer j is the equilibrium density of the gas inside thej th
bubble ands rr

(1) and s ru
(1) are the components of the linear

stress tensor of the surrounding fluid in the spherical coordi-
nates related to thej th bubble, given by16

s rr
~1!52p~1!12h

]v r j

~1!

]r j
, ~33!

s ru
~1!5hS 1

r j

]v r j

~1!

]u j
1

]vu j

~1!

r j
2

vu j

~1!

r j
D . ~34!

Calculatingv(1) from Eqs.~6!–~9! and ~25!, p(1) from Eqs.
~19!, ~20!, and~23!, substituting the resulting equations into
Eqs.~33! and~34!, taking into account Eq.~29!, and keeping
up to the second-order terms inRj 0 /L, one finds

s rr
~1!ur j 5Rj 0

52 ivrAe2 ivt$11a32 j~R32 j 0 /L !@1

1~Rj 0 /L !cosu j #1aj@124~aRj 0!22#

1cosu j@ f j8~Rj 0!1a22f j-~Rj 0!#%, ~35!

s ru
~1!ur j 5Rj 0

5hAe2 ivt sinu j f j-~Rj 0!. ~36!

Substitution of these two equations into Eq.~32! results in

U j~ t !5
rAe2 ivt

r jRj 0
@ f j8~Rj 0!13a22f j-~Rj 0!

1a32 jR10R20/L2#. ~37!

Differentiating Eq.~30!, one obtains the following expres-
sion for f j-(r j ):

f j-~r j !5bj

eiar j

a2r j
4 ~ ia3r j

323a2r j
226iar j16!1cj

6Rj 0
2

r j
4 .

~38!

Setting in Eqs.~18! and~38! r j5Rj 0 and taking into account
Eq. ~31!, one finds

f j8~Rj 0!5bje
iaRj 0/3, ~39!

f j-~Rj 0!5bje
iaRj 0~ iaRj 021!/Rj 0

2 . ~40!

Substitution of Eqs.~39! and ~40! into Eq. ~37! gives the
linear translational velocity of thej th bubble,U j (t), in terms
of the constantbj ,
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U j~ t !5Abje
i ~aRj 02vt !

a2Rj 0
2 13iaRj 023

a2Rj 0
3 ~l j21!

, ~41!

with l j5r j /r. Substituting Eqs.~41! and~39! into Eq.~27!,
one obtainsbj to be

bj5
3~aRj 0!2~l j21!exp~2 iaRj 0!

9~ iaRj 021!1~aRj 0!2~112l j !

R10R20

L2 a32 j . ~42!

Finally, substitution of Eq.~42! into Eqs.~31! and~41! yields

cj5
~l j21!~a2Rj 0

2 13iaRj 023!

9~ iaRj 021!1~aRj 0!2~112l j !

R10R20

L2 a32 j ,

~43!

U j~ t !5
3

Rj 0
Ae2 ivt

a2Rj 0
2 13iaRj 023

9~ iaRj 021!1~aRj 0!2~112l j !

3
R10R20

L2 a32 j . ~44!

To find aj , we use the boundary condition of continuity
of the normal stress across the bubble surface,

P02s rr
~1!ur j 5Rj 0

1
2s

Rj~ t !
5Pg jS Rj 0

Rj~ t ! D
3g

, ~45!

where P0 is the hydrostatic pressure in the fluid,s is the
surface tension,Pg j is the equilibrium pressure of the gas
inside thej th bubble, andg is the polytropic exponent. The
time-varying radius of thej th bubble can be written as

Rj~ t !5Rj 01xj
~1!~ t !, ~46!

where, as follows from Eq.~26!, the linear changexj
(1)(t) is

given by

xj
~1!~ t !52 iAe2 ivtaj /~vRj 0!. ~47!

Substituting Eqs.~46! and ~47! along with Eq.~35! into Eq.
~45!, with an accuracy up to the first-order terms inRj 0 /L,
one has

S v j
2

v2212 id j Daj2
R32 j 0

L
a32 j51, ~48!

where v j is the monopole resonance frequency of thej th
bubble, given by

v j5
1

Rj 0
F1

r S 3gPg j2
2s

Rj 0
D G1/2

, ~49!

andd j is the dimensionless damping constant due to the fluid
viscosity, defined as

d j5
4n

vRj 0
2 5

2dv
2

Rj 0
2 . ~50!

Solving Eq.~48! for aj , one obtains

aj5
1

D S v32 j
2

v2 212 id32 j1
R32 j 0

L D ~51!

with

D5S v1
2

v2212 id1D S v2
2

v2212 id2D 2
R10R20

L2 . ~52!

So, the linear equations have been solved. We can now pro-
ceed to the equations of acoustic streaming.

B. Equations of acoustic streaming

By averaging Eqs.~1! and~2! over time and keeping up
to the second order in the incident field amplitude, one ob-
tains

“•^v~2!&50, ~53!

hD^v~2!&2“^p~2!&5r^~v~1!
•“ !v~1!&. ~54!

These equations are normally referred to as the equations of
acoustic streaming.

The velocity^v(2)& is sought as

^v~2!&5“3C. ~55!

Then Eq.~53! is satisfied automatically, and Eq.~54!, upon
substitution of Eq.~55! and applying the curl operator to
both sides of the resulting equation, gives

D2C52n21
“3^~v~1!

•“ !v~1!&. ~56!

Taking into account that

“3@~v~1!
•“ !v~1!#5“3@ 1

2 “~v ~1!!21~“3v~1!!3v~1!#

5“3~v~1!3Dc~1!!, ~57!

one has instead of Eq.~56!,

D2C5n21
“3^Dc~1!3~“w~1!1“3c~1!!&. ~58!

It follows from Eq. ~58! that the leading term ofC in the
vicinity of the surface of thej th bubble, denoted below by
Cj , is of second order inRj 0 /L and adheres to the equation

D2C5n21
“3^Dcj

~1!3“w j
~1!&. ~59!

Knowledge ofCj will suffice to calculate the force on the
j th bubble.

Using Eqs.~9! and ~12!, one finds

“3^Dc~1!3“w j
~1!&5

uAu2Rj 0 sinu je«

2r j
5

3Re$aj* @r j
3f j

IV~r j !1r j
2f j-~r j !

26r j f j9~r j !16 f j8~r j !#%, ~60!

where Re means ‘‘the real part of’’ and the asterisk indicates
the complex conjugate. Substituting Eq.~60! along with Eqs.
~18!, ~30!, and~38! into Eq. ~59!, one obtains

D2Cj5
uAu2Rj 0 sinu je«

2nr j
5

3Re$aj* bje
iar j~323iar j2a2r j

2!%. ~61!

It follows that Cj can be represented as

Cj5
uAu2Rj 0

2n
sinu je« Re$aj* bjgj~r j !%, ~62!

wheregj (r j ) is some function to be found. Substitution of
Eq. ~62! into Eq. ~61! yields
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gj
IV~r j !14r j

21gj-~r j !24r j
22gj9~r j !

5r j
25eiar j~323iar j2a2r j

2!. ~63!

This equation is solved by using the standard Lagrange
method. That is, we first consider the associated homoge-
neous equation,

yIV~r j !14r j
21y-~r j !24r j

22y9~r j !50. ~64!

Its solutions are of the formr j
m , wherem is defined from

m~m21!@~m22!~m23!14~m22!24#50. ~65!

The roots of Eq.~65! are equal to22, 0, 1, and 3. As pre-
scribed by the Lagrange method, the solution to Eq.~63! is
given by

gj~r j !5C1~r j !r j
221C2~r j !1C3~r j !r j1C4~r j !r j

3, ~66!

where the functionsCn(r j ) (n51,2,3,4) are determined by
the following set of differential equations:

C181r j
2C281r j

3C381r j
5C4850,

2C182r j
3C3823r j

5C4850,

C181r j
5C4850, ~67!

24C1826r j
5C485eiar j~a2r j

213iar j23!.

Solving these equations yields

C1~r j !5D12
eiar j

30ia
~825iar j2a2r j

2!, ~68!

C2~r j !5D21
ia

6
eiar j1

1

2 E
Rj 0

r j
r 22eiar~12 iar !dr,

~69!

C3~r j !5D32
1

6 E
Rj 0

r j
r 23eiar~323iar 2a2r 2!dr, ~70!

C4~r j !5D41
1

30 ERj 0

r j
r 25eiar~323iar 2a2r 2!dr.

~71!

The constantsDn (n51,2,3,4) are determined from the
boundary conditions at infinity and at the surface of thej th
bubble. From the condition that“3Cj→0 as r j→`, one
has

D35
1

6 E
Rj 0

`

r 23eiar~323iar 2a2r 2!dr

5
1

2Rj 0
2 FE3~2 izj !2 izjE2~2 izj !2

1

3
zj

2E1~2 izj !G ,
~72!

D452
1

30 ERj 0

`

r 25eiar~323iar 2a2r 2!dr

5
1

10Rj 0
4 F1

3
zj

2E3~2 izj !1 izjE4~2 izj !2E5~2 izj !G ,
~73!

wherezj5aRj 0 andEm(z) is the integral exponent of order
n, defined as17

Em~z!5E
1

`

x2me2zxdx, m50,1,2,...; Rez.0. ~74!

To find D1 and D2 , we use the boundary condition of
adhesion of the fluid particles to the surface of thej th
bubble. Note that the condition is applied to the perturbed
surfaceSj (t) given by

r j5j j~ t !ej1@Rj 01xj
~1!~ t !#nj , ~75!

where the displacement of the center of thej th bubblej j (t)
is subject to the relation:j̇ j (t)5U j (t). Expansion of the
exact fluid velocityv at this surface in a Taylor series up to
the second order in the incident field amplitude, followed by
averaging over time, results in

^vusj ~ t !&'^v~2!&ur j 5Rj 0
1^@~j jej1xj

~1!er j !•“#v~1!&ur j 5Rj 0
.
~76!

The bubbles can be assumed to be at rest in the average:
Their ‘‘slow’’ motions are caused by the very forces we are
searching for and hence can be neglected when the forces
are, as such, calculated. As a result, the desired boundary
condition, with an accuracy up to the second-order terms in
Rj 0 /L, takes the form

~“3Cj !r j 5Rj 0
1 K j j~ej•“ !“w j

~1!1xj
~1!

]

]r j
~“w j

~1!

1“3cj
~1!!L U

r j 5Rj 0

50. ~77!

From Eq.~62!, one finds

“3Cj5
uAu2Rj 0

2nr j
Re$aj* bj@2gj~r j !cosu jer j 2~gj~r j !

1r jgj8~r j !!sinu jeu j #%. ~78!

Substituting Eq.~78! along with Eqs.~9! and ~25! into Eq.
~77!, and using Eqs.~29!, ~40!, ~41!, ~47!, ~66!, and ~68!–
~71!, one obtains

D15
Rj 0

30 H 15Rj 0
2 D3145Rj 0

4 D41
eizj

zj
4~l j21!

@30~zj
213izj

23!1~12l j !zj
2~1527izj15zj

22 izj
3!#J , ~79!

D25
1

2Rj 0
F eizj

3zj
2 ~323izj2 izj

3!23Rj 0
2 D325Rj 0

4 D4G . ~80!

It only remains to find the acoustic streaming pressure
^p(2)&. It is sufficient to calculate the leading term of^p(2)&
in the vicinity of the j th bubble. According to Eq.~54!, that
term, denoted below bŷpj

(2)&, is given by
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“^pj
~2!&5hD~“3Cj !2r^~v~1!

•“ !v~1!&

5hD~“3Cj !2r^ 1
2 “~v ~1!!21~“3v~1!!3v~1!&

5hD~“3Cj !2
r

2
“^~v ~1!!2&

2r^“w j
~1!3Dcj

~1!&, ~81!

where terms are kept accurate up toRj 0
2 /L2.

For subsequent calculations it is convenient to represent
Cj as

Cj5“3@x~r j !ej #5“x~r j !3ej52x8~r j !sinu jee , ~82!

where, as is seen from comparison with Eq.~62!,

x8~r j !5
uAu2Rj 0

2n
Re$aj* bjgj~r j !%. ~83!

From Eq.~82!, one finds

“3Cj5~ej•“ !“x~r j !2ejDx~r j !, ~84!

which, upon substitution in Eq.~81!, gives

“^pj
~2!&5h“~ej•“ !Dx~r j !2

r

2
“^~v ~1!!2&

2hejD
2x~r j !1r^Dcj

~1!3“w j
~1!&. ~85!

Let us transform the last two terms on the right-hand side of
Eq. ~85!, denoting their sum byT. Using Eqs.~66! and~83!,
one finds

D2x~r j !5215n21uAu2Rj 0 Re$aj* bjC4~r j !%. ~86!

Substituting Eq.~86! along with Eqs.~9! and~12! into T, and
using Eqs.~18!, ~30!, ~38!, and the fact thatej5cosuj er j

2sinujeu j , one obtains

T515uAu2Rj 0r ReH aj* bjFC4~r j !cosu jer j

1S eiar

30r j
4 ~ iar j21!2C4~r j ! D sinu jeu j G J . ~87!

It is easy to verify that

T5“@Q~r j !cosu j #, ~88!

where

Q~r j !515uAu2Rj 0r ReH aj* bjF r jC4~r j !

1
eiar j

30r j
3 ~12 iar j !G J . ~89!

Substituting Eq.~88! into Eq. ~85!, one gets

^pj
~2!&5h~ej•“ !Dx~r j !2

r

2
^~v ~1!!2&1Q~r j !cosu j , ~90!

or, after some manipulation,

^pj
~2!&5 1

2 ruAu2Rj 0 cosu j Re$aj* bj@20r jC4~r j !

12r j
22C2~r j !1r j

23eiar j~12 iar j !#%

2
r

4
Re$“w j

~1!* ~“w j
~1!12“w32 j

~1!

12“3cj
~1!!%. ~91!

We are now fully prepared to arrive at the interaction force.

C. Calculation of the interaction force

With an accuracy up to the leading terms inRj 0 /L, Eq.
~3! is reduced to

Fj5Rj 0
2 E

0

2p

deE
0

p

sinu jdu jF2h
]

]r j
~“3Cj !2her j

3DCj2er j ^pj
~2!&2r^v~1!~er j •v~1!!&G

r j 5Rj 0

. ~92!

Substituting all the necessary quantities from the two preced-
ing subsections, after cumbersome but straightforward calcu-
lations, one obtains

Fj5
2pruAu2R10R20

L2 ej Re$aj* a32 j@11t~zj ,l j !#%,

~93!

where the functiont(z,l) is given by

t~z,l!5
12l

2@9~ iz21!1z2~112l!#
$626iz16z2

22iz31z2e2 iz@3z2E1~2 iz!19izE2~2 iz!

2~91z2!E3~2 iz!23izE4~2 iz!

13E5~2 iz!#%. ~94!

Substitution of Eq.~51! into Eq. ~93!, and rearrangement of
Eq. ~94! by using recurrence formulas forEm(2 iz),17 finally
yield

Fj5
2pruAu2R10R20

uDu2L2 ej@~T1T21d1d2!

3~11Re$t~zj ,l j !%!1Im$t~zj ,l j !%

3~d jT32 j2d32 jTj !#, ~95!

t~z,l!5
12l

16@9~ iz21!1z2~112l!#
@48248iz118z2

114iz32z42 iz51~z6212z4!e2 izE1~2 iz!#,

~96!

where

Tj5
v j

2

v2211
Rj 0

L
~97!

and Im means ‘‘the imaginary part of.’’
Sincel j!1, t is governed chiefly by the first argument,

z, which is specified by the parameterX5Rj 0 /dv . The real
and imaginary parts oft versusX for l50 are plotted in Fig.
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2. Large values ofX correspond to the limit of weak viscos-
ity (Rj 0@dv) and small ones to the limit of strong viscosity
(Rj 0!dv). For Rj 0@dv , t is approximated by

t~zj ,0!'15zj
22527.5i ~dv /Rj 0!2523.75id j , ~98!

and in the reverse limiting case

t~zj ,0!'2
1

3 S 11
35

72
zj

2D52
1

3 F11
35i

36 S Rj 0

dv
D 2G

52
1

3 S 11
35i

18d j
D . ~99!

Figure 2 shows that both the real and the imaginary parts of
t are always negative. The modulus of the real part reaches
maximum in the limit of high viscosity, while that of the
imaginary part has its peak at medium values ofX, in the
neighborhood ofX52.2.

II. DISCUSSION

For t50, Eq. ~95! is reduced to the result of
Zabolotskaya,13 which is mentioned in the Introduction,

FjZ5
2pruAu2R10R20

uDu2L2 ~T1T21d1d2!ej . ~100!

Comparison of Eqs.~100! and ~95! reveals that the viscous
effects on the Bjerknes force go beyond the termd1d2 . In
the first place, the real part oft corrects the term

GZ5T1T21d1d2 . ~101!

Second, the imaginary part oft gives rise to one more term.
As a result of both refinements, the force on one bubble is no
longer equal and opposite to that on the other bubble. In
other words, the fluid viscosity, as one would expect from a
dissipative process, breaks the conservatism of the system
involved. This feature is missing from Eq.~100!, which is
indicative of its inaccuracy.

To illustrate these inferences, some numerical calcula-
tions for two air bubbles in water have been made. The ap-
propriate physical parameters were as follows:r51000
kg m23, P051.0133105 Pa, h51023 Pa s, s50.0727
N m21, g51.4. The gas pressurePg j and the gas densityr j

within the j th bubble were calculated fromPg j5P0

12s/Rj 0 andr j5rg0Pg j /P0 , whererg051.2 kg m23 is the
density of air at the pressureP0 . To cover either limit~Rj 0

@dv and Rj 0!dv!, the radii of the bubbles were chosen to
be R1055 and R2053 mm. The results of the calculations
are presented in Figs. 3–5.

Figure 3 depicts the ratiosG1 /GZ and G2 /GZ against
the driving frequency. The quantityGZ is calculated from
Eq. ~101! andGj from

FIG. 3. The ratiosG1 /GZ andG2 /GZ as functions of the driving frequency
for two air bubbles in water in the range below the resonance frequenciesf 1

and f 2 of the bubbles.

FIG. 4. GZ , G1 , andG2 versus the driving frequency in the range between
the resonance frequencies of the bubbles.

FIG. 5. The magnified region of Fig. 4 in the neighborhood of the resonance
frequency of the bigger bubble~bubble 1!.

FIG. 2. The real and imaginary parts oft as functions of the dimensionless
parameterX5Rj 0 /dv . Large values ofX correspond to low viscosity and
small ones to high viscosity.
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Gj5~T1T21d1d2!@11Re$t~zj ,l j !%#1Im$t~zj ,l j !%

3~d jT32 j2d32 jTj !, ~102!

the small termRj 0 /L in Tj being neglected. So, the ratio
Gj /GZ gives an idea of the discrepancy between Eqs.~95!
and ~100!. Figure 3 refers to the frequency range below the
resonance frequencies of the two bubbles, which are denoted
by f 1 and f 2 in it. In this range the bubbles undergo mutual
attraction. It is seen that in the general case the forces on the
bubbles differ noticeably from what is given by Eq.~100! as
well as each other, the smaller bubble~bubble 2! being sub-
ject to a smaller force. For low frequencies, whereRj 0

!dv , both G1 and G2 tend to 2GZ/3, in compliance with
Eq. ~99!.

Figure 4 showsGZ , G1 , andG2 in the frequency range
between the resonance frequencies of the bubbles, where the
mutual repulsion occurs. It is seen that in this range as well
there are, even if minor, departures fromGZ , especially for
the smaller bubble. Their insignificance is explained by the
fact that for such driving frequenciesRj 0@dv and therefore
the fluid viscosity manifests itself only slightly. Finally, Fig.
5 is a magnified region of Fig. 4 in the immediate vicinity of
the resonance frequency of the bigger bubble, bubble 1. It
brings out that there is a frequency range where the forces on
the bubbles are of opposite sign. In particular, nearf 1 ,
bubble 1 experiences a repulsive force while bubble 2 is still
subject to an attractive one.

III. CONCLUSIONS

The aim of this paper has been to examine viscous ef-
fects on the secondary Bjerknes force of two spherical gas
bubbles in a sound wave field. It has been assumed that the
surrounding medium is a viscous incompressible fluid and
the spacing between the bubbles is much larger than their
radii. The Bjerknes force has been calculated taking into ac-
count acoustic streaming generated by both the radial and the
translational oscillations of the bubbles. In this way, errors of
the author’s previous attempt,14 which neglected the transla-
tional motions, have been rectified. It has been found that in

the limit of high viscosity, the secondary Bjerknes forces on
each bubble, first, differ noticeably from values given by the
former theory13 ignoring acoustic streaming, and second, are
not equal and opposite to each other, as the fluid viscosity
breaks the conservatism of the system of two interacting
bubbles.
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An acoustical helicoidal wave transducer with applications
for the alignment of ultrasonic and underwater systems

Brian T. Hefnera) and Philip L. Marston
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A simple four-panel transducer capable of producing a beam with a screw dislocation along its axis
was constructed and evaluated. A screw dislocation in a wavefront is characterized by a phase
dependence about the dislocation axis that varies as exp(2imf), wherem is an integer andf is the
angle about the axis. At the axis, the phase is indeterminate and as a result there is a corresponding
null in the pressure magnitude. The screw dislocation in the transducer beam is along the beam axis
and is found to exist in both the far- and near-fields of the transducer. This null then clearly indicates
the axis of the beam at all distances and has the potential to be used as an aid in the alignment of
objects in sonar experiments or other similar applications. The helicoidal wave is also shown to
possess axial angular momentum. A related transducer was summarized previously@J. Acoust. Soc.
Am. 103, 2971 ~1998!# and is also discussed here for the purposes of comparison. ©1999
Acoustical Society of America.@S0001-4966~99!04812-2#

PACS numbers: 43.35.Yb, 43.38.Hz@HEB#

INTRODUCTION

A dislocation in a wavefront is characterized by an in-
determinate phase at its core with a corresponding null in the
wave magnitude.1,2 For a monochromatic, continuous travel-
ing wave beam, this null typically forms a fixed curve in
space. In a screw dislocation, the phase about the core varies
as exp(2imf), where m is an integer, the sign of which
indicates the charge or handedness of the beam. For a beam
with m51, the planes of constant phase form a corkscrew or
helicoid running in the direction of propagation as shown in
Fig. 1. For higher values ofm, the planes of constant phase
consist ofm interleaved helicoids. In the following, a beam
with a screw dislocation at its center will be referred to as a
helicoidal wave.

Although the existence and properties of screw disloca-
tions in a wave field were first identified in the context of
acoustics, a majority of the subsequent research has been on
optical screw dislocations.3,4 Various researchers have noted
the similarities between the structure of screw dislocations
and vortices in fluids, leading them to describe screw dislo-
cations in light asoptical vortices.5,6 Indeed, under certain
conditions optical vortices have been observed to interact
with one another in ways that are very similar to vortices in
fluids.7 It has also been shown8,9 that a helicoidal wave pos-
sesses angular momentum in its spatial distribution as op-
posed to circularly polarized light, which possesses angular
momentum by virtue of its polarization.10 This property of
the helicoidal wave has found application as a means to
transfer angular momentum from a light beam to very small
particles, allowing one to control the rotation of objects held
in an optical trap. This is sometimes referred to as an optical
spanner.11

This paper describes a simple transducer for use in water
that is capable of generating a beam which has many of the

important properties of a helicoidal wave. Previously, we
presented a different type of transducer that could also gen-
erate a helicoidal beam and discussed several properties of
this wavefront.12,13 That transducer used a less versatile de-
sign than is presented here, as will be discussed in Sec. I.
The current design uses a four-panel configuration, each
panel of which is driven separately and with the appropriate
phase to generate a helicoidal beam. Details of its construc-
tion and operation are presented in Sec. I. This type of beam
may have several uses in acoustics, one of which is the pos-
sibility of using this beam for the purposes of alignment.
This axial null exists in the near-field of the transducer as
well as the far-field, and this yields a well-defined axis rela-
tive to the transducer face. This null may be used as a more
accurate means of aligning sonar targets or other equipment
than a typical Gaussian beam; this application is discussed in
Sec. II. The helicoidal wave also carries angular momentum
as was discussed previously and is shown here in Sec. II.
This property has been exploited in optics and may also find
similar application in acoustics.

I. HELICOIDAL BEAM TRANSDUCER

To generate a helicoidal beam, the phase of the output
needs to be a function of angle about the center of the trans-
ducer. Thus, to produce a beam withm51, the phase at the
transducer face needs to possess the phase dependence of the
radiation. There are several ways to produce this phase shift,
two of which will be discussed here. It is worth noting that to
generate the optical helicoidal beam, one typically starts with
a Gaussian beam, such as the output of a laser, and trans-
forms it using either a system of lenses8 or a grating4 to
produce the desired structure. These techniques could be em-
ployed in acoustics; however, they are not discussed here.

In the transducer presented previously,12,13 the trans-
ducer face was physically offset to induce the proper phase
in the output, as is shown in Fig. 2~a!. That transducer con-
sists of a ring of marine brass and an annular piece of PVDF,a!Electronic mail: bhefner@mail.wsu.edu
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which was stretched across the face of the ring. To produce
the 2p phase shift about the axis of the beam, the ring and
PVDF were cut at one point, which allowed the ring and
transducer face to move like the coil of a spring. By offset-
ting one side of the cut, the height of the ring face, and hence
the PVDF, becomes a continuous function of angle. If the
offset width,d, at the cut is chosen such that it is equal to the
wavelength of the sound produced by the PVDF, the surface
height can then be described aszT5lf/2p and the gener-
ated beam should have the required angular dependence of
exp(2if). To vary the offset, a screw was threaded into a
portion of the ring and the offset could be varied between 0
and 10 mm, beyond which the ring would begin to bend out
of the required helical shape. This sets the lower limit for the
operating frequency of the transducer at approximately
150 kHz.

This transducer produced a beam having many of the
characteristics of a helicoidal beam; however, the design had
several important limitations. Once the user set the offset
distance for the operating frequency of interest, the trans-
ducer could only be used at that frequency. To change the
frequency, the transducer would have to be physically re-
moved from its position and the offset would have to be
manually reset. Also, because unbacked PVDF was used, the
transducer had a great deal of flexibility but it worked poorly
when used to receive sound. This transducer simultaneously

radiated in the forward and backward directions.
To overcome these difficulties, a second transducer was

built using a much simpler and more versatile design. This
transducer was constructed from a 434-in. 1–3 composite
piezoelectric panel constructed by Material Systems, Inc.
The panel is optimally designed to operate at 200 kHz but
can perform from several kHz to nearly 600 kHz. The panel
was etched such that there are four equal-area 232-in.
squares, each of which can be driven on a separate channel.
An acoustic backing was attached to one side of the panel to
minimize radiation in the backward direction and the entire
system was encased in polyurethane. To produce the helicoi-
dal wave, each section was driven with a tone burst and the
phase was chosen such that each quadrant was driven 90° out
of phase from the previous quadrant as shown in Fig. 2~b!.
The phasing was then 0°, 90°, 180°, and 270°, instead of the
continuous phase ramp as in the previous design. In the far-
field of this transducer, this should produce an approximately
helicoidal wavefront.

The performance of the transducer was assessed in a
redwood tank of 8 ft diameter and 8 ft depth. The transducer
was placed 4 ft below the surface and 2 ft from the side of
the tank. The transducer panels were driven at 60 kHz with
50-cycle tone bursts. AnX–Y positioning system was used
to scan a plane perpendicular to the axis of the transducer
and 86 cm from the transducer’s face. A hydrophone, at-
tached to the scanning system, recorded the phase and mag-
nitude of the acoustic field at 1-cm increments, the results of
which are displayed in Figs. 3~a! and 4. Although the beam
does not possess cylindrical symmetry, it does possess the
required screw dislocation at its center. Close to the beam
axis, the phase becomes helical in nature and at the axis it
becomes indeterminate. This produces the desired near-null
in the magnitude of the beam along the axis. To demonstrate
that this null exists along the axis, even into the near-field of
the beam, the data in Figs. 3~a! and 4 were numerically back-
propagated using acoustic holography techniques.14 Figure
3~b! shows the beam at 43 cm, half the distance to the trans-
ducer, and as expected the null along the axis is still present.
Although the beam may become complicated as the propa-
gation distance is decreased, the null will still be present, as
is discussed in more detail below. It is interesting to note that
the screw dislocation at the center is not the only dislocation
present in the beam. There are also four prominent edge
dislocations,1 as can be seen in the phase distributions. At the
cores of these dislocations, the phase becomes indeterminate
as well and there are four corresponding nulls in the magni-
tude. Unlike the dislocation along the beam axis, these dis-
locations are not fixed and depend on the distance from the
transducer face.

With this design, the frequency of the output can be
changed as well as the helicity of the beam without disrupt-
ing the alignment of the transducer. Also, the transducer can
be switched from operating withm51 to m50 where there
is no dislocation present in the beam. Unlike the previous
design, where it was possible to setd5ml, this transducer
cannot operate withm.1, although this design could be gen-
eralized to a larger number of panels or sections to produce
this type of beam. The piezocomposite material also works

FIG. 1. Planes of constant phase for a wavefront containing a screw dislo-
cation ~helicoidal wavefront!. The direction of propagation is indicated by
the arrow which runs along the axis of the beam. The phase is indeterminate
along the axis and there is a corresponding null in the magnitude.

FIG. 2. Schematic of the transducers used to generate helicoidal wavefronts.
~a! In the ring transducer, the phase ramp required to produce the helicoidal
wave is introduced by the cut in the ring. Whend5l, the height of the
surface is described aszT5lf/2p, wherel is the wavelength of the beam
andf is the angle about the beam axis.~b! A four-panel 3–1 piezocompos-
ite transducer was driven such that each panel was 90° out of phase with the
previous panel. This gives the required 360° change in phase around the axis
of the beam producing a helicoidal wavefront in the far-field.
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very well for receiving as well as transmission. This particu-
lar transducer has been used for this type of application with
all of the panels connected; however, it has not been used to
send and receive with each panel on a separate channel.
There are several applications, such as scattering, for which
this would be a very useful configuration. From symmetry
considerations, specular reflections of anm51 beam from
axisymmetric objects may be suppressed or enhanced using
the superposition of signals from appropriately phased
detectors.13

II. DISCUSSION

As mentioned above, this helicoidal beam may be a very
useful tool for the alignment of sonar experiments or other
ultrasonic and underwater applications where objects need to
be placed along a common axis. The helicoidal beam pro-
duced a well-defined null along the axis of the beam which
exists in both the near- and far-fields. Its existence for the
particular transducer discussed above can be understood by
realizing that along the axis, the output of each panel inter-
feres destructively with the panel across from it. Regardless
of how complicated the overall structure of the beam may
become in the near-field, this interference should be main-
tained producing a continuous axial null. Using a hydro-
phone, the location of the axis could be found at the desired
distance from the transducer and then replaced by the target
to insure that the target is placed on the beam axis. A more
accurate method might be to use the transducer in a send and
receive mode and look at the specular reflection from the
target using the helicoidal beam. As noted previously, the
reflected signal would have the opposite helicity and if the
object is aligned with the axis, the received signal should be
suppressed. Furthermore, for axisymmetric targets the back-
scattered amplitude vanishes if measured on the axis.

To further confirm the presence of a continuous null into
the near-field of the transducer, a scan similar to the one

presented in Fig. 3 was numerically backpropagated as in
Fig. 3~b! to track the existence of the null. For this scan, the
transducer was operated at 100 kHz and the sample plane
was 95 cm from the transducer face. A cross section of these
backpropagation results corresponding to thex–z plane is
given in Fig. 5. For the transducer operating at this fre-
quency, the Rayleigh distance is taken to beR'(1/2)ka2

554.8 cm, wherea55.1 cm is the half-width of the trans-
ducer. As seen in Fig. 5, the null exists well within the Ray-
leigh distance of the transducer. Also, notice that the width
of the axial null decreases as one approaches the face of the
transducer. By increasing the operating frequency, because
the null exists at all distances along the beam’s axis regard-
less of the Rayleigh distance, the width of the null can be

FIG. 3. Output of the panel transducer operating at 60 kHz.~a! The normalized magnitude was measured in a plane perpendicular to the beam’s axis at a
distance of 86 cm from the transducer. The output is displayed on a decibel scale measured relative to the maximum response of the receiver.~b! The
magnitude and phase information was numerically backpropagated to 43 cm to confirm the existence of the axial null within the Rayleigh distance of the
transducer,R554.8 cm.

FIG. 4. The phase of the output measured in a plane perpendicular to the
beam’s axis at a distance of 86 cm from the transducer. At the center of the
beam the phase becomes indeterminate and comparison to Fig. 5 indicates
that this corresponds to the location of the null in the magnitude of the wave
field.
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made tighter for longer distances. This could increase the
accuracy in determining the axis location and hence the
alignment of objects along this axis.

To examine the nature of the angular momentum trans-
port in helicoidal waves, one can use a relatively simple
mathematical description of the beam which is often used in
optics for pure modes. The Laguerre–Gaussian~LG! beam is
a solution to the paraxial wave equation in cylindrical coor-
dinates and has many of the important properties of the heli-
coidal wave.8 With u denoting the azimuthal angle the solu-
tions for the acoustic paraxial wave equation are

pmn~r ,u,z!5AmnF11S z

zR
D 2G21/2

e2~r /w!2
eikr 2/2Re2 iC

3eimu~~r /w!A2! umuLn
umu~2r 2/w2!eikz, ~1!

where zR5pw0
2/l is the Rayleigh range,w(z)5@2(zR

2

1z2)/kzR#1/2 is the local beam width,w05w(0), R5(zR
2

1z2)/z, C5(umu1112n) is a generalized Guoy phase
shift, Amn is a constant, andLn

umu is the associated Laguerre
polynomial. The angular index,m, can take on the values
m50,61,62, . . . and theeimu term introduces the ramp in
the phase about thez-axis. Form50, the solution reduces to
the Gaussian beam solution with no angular variation in
phase. FormÞ0, the ((r /w)A2)umu term insures that for
these values ofm, there is the required pressure null along
the axis of the beam. The radial index,n, can take on values
n50,1,2, . . . and this index affects the number of radial
nodes in the beam. For the present analysis, we consider LG
beams withn50.

Let w5( ip/vr) denote the complex velocity potential
and v52¹Re@w# be the fluid velocity where Re denotes
the real part. From Eq.~1!, the azimuthal velocity isvu

5Re@2 imw/r #. The average axial angular momentum den-
sity of the beam iŝ(dr)rvu&, wheredr5(c22)Re@p# is the
first-order change in density due to the acoustic wave and
^ & denotes a time average. The angular momentum flux
^Lz& and powerP of the beam are

^Lz&52pcE
0

`

^~dr!rvu&r dr , ~2!

and

P52pE
0

`

^Re@p#Re@2 ikw#&r dr , ~3!

whereP is the integral of the local average acoustic intensity
^vz Re@p#&. Inspection of Eq.~2! gives ^Lz&/P5m/v for
each value ofm andn in Eq. ~1!. This ratio is the same as for
an electromagnetic beam.8 Consequently, absorption of
acoustic energy from beams withmÞ0 will produce an axial
torque on an absorber. Wanget al.15,16 have investigated
torques associated with the absorption of appropriately
phased standing waves; however, the torques considered
here are associated with the absorption of traveling waves.
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One-dimensional phenomenological model of hysteresis.
I. Development of the model
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A one-dimensional phenomenological model of hysteresis is presented. The model is suitable for
application both to electrostrictive materials, such as lead magnesium niobate~PMN!, and to
magnetostrictive materials, such as Terfenol D. The concepts of ‘‘inflation,’’ ‘‘field space,’’ and the
‘‘reference ellipse’’ are introduced as suitable mechanisms for transforming measured hysteretic
data into corresponding anhysteretic versions. An anhysteretic model is then fitted~in the
least-squares sense! to the transformed data. By applying the inverse transforms to the fitted
anhysteretic model, a hysteretic model is deduced. Good agreement with the original~hysteretic!
data is seen. It is shown that, when a sample is driven by a monofrequency electric field, the area
of the polarization vs electric-field hysteresis loop is independent of all harmonics in the polarization
but the first. A principle useful for understanding the shapes assumed byP–E andM –H hysteresis
loops in general is described.@S0001-4966~99!03712-1#

PACS numbers: 43.38.Ar, 43.20.Px, 43.30.Yj, 43.58.Vb@SLE#

INTRODUCTION

A phenomenological model of hysteresis is given. The
model is suitable for application both to electrostrictive ma-
terials, such as lead magnesium niobate~PMN! and to mag-
netostrictive materials, such as Terfenol D. It is emphasized
that the model presented here is phenomenological in char-
acter, as opposed to a fundamental or ‘‘first-principles’’ ap-
proach. One goal of the work is to predict material perfor-
mance under drive conditions other than those used to obtain
data. Another goal is to permit the use of drive-preforming
techniques, in which a drive is designed to produce a desired
output trajectory, such as to reduce harmonic distortion in
the output.~Such a capability is desirable to permit applica-
tion of signal-processing techniques, which may require lin-
earity in the output signal.! It is also hoped that the model
can be used as a transducer design tool. Last, it is desired to
identify parameters that characterize the material sufficiently
accurately, so that experimenters might be guided toward
those measurements that are most critical in determining ma-
terial performance.

The approach used to develop the model is as follows:

~1! Apply suitable~reversible! transforms to measured hys-
teretic data to produce~approximately! anhysteretic data.

~2! Fit an anhysteretic model to the anhysteretic~trans-
formed! data.

~3! Apply the inverse of the transforms to the anhysteretic
model.

~4! Compare the resulting model with the original~untrans-
formed! hysteretic data.

This procedure can be applied to any anhysteretic theory,

and is not limited to our particular theory, as considered
here.

In developing transforms for step 1, it should be re-
marked that simply using the average of the two values of
the response occurring on the lower~increasing drive field!
and upper~decreasing drive field! segments of the hysteresis
loop at each drive-field value would be unsatisfactory. Such
a procedure is not reversible. That is, simply knowing that a
given field value is the average of two quantities is not suf-
ficient to recover the two individual quantities that were av-
eraged to produce it. Therefore, step 3 of the process could
not be carried out if such an averaging were used to produce
effectively anhysteretic data.

In order to achieve the transforms required in step 1 of
the process, the concepts of ‘‘inflation,’’ ‘‘field space,’’ and
the ‘‘reference ellipse’’ are introduced. Inflation is the pro-
cess of introducing an additional dimension into~i.e., ‘‘in-
flating’’ ! the experimental data, thus converting the conven-
tional two-dimensional ‘‘hysteresis loops’’ into three-
dimensional ‘‘hysteresis hoops.’’ The extra coordinate
introduced is that of the time derivative of the driving field.
We use the time derivative of the driving field simply be-
cause it is clear that if this derivative is zero, no hysteresis
can occur. That is, even under quasistatic conditions the
drive fieldmustchange in order for hysteresis to be manifest.
So, we believe this derivative likely plays some role in the
physical processes that underlie the hysteresis phenomenon.

Field space is the term used to describe the resulting
three-dimensional coordinate system.@For electrostrictive
materials, field space is formed by the coordinates (E,P,Ė),
with E the electric field andP the polarization. For magne-
tostrictive materials, field space is formed by the coordinates
(H,M ,Ḣ), with H the magnetic field andM the magnetiza-
tion. For PMN, which is the electrostrictive material of pri-
mary interest, the permittivity is so large that theP coordi-a!Electronic mail: piquettejc@npt.nuwc.navy.mil
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nate can be freely replaced by the electric displacementD. In
the discussion that follows, we will indeed use theP andD
fields interchangeably, although the reader should bear in
mind the distinction. We will also refer explicitly only to
electrostrictive materials in the following discussion, but the
applicability to magnetostrictive materials should also be
kept in mind.# The desired transform to produce the anhys-
teretic version of theD vs E data is achieved by performing
suitable rotations of theD –E hysteresis hoop in field space
such that the hoop’s shadow~projection! in theD –E plane is
as close as possible to a zero-area curve.

As a step in deriving the required rotations in field
space, it is shown that when a sample is driven with a
monofrequency electric field, the area of the resultingP–E
hysteresis loop is independent of all harmonics of the polar-
ization but the first.~Second, and higher, harmonics in the
polarization affect only the loop’sshape, not its area.!
Hence, it is possible to discard all harmonics of the polariza-
tion above the first without affecting the net loss per cycle
per unit volume of the sample. When all harmonics of the
polarization but the first are discarded and the hysteresis loop
is redrawn, it is an ellipse. The three-dimensional~inflated!
version of this figure is also an ellipse. We term these two
figures the ‘‘two-dimensional reference ellipse’’ and ‘‘three-
dimensional reference ellipse,’’ respectively. Two of the ro-
tation angles required in field space to produce anhysteretic
data involve rotations of the reference ellipses. One of these
is a rotation of the three-dimensional reference ellipse about
the Ė-axis, which aligns the major axis of the associated
two-dimensional reference ellipse with theE-axis. The sec-
ond is a rotation of the resulting three-dimensional reference
ellipse about theE-axis, which causes the area of the asso-
ciated two-dimensional reference ellipse to become zero.

Differences in symmetry between theD vs E curve and
theSvs E curve do not permit the same field-space rotations,
which transform theD –E curve into anhysteretic form, to be
applied to the problem of transforming theS–E curve. To
help achieve that transformation, we postulate that the exact
proportionality of strain upon the square of the electric dis-
placement, postulated previously in our anhysteretic
theory,1,2 extends without modification to hysteretic data.
Once hystereticD-data has been transformed into anhyster-
etic form by the proposed field-space rotations, it is shown
that hysteretic strain data can be accommodated as well us-
ing the extended strain postulate.

We note that there are also other theories of
hysteresis.3–9 However, most of these are based on modified
Preisach modeling,3 and many can have difficulty in produc-
ing realistic ~closed! loops for asymmetric drives.~Since
asymmetric drives are required for many practical systems,
such as PMN and Terfenol-D-based transducers, which re-
quire biasing, this is an important consideration.! One advan-
tage of the present approach is that it always produces closed
loops, regardless of drive conditions.

The concepts of inflation and field space are introduced
in Sec. I. Field-space rotations that produce anhysteretic po-
larization data are described in Sec. II, while the extended
strain postulate, required to achieve the anhysteretic trans-
form of theS–E curve, is described in Sec. III. An applica-

tion of the transformations to experimental data is presented
in Sec. IV, and the process of applying the inverse transfor-
mations to an anhysteretic model to produce a hysteretic
model is described in Sec. V. A summary, discussion, and
conclusion are given in Sec. VI. Appendix A describes a
modification of our one-dimensional anhysteretic model. Ap-
pendix B describes the concept of the reference ellipse, and
gives its important properties. In this Appendix a proof is
given that theP–E andM –H loop area is independent of all
harmonics but the first. A general principle for understanding
the shapes assumed byP–E and M –H hysteresis loops in
general is also given. Finally, a form of data preprocessing
we use is described in Appendix C.

I. INFLATION AND FIELD SPACE

The first step in the accommodation of hysteresis is the
introduction of the time rate of change of the electric fieldĖ
as an extra dimension in the usual plots ofD-field vsE-field.
This process is termed ‘‘inflation,’’ and the resulting three-
dimensional coordinate system is termed ‘‘field space.’’ In-
flation can be performed either on experimental data or on a
theory. ~The process of inflation and field-space rotations
described here can be applied toany anhysteretic theory to
produce a corresponding hysteretic version.! In the case of
experimental data, inflation is performed by first doing a lin-
ear least-squares fit of the measured driving field to deter-
mine the quantitiesA andB in the equation

E5A sin~vt !1B cos~vt !. ~1!

@Here,v is the known angular frequency at which the experi-
ment was conducted. We remind the reader that we are de-
veloping the model in terms of its application to electrostric-
tive materials for convenience of expression, but that it is
equally applicable to magnetostrictive materials. For magne-
tostrictive measurements, of course, the electric fieldE of
Eq. ~1! is to be replaced by the magnetic fieldH.# The time
derivative of the electric fieldĖ is then computed analyti-
cally by differentiation of Eq.~1!. The two-dimensional
graph ofD vs E is then inflated to three dimensions by in-
corporatingĖ as the coordinate associated with the third di-
mension.~The resultingE, D, Ė coordinate system consti-
tutes field space.! One data set for which this computation
has been carried out is examined in Fig. 1~a!–~c!. These data
were acquired by the experimental group led by James Pow-
ers at the Naval Undersea Warfare Center, Division New-
port. In Fig. 1~a! the original D vs E plot is shown.~The
graph of strain vsE, shown in Fig. 1~b!, is presented now for
completeness. It will be used subsequently.! In Fig. 1~c! the
three-dimensional version, which results from inflating the
data of Fig. 1~a!, is shown. Shadows~projections! of the
three-dimensional hysteresis ‘‘hoop’’ are shown in each co-
ordinate plane. The shadow in theD –E plane of Fig. 1~c! is
identical to the hysteresis ‘‘loop’’ seen in the original two-
dimensional plot of Fig. 1~a!. Using the process of inflation
to derive a hysteretic model from an anhysteretic model is
described in a following section.
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In generating the graphs of Fig. 1, the original data have
been fitted to a Fourier series truncated at the tenth harmonic.
~It is the series that is plotted, not the original raw data.! This
is done both because it reduces the effects of the noise
present in the original measurements, and because the har-
monic content of the signals is required for subsequent cal-
culations.

II. ROTATIONS IN FIELD SPACE

To convert hysteretic data into a form suitable for appli-
cation of an anhysteretic theory, we propose that rotations be
carried out in field space of the inflatedD –E hoop such that
the area of its shadow in theD –E coordinate plane is mini-
mized. For a purely anhysteretic theory this area would of

FIG. 1. ~a! ExperimentalD –E hysteresis loop for a
strontium-doped sample of PMN measured at25 °C
and a compressive prestress of 13.8 MPa.~b! Experi-
mentalS–E hysteresis loop corresponding to the data
of ~a!. ~c! Inflated version of the data of~a!. Shadows of
the three-dimensional hysteresis ‘‘hoop’’ are shown in
each coordinate plane. The shadow in theD –E plane is
identical to~a!.
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course be zero, signifying that no losses are present.~In ana-
lyzing data newly available to us, we have found it necessary
to revise slightly our earlier theory1 to accommodate unex-
pected behavior near the origin. This revision is described in
Appendix A. It is worthwhile noting, however, that similar
deviant behavior in the vicinity of the origin has been seen
by others. See, e.g., Ref. 6, Fig. 1.!

Our prescription for producing a minimal-areaD –E
shadow is as follows:

~1! First, perform a rotation of the three-dimensional refer-
ence ellipse about theĖ-axis so that the major axis of its
shadow in theD –E plane is coincident with theE-axis.
Denote the required rotation angle byca , and the rota-
tion matrix that implements this rotation byCa .

~2! Next, perform a rotation of the three-dimensional refer-
ence ellipse about theE-axis so that the area of its
shadow in theD –E plane is zero. Denote the required
rotation angle bygab , and the rotation matrix that
implements this rotation byGab .

~3! Perform another rotation of the three-dimensional refer-
ence ellipse about theĖ-axis that ‘‘undoes’’ the rotation
of step 1. That is, rotate aboutĖ by 2ca .

~The rotation angles required in these steps can be computed
analytically. Their calculation is considered in Appendix B.!

The sequence of rotations applied to the three-
dimensional reference ellipse outlined in steps 1–3 can be
expressed in matrix notation asCa

21GabCa , whereCa
21 de-

notes an inverse rotation matrix, achieved by the rotation
described in step 3. These rotations are applied to the inflated
data vector, and the process can be represented in matrix
notation as

S E8
D8

Ė8
D 5Ca

21GabCaS E
D

Ė
D . ~2!

The primed variables of Eq.~2! denote the post-rotation
forms of the data.

In order to produce the anhysteretic data required for
application of an anhysteretic theory, one additional rotation
of the original data in field space beyond those described for
the reference ellipse is required. If the rotations summarized
by Eq. ~2! are applied directly to the full harmonic-
containing data hoop of Fig. 1~c!, the resulting shadow in the
D –E plane, while exhibiting zeronet area, achieves this
zero net from the undesirable characteristic of ‘‘twists’’ in
the shadow. That is, the zero net area is achieved from can-
cellations of positive- and negative-area contributions in the
shadow. To limit this, one additional rotation is performed,
after theGab rotation and prior to theCa

21 rotation, and is
done about theD-axis. ~Since thetwo-dimensional reference
ellipse has zero area after theGab rotation has been applied,
and is aligned with theE-axis prior to applying theCa

21

rotation, this additional rotation about theD-axis cannot
change this area to a nonzero value. Hence, the zero area of
the projected two-dimensional reference ellipse is unaffected
by this additional rotation.! The required rotation angle is
empirically determined as that minimizing the area of each
of the twists in the shadow in theD –E plane of the full
harmonic-containing data hoop. Denote the required rotation
angle byjD , and its associated rotation matrix byJD . The
full process of generating anhysteretic data from the mea-
sured hysteretic data can then be summarized by the matrix
equation

FIG. 2. Reference ellipses after the rotations of Eq.~3!
have been applied.
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S E8
D8

Ė8
D 5Ca

21JDGabCaS E
D

Ė
D . ~3!

The result of applying the rotations summarized by Eq.~3! to
the reference ellipse~introduced in Appendix B and depicted
in Fig. B1! is shown in Fig. 2. The result of applying the
rotations to the full harmonic-containing data hoop of Fig.
1~c! is shown in Fig. 3. Finally, the shadow of the trans-
formed data is shown in Fig. 4.

III. TRANSFORMATION OF THE STRAIN

We next consider the transformation of the strain data
into anhysteretic form. While one might suppose that apply-
ing a series of rotations to the strain that are analogous to
those applied to theD-field might achieve the desired trans-

formation, differences in symmetry between the strain and
the electric displacement do not permit this. Transformation
of the strain data into anhysteretic form therefore requires a
different approach. This transformation is accomplished with
the help of postulating that the strain equation of the original
anhysteretic theory applies without modification when hys-
teresis is present. In the current section, we discuss how this
additional postulate helps achieve the required transforma-
tion.

Our one-dimensional anhysteretic theory postulates for
the strain the equation

S5b1T1b2D2. ~4!

Here,T is the external stress andb1 and b2 are constants.
(b1 is related to the Young’s modulus of the material andb2

to the electrostriction constant.! In the experimental data
available to us, strains associated with the application of a
prestress are subsumed within the calibration of the zero of
strain. It is therefore convenient to transpose theb1T term of
Eq. ~4! to the same side of the equation asS, introducing a
new strain variableŜ that includes this term. Moreover, we
introduce a prime notation suggestive of the fact that the data
in question are anhysteretic, hence

Ŝ85b2~D8!2. ~5!

@The prime notation is intended to imply anhysteretic data in
the same manner as the prime notation of Eq.~3!.# If we now
let variables without primes denote hysteretic data, our new
postulate assumes the form

Ŝ5b2D2. ~6!

FIG. 3. Transformed version of inflatedD –E data to-
gether with shadows in the coordinate planes after the
rotations of Eq.~3! have been applied. Data are scaled
to unity first harmonic.

FIG. 4. Shadow in theD –E plane from Fig. 3 redrawn in the original
two-dimensional coordinate system. Data are rescaled to original maximum
values.
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Forming a ratio between Eq.~5! and Eq.~6! and solving for
Ŝ8 derives the anhysteretic form of the strain data. The result
is

Ŝ85~D8/D !2Ŝ. ~7!

The unprimed quantities of Eq.~7!, i.e., hysteretic data, rep-
resent measured experimental quantities. The quantityD8 on
the right-hand side of Eq.~7! is available once the field-space
transformation of Eq.~3! has been completed. Thus, Eq.~3!
and Eq.~7! constitute a complete prescription for transform-
ing hysteretic data into anhysteretic form.

IV. APPLICATION TO DATA

In applying Eq. ~7! to actual data, which are always
contaminated to some extent by noise, it is obviously neces-
sary to avoid data for whichD is close to zero. We do this by
simply setting an arbitrary threshold value for exclusion.
@That is, data points with values close to zero are excluded,
owing to the disproportionate influence such values would
have on the ratio presented in Eq.~7!.#

In Fig. 5~a! and ~b!, respectively, are shown the trans-
formedD vs E andS vs E data. The data shown in Fig. 5~a!
result from application of Eq.~3! to the data of Fig. 1~a!. The
data of Fig. 5~b! result from applying Eq.~7! to the data of
Fig. 1~b! @i.e., the quantityS of Eq. ~7!#. Also used in the
calculation are the data of Fig. 1~a! @to obtain the quantityD
of Eq. ~7!#, and the data of Fig. 5~a! @to obtain the quantity
D8 of Eq. ~7!#. The thresholding process has not affected the
plots shown in Fig. 5~a! and ~b! owing to the effects of a
form of preprocessing, which has been applied to theD-field

data. This preprocessing results, in this particular case, in the
elimination of anyD values near zero. The preprocessing is
described in Appendix C.

V. MODEL OF HYSTERESIS

A hysteretic version of the model is now produced using
the following prescription:

~1! Apply the transformations of Eq.~3! and Eq.~7! to the
measurements to produce~approximately! anhysteretic
data.

~2! Perform a least-squares fit of the anhysteretic theory to
the anhysteretic data to determine ‘‘best-fit’’ anhysteretic
model parameters in the least-squares sense.

~3! Apply the inverses of the transformations, which have
been applied to the hysteretic data, to the anhysteretic
theory.

Figure 5~a! and ~b! are the result of applying step 1 of this
procedure. The results of applying step 2 are shown in Fig.
6~a! and ~b!. @Note, especially from Fig. 6~a!, the change in
slope of the curve in the vicinity of the origin, necessitating
the revised anhysteretic model described in Appendix A.
Compare also with Fig. 1 of Ref. 6.# Figure 7~a! and ~b!
show the results of applying step 3. In generating the theo-
retical curves, all the same rotation angles are applied as in
generating the anhysteretic version of the data, except nega-
tive values of the angles are used. Of course, the correspond-

FIG. 5. ~a! TransformedD-data after thresholding is applied.~b! Trans-
formedS-data after thresholding is applied.

FIG. 6. ~a! Anhysteretic theory~solid line! compared with transformed data
~dots! for D after least-squares fitting.~b! Anhysteretic theory~solid line!
compared with transformed data~dots! for S after least-squares fitting.
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ing theoretical values for the electric fieldE and its deriva-
tive Ė are used.

One difficulty with the theoretical curves of Fig. 7~a!
and ~b! are the apparent ‘‘twists’’ in the curves~i.e., the
curves cross themselves!. However, this is actually a conse-
quence of the fact that the experimentalD vs E curve also
exhibits such a twist.@The twist may an artifact of the trun-
cated Fourier series used to process the data. Although this
twist is not apparent in Fig. 1~a! it can be seen with sufficient
magnification of the plot.# This difficulty can be corrected by
performing a form of ‘‘preprocessing’’ of the data. In par-
ticular, if a 0.5-deg rotation in field space of theD vs E curve
is performed about theE-axis, the twist in this curve is elimi-
nated.~To maintain consistency of theD vs E curve with the
S vs E curve, a similar rotation is applied to the strain mea-
surements, also scaled to unity first harmonic.! When the
procedure is applied to data that have been preprocessed in
this manner, the results shown in Fig. 8~a! and ~b! are ob-
tained. As can be seen, the twists in the model are elimi-
nated, or at least have been greatly reduced. The primary
consequence of this preprocessing is that the value obtained
for the loss tangent is changed with respect to the result
obtained when the data are not preprocessed. The loss tan-
gent for the present case is of a magnitude approximately
0.05 prior to preprocessing, but becomes approximately 0.06
after preprocessing.

VI. SUMMARY, DISCUSSION, AND CONCLUSION

A one-dimensional model of hysteresis has been de-
scribed. The procedures described here are independent of

any specific anhysteretic theory, and could be applied with
equal ease to any such theory. In summary, the rotations in
field space of theD vs E data and the transformation of theS
vs E data to anhysteretic form are operations directly per-
formed on the experimental data, and are entirely indepen-
dent of the anhysteretic theory of interest. Once a fit of a
candidate anhysteretic theory to anhysteretic data is com-
plete, the hysteretic version of that theory can be deduced by
applying the inverse transformations. The field-space trans-
formations described here for preprocessing the data are rel-
evant to a classic problem in hysteresis measurements. As
noted by Jaffeet al.,10 the presence of nonzero conductivity
in a sample can lead to the observation of misshapen hyster-
esis loops. The experimental procedure suggested by Jaffe
et al., and used by most experimenters, to correct for con-
ductivity of the sample~viz., including an additional series or
parallel resistance in the apparatus to produce a corrective
phase shift! can produce measurement errors. As noted by
Jaffe et al., if the resistance of the sample is nonlinear, the
problem is indeterminate. The preprocessing field-space ro-
tations described here are an alternate way to correct the data
for the twists introduced by sample resistance, and one ap-
plication of this was shown here.
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APPENDIX A: MODIFIED ONE-DIMENSIONAL
ANHYSTERETIC THEORY

In examining data newly available to us, we have seen
behavior in the graphs ofD vs E that is not well described by
our earlier theory.1 To accommodate this newly observed
behavior, we propose modifying our original one-
dimensional theory~for the D-field at zero stress! to

D5P01
11ae2kE2

~11a!A11aE2
«0«E, ~A1!

wherea and k are new parameters.~The original theory is
recovered ifa50. Hence, this proposal is a perturbation of
the earlier theory.! The exponential term is introduced to
accommodate a change in slope of theD vs E curve, in the
vicinity of the origin, which was not seen in previous data
sets.~As noted elsewhere, however, Smith6 has observed a
similar deviation in the data near the origin. The present
form of Smith’s theory does not accommodate that
behavior.11!

Denote the solution of Eq.~A1! for E by ET50 , whereT
denotes applied stress. The modified anhysteretic theory is
then given by the equations

E5ET5022b2TD, ~A2!

and

S5b1T1b2D2. ~A3!

APPENDIX B: THE LOSS TANGENT AND THE
REFERENCE ELLIPSE

Consider first the Fourier series representation of the
polarization,

P5 (
n51

nP

Pn sin~nvt1fn
~P!!. ~B1!

The driving field is assumed to be multifrequency,

E5 (
n51

nE

En sin~nvt1fn
~E!!. ~B2!

In Eqs. ~B1! and ~B2!, the quantitiesnP and nE have the
obvious meanings of the number of spectral components in
each field, andfn

(E) andfn
(P) are phase angles. The variables

P andE are taken to include any constant component of the
fields, so no explicit constant needs to be retained in the
series.

It is well-known that the area of theP–E loop repre-
sents the loss per cycle per unit volume. We seek to compute
this loop area in general, which we will denote byA. Intro-
duce the usual unit vectorsi, j , k, where i, j lie along the
positiveE, P axes, respectively, andk[i3j . Define a vector
C such thatC[Ej . Consider the integral of the curl ofC,
evaluated in theP–E coordinate system and analyzed over
the surface of theP–E loop, where the vector differential of

surface area is taken to bedS5dSk5dE dPk. Since the
curl of C in this coordinate system is simplyk, we have

EE ¹3C3dS5EEdS5EE dE dP5A, ~B3!

where A is the desired area of the loop. The first surface
integral in Eq.~B3! can be re-expressed using Stokes’ theo-
rem, giving

A5 R C3dl, ~B4!

where the line integral is taken around the hysteresis loop in
the counterclockwise sense. The vector differential line ele-
ment is given by

dl5dE i1dP j . ~B5!

SinceC[Ej , combining Eqs.~B4! and ~B5! gives

A5 R Ej3~dE i1dP j !5 R E dP. ~B6!

Introducing a new variableu[vt and combining Eqs.~B1!,
~B2!, and~B6! produces

A5E
0

2p

(
l 51

nE

El sin~ lu1f l
~E!!

3
d

du F (
m51

nP

Pm sin~mu1fm
~P!!Gdu. ~B7!

The integration range in Eq.~B7! corresponds to one cycle of
the drive field, which is once around the loop. The integral of
Eq. ~B7! can be carried out directly, or using integration by
parts. The result is

A5p (
n51

nE

nEnPn sin~fn
~E!2fn

~P!!. ~B8!

In producing Eq.~B8!, it has been assumed thatnE<nP .
Evaluating Eq.~B8! for the most common case, that in which
the sample is driven by a monofrequency electric field~i.e.,
nE51!, gives the very simple expression

A52pP1E1 sinf1
~P! , ~B9!

where it has been assumed thatf l
(E)50. ~The minus sign

signifies that the polarization lags the electric field; hence
f1

(P) is a negative angle. Takingf1
(E)50 is equivalent to

taking a particular definition of the zero of time.!
The area of the loop as given by Eq.~B9! is independent

of any harmonics in the polarization except the first. We
conclude that the second and higher harmonics of the polar-
ization affect only theshapeof the loop, not its area.~The
derivation given is sufficiently general that the result applies
to any non-self-crossing closed figure in the plane, provided
the abscissa can be parametrized by a monofrequency sine.!
This result, while it may be unexpected, is simply a conse-
quence of the orthogonality of the higher harmonics of the
polarization to the monofrequency driving electric field.~We
also note that this is consistent with a similar result reported
by Leary and Pilgrim.12! Therefore, to determine the loss per
cycle per unit volume in aP–E hysteresis loop, it is suffi-
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cient to determine the relative phase angle between the elec-
tric field and the first harmonic polarization, as well as the
first-harmonic amplitudes.

Since the area of the loop depends only upon the first
harmonic of the polarization, at least for the case in which
the sample is driven by a monofrequency sine, it is possible
to redraw theP–E hysteresis loop retaining only the first
harmonic without changing the loop’s area. Because the
electric field and the first-harmonic polarization are both
monofrequency sinusoids, the resulting figure in a plot ofP
vs E is an ellipse. We term this the reference ellipse. If this
two-dimensional reference ellipse is inflated, a three-
dimensional reference ellipse is obtained in field space. The
three-dimensional reference ellipse resulting from the data of
Fig. 1~c! is shown in Fig. B1, along with its shadows~pro-
jections! on each of the coordinate planes. The shadow in the
D –E plane is the two-dimensional reference ellipse.~In gen-
erating Fig. B1, and several other figures in this article, a
form of ‘‘first-harmonic scaling’’ has been applied to the
data. That is, the data are scaled such that the amplitudes of
the first harmonic components of the data are equal to unity.
This scaling is done in order that simplified analytical ex-
pressions, to be given presently, are applicable.!

The result given by Eq.~B9! can be used to understand
the shapes assumed byD –E hysteresis loops~and, of
course,M –H loops! in general. Referring once again to Fig.
1~a!, notice that the loop shown exhibits essentially a ‘‘tear-
drop’’ shape, in which the area tends to be greatest near the
origin and to decrease with increasing electric field. This
~essentially! monotonic decrease in area away from the ori-
gin reflects the fact that the first harmonic inD is also de-

creasing. Since in the vicinity of the originD is essentially
linearly proportional toE, it follows that the first harmonic in
the polarization is dominant near the origin. As the electric
field increases, the first harmonic contribution to the polar-
ization decreases while the second and higher harmonics ini-
tially increase, owing to the effects of saturation. At suffi-
ciently large values of electric field, all harmonics are
decreasing in amplitude asE increases. Thus, all harmonics
but the first tend to initially grow with increasingE, then
shrink with increasingE, while the first harmonic, and the
loop area, both tend to decrease monotonically. In effect,
there is little loop area in the regions away from the origin
because there is little first harmonic content in the associated
polarization.

The loss tangent tand is also directly related to the phase
anglef1 . ~In what follows, we restrict our attention to the
case of a monofrequency drive field. Hence, the shorthand
notationf1 is used in place off1

(P) .! By taking the defini-
tion of the loss tangent as the ratio of the imaginary to the
real part of the dielectric permittivity, and considering the
connection between polarizationP and electric displacement
D, it is not too difficult to show that

tan~d!5tan~f1!. ~B10!

The important properties of both the two-dimensional
and three-dimensional versions of the reference ellipse can
be determined analytically. The length of the semimajor axis
of the two-dimensional reference ellipse is given by

aaxis5A@E1 sinua#21@P1 sin~ua1f1!#2, ~B11!

where

FIG. B1. Three-dimensional reference ellipse and its
shadows in the coordinate planes. The shadow in the
D –E plane is the two-dimensional reference ellipse.
Dated are scaled to unity first harmonic.
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ua[cos21F2A1/22
E1

21P1
2 cos~2f1!

2AE1
41P1

412E1
2P1

2 cos~2f1!
G .

Here, and in what follows,f1 is assumed to lie in the inter-
val 0>f1>2p/2. @If first-harmonic scaling is applied to the
data, i.e.,E15P151 ~as in Figs. 2, 4, and B1!, then ua

5p/22f1/2, andaaxis5A2 cos(f1/2).#
The length of the semiminor axis of the two-dimensional

reference ellipse is given by

baxis52
P1E1 sin~f1!

aaxis
. ~B12!

@First-harmonic data scaling givesbaxis52A2 sin(f1/2).#
The angle between the major axis of the two-

dimensional reference ellipse and the positiveE-axis is

ca5tan21FP1 sin~ua1f1!

E1 sinua
G . ~B13!

~For first-harmonic data scaling,ca5p/4.!
The angle between the plane of the three-dimensional

reference ellipse and theĖ axis is

gab5tan21~baxis/Ė0!, ~B14!

whereĖ0 denotes the amplitude of the time derivative of the
electric field, andbaxis is given by Eq.~B12!.

The reader should understand that Eqs.~B13! and~B14!
also apply to Eq.~3!. That is, these field-space rotation-angle
formulas, derived from the reference ellipse in which only
the first harmonic of the polarization is considered, are ap-
plicable to the original polarization data with all harmonics
retained.

APPENDIX C: PREPROCESSING OF D DATA

A form of preprocessing is applied to the data. Our an-
hysteretic theory requires quadratic dependence of the strain
upon the electric displacementD, as reflected in Eq.~A3!.
However, a direct application of Eq.~A8! to the measure-
ments shows somewhat poor agreement. We find that a func-
tion of the form

Ŝ85b2~D82D0!2 ~C1!

gives a much more satisfactory fit to the experimental data
than does a direct fit to Eq.~A3!. Here, D0 is a constant
determined in the fit andb2 has the same meaning as in Eq.
~A3!.

Although the physical meaning ofD0 is unclear, we do
not believe an equation of the form of Eq.~C1! would be a
reasonable physical model, so we suspect the data require a
constant shift by the amountD0 . We believe Eq.~C1! is
implausible as a physical model of strain because the sub-
traction of D0 from D8 in this equation suggests that the
strain can somehow distinguish in its response between vari-
ous sources of surface-charge density. That is, if it is indeed
reasonable to suppose that the strain responds to the presence
of a surface chargeD @as is suggested by Eq.~A3!#, it is
physically unreasonable to then exclude some portion of the

surface charge. This exclusion of a portion of surface charge
is effectively what is done through the subtraction ofD0 in
Eq. ~C1!.

Consider the possibility thatD0 is the constant compo-
nent of theD-field, i.e., the component arising from rema-
nent polarization and bias voltage. In that case, the first-order
Fourier series representation ofD8 can be written in the form

D85D01D1 sin~vt1f!. ~C2!

Here,D1 is the first-harmonic amplitude of theD-field andf
is a phase angle. Consider a case in which the drive ampli-
tude is sufficiently small that Eq.~C2! is a good approxima-
tion of theD-field, i.e., a case in which harmonics above the
first are negligible.~This happens, for example, when an or-
dinary piezoceramic is driven with a modest voltage.! If the
expression forD8 given by Eq.~C2! is substituted into Eq.
~C1!, the quadratic expanded, and the result re-expressed in a
harmonic series, no term in sin(vt) or cos(vt) will appear in
the outcome.~The manner in whichD0 appears in these
equations causes it to ‘‘subtract out,’’ and this consequently
results in the exclusion of sin(vt) and cos(vt) terms from the
final expression.! But, the absence of any such first-harmonic
terms in the strain would contradict the approximate linearity
of strain that is known to result when either a large bias or a
large remnant is present. This calculation further suggests
that Eq.~C1! is an unlikely candidate for a physical law, and
so we considerD0 to be a constant shift required to correct
the data.@Of course, one could still maintain thatD0 need
not be thetotal constant component of the field, but simply
some portion thereof, and could still maintain Eq.~C1! is a
physical law. The demonstration given here does not exclude
that possibility. However, such a view would again suggest
that the strain exhibits a physically implausible distinction
between a response to a bias and a response to a remnant.#

Prior to applying our theory~hysteretic or anhysteretic
version!, we first determineD0 by fitting the data to Eq.
~C1!, then subtract the resulting value from the measured
D-field to produce ‘‘shifted’’ data.~It is this subtraction of
D0 that results in the thresholding process described in Sec.
IV having no effect on the case considered. In that particular
caseD0 is negative, so the preprocessing effectively results
in an upward shift of the data; the shift is sufficiently large to
avoid D50.! However, in the plots that compare the theory
with measurement, the fitted data and the theory are both
shifted byD0 in order that the data will appear in their origi-
nal ~unshifted! form.
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One-dimensional phenomenological model of hysteresis.
II. Applications
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A model of hysteresis is applied to determine material response to multifrequency drives, and to the
output control problem. Although as presented in Paper I the model is based on a monofrequency
sinusoidal drive, it can readily be generalized. The generalization is based upon the fact, at least for
quasistatic drives, that the shape of the hysteresis loop is independent of the shape of the drive
waveform used to produce it provided that the drive is characterized by only one wave amplitude.
The material response to a given arbitrarily shaped drive can be determined if the drive is first
subdivided into single-amplitude regimes or epochs. Each such regime then has associated with it
a unique hysteresis loop, which can be determined from the model. Each theoretical loop is
generated using a monofrequency sinusoidal drive whose amplitude is equal to the single amplitude
contained within the corresponding drive epoch. The material response is then determined by
correlating the level of the given drive field~and thesign of its time derivative! with that of the
sinusoidal drive used to generate the associated theoretical loop. The response to the arbitrary drive
is taken to be equal to the response to the sinusoidal drive at the corresponding drive level and
correspondingly signed time derivative. This process is capable of inversion. Thus, not only can the
material response be determined for a drive of arbitrary waveshape, but also the drive waveshape
required to produce a desired output trajectory can be determined. The procedure is illustrated by
determining the drive necessary to produce a monofrequency sinusoidal magnetization response
from a biased, prestressed sample of Terfenol D driven at high-amplitude magnetic field.
@S0001-4966~99!03812-6#

PACS numbers: 43.38.Ar, 43.20.Px, 43.30.Yj, 43.58.Vb@SLE#

INTRODUCTION

Our model of hysteresis1 is generalized here to accom-
modate drives of arbitrary waveshape. The resulting model is
applicable to magnetostrictive materials, such as Terfenol D,
and to electrostrictive materials, such as lead magnesium
niobate ~PMN!. ~In Paper I, we focused on PMN. In the
present part, we focus on Terfenol D. However, it should be
understood that the results and methods are applicable to
both.! The model of Ref. 1 is based upon incorporating the
time rate of change of the drive field as a third coordinate, a
process termed ‘‘inflation.’’~The resulting three-dimensional
coordinate system is termed ‘‘field space.’’! The three-
dimensional hysteresis ‘‘hoops’’ produced by the inflation
process are collapsed to produce minimum-area two-
dimensional loops~thus yielding approximately anhysteretic
curves! by suitable rotations and a projection. This procedure
permits the use of an anhysteretic theory2 to analyze hyster-
etic data. By evaluating previously published data,3 it is dem-
onstrated that minor hysteresis loops also can be satisfacto-
rily subsumed within the model through the introduction of
an additional field-space rotation and a translation in magne-
tization or polarization. The resulting minor-loop model is
made predictive by the use of a few simple empirical rela-
tions. The model is also suitable for determining the wave-
shape of the drive that is needed to produce a desired output
trajectory. Such a capability is desirable to permit application

of signal-processing techniques, which may require linearity
in the output signal. This capability is demonstrated by de-
termining the drive required to produce a monofrequency
sinusoidal magnetization response in a prestressed sample of
Terfenol D driven at high amplitude.

We note here that there are also other theories of
hysteresis.4–7 These other theories can have difficulty in gen-
erating realistic~closed! curves when the sample is driven
asymmetrically, e.g., under bias conditions such as typically
would be needed to utilize PMN or Terfenol D in a practical
transducer.8,9 One advantage of the present model is that it
always produces closed loops, regardless of the drive condi-
tions.

The concept of drive amplitude regimes, and their rela-
tion to minor hysteresis loops, is introduced in Sec. I. The
empirical formulas needed to render the model predictive are
provided in Sec. II. These formulas permit interpolation be-
tween and extrapolation from measured hysteresis loops.
Section III describes the concept of ‘‘correlation’’ of a drive
of arbitrary waveshape with a sinusoidal drive~or drives!.
The notion of correlation is developed by calculating the
magnetization and strain that result from applying a biased,
increasing-amplitude, triangular-wave magnetic field to a
prestressed Terfenol D sample. The resulting predictions are
compared with experiment. Section IV considers the prob-
lem of determining the drive waveshape required to produce
a monofrequency magnetization output trajectory. The re-
sulting drive is checked theoretically using a model based on
experiment. The conclusion is given in Sec. V.a!Electronic mail: piquettejc@npt.nuwc.navy.mil
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I. MINOR LOOPS AND AMPLITUDE REGIMES

In Fig. 1 an experimental3 sequence of nested minor
magnetization hysteresis loops acquired from a prestressed
sample of Terfenol D is shown. Each loop was acquired at
the same biasing magnetic field and prestress, and thus the
loops differ only in the amplitude of the varying portion of
the applied magnetic field.~Although several other biases,
drives, and prestresses were investigated in the research re-
ported in Ref. 3, we selected the particular case depicted in
Fig. 1 for description here because it exhibits the greatest
relative amount of hysteresis, and hence is the most stringent
test of the model. Specifically, the largest loop shown has
associated with it a hysteretic loss of about 25% per cycle.
That is, the magnitude of the loss tangent is 0.256 for this
loop.! Figure 1 shows that the material response naturally
divides into regimes~or epochs! determined by the ampli-
tudes contained within the drive. As can be seen, each such
amplitude regime has associated with it a unique hysteresis
loop.

Also apparent from comparing the loops of Fig. 1 with
each other is that as the driving magnetic field is reduced in
amplitude, the resulting magnetization loop displays a rota-
tion and a translation with respect to loops associated with
higher-amplitude drives. This rotation and translation are
even more apparent if the sequence of field-space rotations1

required to collapse the area of each of the experimental
loops is applied. The result of applying this sequence of ro-
tations to each of the loops of Fig. 1 is shown in Fig. 2.

The curves of Fig. 2 are suggestive of what might be
done to produce a minor-loop predictive capability. In par-
ticular, if an appropriate rotation and translation are applied
to each collapsed-area minor loop shown, it can be made to
overlay the collapsed-area semimajor loop.~The term ‘‘semi-
major loop’’ is used here to denote the loop obtained from
driving the sample with a field of alternating amplitude equal
to the bias, so that the net applied field just barely becomes
zero at one point in each cycle. The semimajor loop for the
experiment currently under discussion is the largest of the
loops depicted in Fig. 1. The term is introduced to distin-
guish it from the term ‘‘major loop,’’ which applies when no

bias is used.! The result of applying such a rotation-and-shift
transformation to the smallest collapsed-area minor loop of
Fig. 2 is shown in Fig. 3, along with the~unmodified!
collapsed-area semimajor loop. As can be seen, the trans-
formed collapsed-area minor loop well overlays the
collapsed-area semimajor loop.

This procedure suggests that the minor loop might be
predicted from the anhysteretic theory by applying the in-
verse of the transformations that produce the overlay seen in
Fig. 3. The results of this procedure, applied to theoretically
generate the smallest minor loop, are shown in Fig. 4~a!
~magnetization! and ~b! ~strain!. ~In these figures, the semi-
major loop data are also presented for reference.! The theo-
retical ~solid line! minor loops shown in these figures were
produced by first evaluating the anhysteretic theory at the
drive level present in the experimental minor-loop data, then
applying the inverse of the transformations that produce the
overlay seen in Fig. 3. As can be seen, the resulting theoret-
ical minor loops are in reasonably good agreement with the
measured minor loops.

II. INTERPOLATION AND EXTRAPOLATION

While the process described above for deducing minor
loops is straightforward, several details must be considered

FIG. 1. Magnetization curves from the experiment reported in Ref. 3. The
sample is Terfenol D, prestressed to 6.9 kPa. Each nested loop was produced
by biasing the sample to the fixed fieldH511.9 kA/m, but varying the
alternating part of the drive. The largest hysteresis loop, herein termed the
‘‘semimajor’’ loop, was acquired by applying an alternating magnetic field
of amplitude equal to the bias.

FIG. 2. Collapsed-area hysteresis loops that result from the application of
Eq. ~1! sequentially to each of the loops of Fig. 1. For a complete descrip-
tion of the procedure, see Ref. 1.

FIG. 3. Overlay of smallest collapsed-area minor loop onto the collapsed-
area semimajor loop. This overlay results from applying the transformation
summarized by Eq.~6! to the smallest area minor loop and to the semimajor
loop depicted in Fig. 1.
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in order to render the model predictive. Referring to Fig. 2, it
is clear that each of the depicted collapsed-area loops would
require a different field-space rotation and translation in or-
der to achieve overlay of the kind seen in Fig. 3. Also, each
of the minor loops requires its own set of field-space rota-
tions to produce the requisite area collapse. To render the
model predictive, it is necessary to be able to calculate each
required set of rotations as a function of~arbitrarily speci-
fied! drive-field amplitude.

Applying the rotations specified by the equation

S H8
M 8

Ḣ8
D 5Ca

21JDGabCaS H
M

Ḣ
D ~1!

to each data set~whereH and Ḣ are the applied magnetic
field and its time derivative, respectively, andM is the re-
sulting magnetization! and projecting into theH –M plane
produces each collapsed-area loop.1 @It is to be understood
that the quantitiesH, M, andḢ of Eq. ~1! are replaced with
the quantitiesE, P, and Ė, respectively, if the material of
interest is electrostrictive instead of magnetostrictive. It is
also to be understood that the transformation of Eq.~1! as-
sumes that the data have been ‘‘correlated’’ with sine wave
drives if the actual drives used to acquire the data are non-
sinusoidal. This correlation process is detailed in Sec. III.
For now, the reader may simply assume the drive field is
sinusoidal, but should bear in mind that this restriction is

subsequently relaxed. Finally, the reader should realize that
the transformation of Eq.~1! assumes the ‘‘first-harmonic
scaling’’ described in Ref. 1 has been applied. In addition to
scaling each data point by the amplitude of the first harmonic
component of the data, this procedure entails subtracting out
any constant component of the data.# In Eq. ~1!, the symbols
JD , Gab , Ca , and Ca

21 denote rotation matrices, which
implement coordinate-axis rotations through anglesjD , gab ,
ca , and 2ca , respectively. See Ref. 1 for a detailed de-
scription of this transformation.

While the rotation anglesjD andca are independent of
the drive amplitude, the rotation anglegab varies with drive
level, and thus must be determined for each drive of interest.
Its value is predicted by the empirical equation

gab5g2gABS1gREF, ~2!

where

g[~Hbias2Hdrive!/Hbias, Hbias5bias field, ~3!

and

Hdrive5drive field, 0<Hdrive<Hbias.

The term ‘‘drive field’’ refers to the alternating portion of the
applied field. As can be seen, the smallest allowable value of
the drive fieldHdrive is presumed to be zero, and the largest
allowable valueHbias. As Hdrive varies between its minimum
and maximum values,g varies from 0 to 1. The quantity
gREF is the ‘‘reference’’ value of thegab field-space rotation
angle, and is the angle used to collapse the semimajor loop to
minimum area.~For the discussion that follows, it is helpful
to note thatg50 whenHdrive5Hbias so thatg50 may be
considered a condition to obtain the semimajor loop.! The
quantitygABS denotes the absolute largest correction togREF

required owing to the effects of decreasing drive amplitude.
That is,gab→gREF1gABS asHdrive→0. The parametersgREF

and gABS as well as the fixed rotation anglejD , are deter-
mined from experimental data.~As detailed in Ref. 1, the
fixed rotation angleca is determined theoretically.!

Once a collapsed-area loop is produced through the use
of Eq. ~1!, it is then necessary to generate a further rotation
that aligns the collapsed minor loop with the collapsed semi-
major loop, and to apply a translation or ‘‘shift’’ that pro-
duces the final overlay. Let the required rotation be per-
formed by the matrixQ, with the associated rotation angle10

denoted byq. The angleq required in theQ matrix is pre-
dicted by the~empirical! equation

q5gqABS, ~4!

whereg is again given by Eq.~3!. It should be understood
that the matrixQ is applied by premultiplying the matrices
appearing on the right-hand side of Eq.~1!. The experimen-
tally determined constantqABS is the absolute largest addi-
tional field-space rotation angle required owing to the effects
of decreasing drive amplitude.

Overlay of the minor and semimajor loops also requires
a translation in addition to the rotation by the angle specified
by Eq. ~4!. This translation is of an amount determined by

MSHIFT5AgMABS. ~5!

FIG. 4. Comparison of minor-loop model with data. The minor-loop model
results from applying the inverses of the transformations embodied in Eq.
~6! to the anhysteretic theoretical prediction resulting from a drive level
appropriate to the minor loop of interest.~a! Magnetization;~b! strain.
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The notationMABS refers to the absolute largest possible
translation in magnetization required owing to the effects of
decreasing drive amplitude; i.e.,MSHIFT→MABS as Hdrive

→0. Again,MABS is a constant determined from experiment.
Owing to the appearance of the quantityg under a square
root in Eq.~5!, that formula does not apply should the drive
level Hdrive exceed the bias levelHbias. Thus, the present
formulas may be used to interpolate between measured drive
levels or to extrapolate below the lowest measured drive
level, but may not be used to extrapolate responses for drives
that exceed the bias.

In summary, the transformations that produce the
collapsed-area minor loops that overlay the semimajor loop
can be reduced to the single equation

S H8
M 8

Ḣ8
D 5RS H

M

Ḣ
D 1S 0

MSHIFT

0
D . ~6!

Here, R is an overall rotation matrix defined byR
[QCa

21JDGabCa , in which the last four terms yield the
loop-area collapse, and the matrixQ produces the rotation by
q. The last term of Eq.~6! yields the translation that pro-
duces the final overlay of the semimajor loop.@As with the
transformations presented in Ref. 1, any constant compo-
nents inH or M are to be subtracted prior to application of
Eq. ~6!.#

Finally, we remark that Eq.~2! can be combined with
the results of Appendix B of Ref. 1 to produce a predictive
formula for the loss tangent as a function of ac drive level.
Using the results presented in that Appendix for the case of
first-harmonic scaling, it is not difficult to show that

tangab52A2 sinf1/2, ~7!

wheref1 is the phase angle between the first-harmonic mag-
netization and the driving magnetic field. It is also shown in
Ref. 1 that tand5tanf1. Combining this result with the so-
lution to Eq.~7! for f1 gives

tand5tan$2 arccos@ tan~gab!/A2#%. ~8!

Here,gab is evaluated using Eq.~2!. Equation~8! provides a
prediction of the variation of the loss tangent with ac drive
level. ~It has been noted elsewhere11 that the loss tangent
does indeed depend upon the drive level.! In the scaled co-
ordinates for which Eq.~8! is valid, the quantity tan(gab) can
range over the extreme values 0 to 1, as can be seen from Eq.
~7! if it is recalled that these formulas assume 0<f1

<2p/2. The resulting extreme values of the loss tangent
range over the interval 0 to~minus! infinity, respectively.

III. ‘‘CORRELATION’’ OF AN ARBITRARY DRIVE WITH
SINUSOIDAL DRIVES

In our model of hysteresis1 the loops are generated using
monofrequency sinusoidal drives. However, the response of
a sample to a drive of arbitrary waveshape, at least for qua-
sistatic conditions, can be deduced by ‘‘correlating’’ the
level of the given drive field~and thesignof its time deriva-
tive! with that of an appropriately selected sinusoidal drive
~or drives!. This process of correlating a given drive with a

sinusoidal drive is required for Eqs.~1! and ~6! to be appli-
cable. We develop the notion of correlation through the pre-
sentation of a specific example.

Consider the biased, increasing-amplitude, triangular-
wave drive depicted in Fig. 5.~The drive of Fig. 5 produced
the experimental magnetization response seen in Fig. 1.
These two figures clearly illustrate the amplitude regimes
that form the basis of the present extension of our model.
That is, it is clear that each amplitude regime seen in Fig. 5
produces a corresponding magnetization minor loop seen in
Fig. 1. We also note that similar behavior is seen geologi-
cally in the response of rocks to stresses.12 The behavior seen
in Fig. 1 here in response to the drive of Fig. 5 is completely
consistent with the behavior described in Ref. 12. The model
described here is thus consistent with many varied
‘‘memory’’ phenomena.! Here, the sample is biased to a
magnetic field of magnitude 11 900 Amp/m.

In order to deduce sample response, the given drive is
first subdivided into regimes or epochs. A single amplitude,
or excursion away from the bias level, characterizes each
such regime or epoch. For the depicted drive, the first such
epoch runs fromt50 to aboutt50.125 s. During this inter-
val the magnetic field rises from a low level of roughly 6900
Amp/m at t50 up to a maximum level of approximately
16 900 Amp/m at aroundt50.0625 s, then back down to
roughly 6900 Amp/m at aroundt50.125 s. Thus, the single
amplitude 5000 Amp/m@5~16 900 Amp/m26900 Amp/
m!42# characterizes the drive in this interval. This means
that one theoretical hysteresis loop is sufficient to deduce the
response in this particular amplitude regime. It is apparent
from examining Fig. 5 that four amplitude regimes or epochs
are required to characterize the entire drive. Hence, four
unique theoretical hysteresis loops must be generated from
the model in order to predict sample response in this case.
~Again cf. Fig. 1. Although the experimental loops presented
in Fig. 1 were obtained in response to the triangular-wave
drive of Fig. 5, thesameset of loops results from the corre-
sponding set of theoreticalsine wave drives. That is, the
same set of loops will result from sine waves having the
same amplitudes as the triangular waves, owing to the inde-
pendence of the loop shapes from drive waveshape.! The
required loops are completely determined from the formulas

FIG. 5. Sequence of biased triangular waves applied to the Terfenol D
sample in the experiment of Ref. 3. Prestress is 6.9 kPa. Biasing magnetic
field is 11.9 kA/m. This drive produced the sequence of experimental mag-
netization responses seen in Fig. 1.
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of Sec. II when evaluated for the amplitude appropriate to
each drive epoch.

The response to the given triangular-wave drive can be
deduced by correlating the given drive with the appropriate
sinusoidal drive. The sinusoidal drive used in the correlation
process is taken to have the same amplitude as the given
drive during the drive regime of interest.~Thus, for the time
interval t50 to t50.125 s of the present example, the sine
wave is taken to have an amplitude of 5000 Amp/m.! What
must be correlated are the field level of the given drive and
that of the sine drive. Of course, the sine drive typically has
two points at which a given field level is achieved. The point
on the sine drive selected for correlation with the given drive
is that point which has the same sign time derivative as that
in the given drive. Theresponseto the given drive is taken to
be equal to that resulting from the chosen point on the sine
drive.

For example, consider the drive of Fig. 5 during the
interval t50 to t50.0625 s. In this interval, as pointed out
above, the triangular-wave drive has an amplitude of 5000
Amp/m. Thus, a theoretical hysteresis loop based on a sinu-
soidal drive of this amplitude is generated. The transforma-
tion specified by Eq.~6!, with the relevant parameters suit-
ably evaluated for this amplitude using the empirical
formulas given in Sec. II, is employed in order to produce
the proper orientation and positioning of the loop. Notice
that during the time interval currently being considered, the
given drive is increasing in level, i.e.,dH/dt.0. The theo-
retical hysteresis loop is thus examined over the region for
which dH/dt.0. ~For the intervalt50.0625 s tot50.125 s
it is seen thatdH/dt,0, so for this interval correlation is
done with the region of the theoretical loop for which
dH/dt,0.! The response to the given drive is then taken to
be the theoretical response to the sinusoidal driveat the cor-
responding level of drive field and correspondingly signed
time derivative. Since the theoretical drive is computed using
a sine wave having the same amplitude as the given drive in
the regime of interest, one is assured that a corresponding
theoretical response is available. The correlation process al-
lows for the fact that the time at which the desired field level
occurs in the model is different from the time at which it
occurs in the given drive. Nonetheless, a simple interpolation
of the theoretical response yields the desired response.

The results of applying these ideas to the entire drive of
Fig. 5 are shown in Fig. 6~a! ~magnetization! and ~b!
~strain!.13 The solid lines are theory, the dots experiment. As
can be seen, agreement is quite good. These figures also
illustrate the success of the interpolation formulas of the pre-
ceding section. The numerical parameters required in those
formulas were deduced by utilizing only the data from the
first and last available amplitude epochs.~That is, only the
data of the semimajor loop and of the smallest minor loop
were used in determining the numerical parameters re-
quired.! Hence, the curves presented for the two intermediate
epochs~corresponding approximately to the time intervalt
50.125 s tot50.65 s! were deduced from hysteresis loops
generated using the given empirical interpolation formulas.14

It is also interesting to evaluate Eq.~8! for this example,
using Eq.~2! to evaluategab . The fitted parameters have the

valuesgREF50.176 andgABS520.0135. Using these val-
ues, Eq.~8! suggests that tand varies between about20.258
~for the case of the drive equal to the bias! down to about
20.237 at zero drive. This is a~predicted! reduction in the
loss tangent of some 8%.~The reader should not be troubled
by the negative value of the loss tangent. Whether this quan-
tity is reported as positive or negative depends essentially on
the chosen convention. We choose to include the minus sign
that occurs in the complex dielectric permittivity as part of
the definition,15 while other authors often exclude it.!

IV. WAVEFORM INVERSION TO PRODUCE A DESIRED
OUTPUT TRAJECTORY

The correlation procedure described in the previous sec-
tion can also be inverted to determine the drive waveshape
required to produce a desired output trajectory. As an ex-
ample, we consider the production of a monofrequency sine-
wave magnetization output at high drive amplitude. The
sample material, prestress, and bias conditions are all the
same as in the example considered in the preceding sections.

In Fig. 7~a! the theoretical magnetization time-waveform
response to a high-amplitude sine wave drive is shown.@The
experiment of Ref. 3 utilized triangular-wave drives of the
type depicted in Fig. 5, and a sample model was determined
from these measurements. The theoretical response to a sine-
wave drive depicted in Fig. 7~a! was deduced from this
model.# Here, the drive amplitude is equal to the bias; hence,

FIG. 6. Comparison with data of the theoretical response that results from
the correlation process applied to the drive of Fig. 5.~a! Magnetization;~b!
strain.
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the prediction is based on the semimajor loop. The resulting
deviation from a monofrequency response is evident. The
spectrum of the response is given in Fig. 7~b!. Spectral am-
plitudes are expressed in dB relative to the first harmonic.

The drive waveform deduced to produce a monofre-
quency sinusoidal response by inverting the correlation pro-
cess is shown in Fig. 8. Although a single amplitude charac-
terizes the desired response,two amplitudes are required to
characterize the drive. This occurs due to the nonlinearity
and hysteresis of the sample. The time-domain magnetiza-
tion predicted to result from the drive of Fig. 8 is shown in
Fig. 9~a!. ~This prediction was once again generated using
the experimental sample model.! The spectrum of the pre-

dicted response is given in Fig. 9~b!. As can be seen by
comparing Fig. 9~b! with Fig. 7~b! a significant reduction in
harmonic distortion is predicted. The second-harmonic dis-
tortion of about 19 dB seen in Fig. 7~b! is reduced to about
55 dB in Fig. 9~b!. The corresponding values for the third
harmonic are 28 and 60 dB, respectively.

V. CONCLUSION

Our model of hysteresis has been generalized to accom-
modate drives of arbitrary waveshape for quasistatic condi-
tions. This is done by dividing a given drive into epochs,
each of which can be characterized by one amplitude. Each
such epoch has associated with it a unique hysteresis loop.
The characteristics of these loops are determined using pa-
rameters determined from simple empirical formulas. These
empirical formulas render the model predictive. The ability
to handle arbitrarily shaped drives was demonstrated by con-
sidering a drive consisting of a biased triangular wave of
increasing amplitude.

The model can be inverted so that the drive required to
produce a desired trajectory can be deduced. The procedure
was demonstrated analytically by determining the drive re-
quired to produce a monofrequency magnetization curve
from a prestressed sample of Terfenol D driven at high am-
plitude. A significant reduction in harmonic distortion is pre-
dicted to occur based on the model.

FIG. 7. Theoretical response of the Terfenol D sample to a sinusoidal drive
of high amplitude.~a! Time-domain magnetization.~b! Frequency-domain
magnetization, expressed in dBre the first-harmonic amplitude.

FIG. 8. Theoretical driving magnetic field required to produce a monofre-
quency sinusoidal output of approximately the same level as that seen in
Fig. 7.

FIG. 9. Theoretical response to the drive of Fig. 8, based on the experimen-
tal sample model.~a! Time-domain magnetization.~b! Frequency-domain
magnetization, expressed in dBre the first harmonic amplitude.
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The model described herein is strictly applicable only to
quasistatic drives. Its extension to drives of a more general
character is the subject of further research.
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An electroacoustic system which directly converts analog acoustic signals to digital electric signals
is described. The system consists of a subtractor, a sampling and holding circuit, a sigma–delta
modulator as a comparator, an accumulator, and a local direct digital-to-analog converting
transducer similar to a typical electronic analog-to-digital converter. The subtractor is an
electrostatic device which has a diaphragm, driving electrodes, and a detecting electrode. The
surface area of the driving electrodes corresponds to the significant bits in the digital signal, as an
electroacoustic digital-to-analog converter. The detecting electrode produces an electrical signal
proportional to the displacement of the diaphragm driven by subtracting the received acoustic signal
from the electrostatically driven force. This is regarded as a subtractor. The detected signal is
amplified and sampled-held and modulated by the sigma–delta procedure and generates a signal of
61 bit, which is added to the accumulator memory by a high clock frequency. The output of the
accumulator is the digital signal output and is also fed to the driving electrodes. A 4-bit conceptual
system was developed to affirm this concept. ©1999 Acoustical Society of America.
@S0001-4966~99!07412-3#

PACS numbers: 43.38.Bs@SLE#

INTRODUCTION

In human acoustic–machine interfaces, an analog-to-
digital converter ~ADC! and digital-to-analog converter
~DAC! are often employed. The traditional digital electric-
to-analog acoustic signal interface is a DAC and a transducer
~loudspeaker or receiver!. This interface has been proposed
as a device using an integrated DAC and a direct digital-to-
analog converting receiver by Flanagan1 in 1980. Another
essential interface is the conversion from analog acoustic to
digital electric signal which requires an acoustoelectric trans-
ducer~microphone! and an ADC. It is rather difficult to in-
tegrate this into one device.

This paper describes an experimental model of an inte-
grated device which has the functions of an ADC and DAC,
and electroacoustic transducer.2 Because the direct-
converting DAC has already been described by Flanagan,
this paper concentrates on a direct-converting ADC. The
concept is based on a replacement of the local DAC from
electronic form to a newly developed electroacoustic device.
Some experimental models have been fabricated to explore
future possibilities.

I. SYSTEM DESCRIPTION

The fundamental concept of this direct-converting digi-
tal microphone is to replace a portion of the conventional
electronic ADC. Figure 1 shows the diagram of a
differential-type electronic ADC. The analog signal is fed to
the input terminal.

The signal is subtracted from another analog signal
which is generated in the local DAC, controlled by the ana-

log outputy. The analog signaly is the result of the conver-
sion of the digital signal@q0q1q2q3 ,...# at each clock se-
quence as expressed by Eq.~1!.

y5s~q0201q1211q2221••• !, ~1!

wherey is the discrete analog value,s is the sign~61! and
q0 ,q1,q2 ,... arebinary digits~0 or 1!.

Equation ~1! shows that the converted discrete analog
signaly is the summation of each bit weighted by 2n, where
n is 0,1,2,... according to the significant place.

The subtracted result generates a61-bit pulse from the
comparison with a ternary reference level, at the timing of
the internal clock. The11-bit is generated when this result
exceeds the positive reference level and the21 bit for ex-
ceeding the negative reference level. This61-bit signal is
counted in the accumulator and creates a numerical value by
accumulation, which is the raw digital output signal. The
nominal digital output is sampled by the system interface
clock and this digital output signal is fed to the local DAC
and is converted to analog form for the subtraction signal at
the subtractor. The feedback loop is completed resulting in a
type of differential electronic ADC.

The fundamental concept of the direct-converting digital
microphone described here is the same type of electronic
ADC. Figure 2 shows the diagram of this direct-converting
digital microphone. The subtractor and local DAC as illus-
trated in Fig. 1 is replaced by an electroacoustic transducing
device. The acoustic analog input signal is applied across the
diaphragm of the transducer, which is also driven by the
DAC driver electrostatically. Thus, the electroacoustic trans-
ducer acts as a subtractor and also as a local DAC. The
electric output of the transducer which represents the dis-
placement of the diaphragm is modulated by sigma–deltaa!Electronic mail: yyasuno@avsd.mci.mei.co.jp
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modulation. This corresponds to the comparator in the elec-
tronic ADC described in Fig. 1.

The accumulator and the sampling circuit are almost the
same as the electronic ADC.

II. PRINCIPAL COMPONENTS AND THEIR
CHARACTERISTICS

A. Local DAC

Figure 3 embodies the structure of the electroacoustic
transducer used in this experiment. The summation of each
weighted term in Eq.~1! is performed by the electroacoustic
transducer. The summation of each term in Eq.~1! is the
synthesis of the resultant vibration of the diaphragm which is
actuated by the divided driving electrodes shown in Fig. 3.
The vibration of the diaphragm is converted to electrical sig-
nals by the detecting electrode, which has an electret layer to
compose an electret condenser microphone with the conduc-
tive diaphragm.

The diaphragm illustrated in Fig. 3 is a fluoro–
ethylene–propylene~FEP! film with a conductive surface as
a grounded electrode of the electrostatic transducer. The dia-
phragm has a dielectric surface on the other side with
charged electret. The driving electrode is separated into sev-
eral insulated sections of which each surface area is propor-
tional to 20:21:22:23::2n•••51:2:4:8:•••.

These values are proportional to the significance of each
bit of the binary-coded digital signal. The digital signal is
applied to each section of the divided driving electrodes in
parallel and corresponding to the significant position at the
same electric potential. The electric potential between each
driving electrode and the grounded conductive layer of the
diaphragm represents the status of each bit. As is well-
known, the electrostatic transducer requires a polarizing volt-
age and the driving force between the electrodes is deter-
mined by adding or subtracting the potential voltage to the
polarizing voltage depending on the status of each bit. There-
fore, the digital signal expressed by Eq.~1! should be
slightly modified to the ternary form as Eq.~2! in which each
term corresponds to each section of the driving electrode.

y5s0p0201s1p1211s2p2221•••, ~2!

wheres0 ,s1 ,s2 ,... are thesign of each bit andp0 ,p1 ,p2 ,...
are 0 or 1. This modification enables each status of bit to add
or to subtract independently and generates tristate signal
around the polarizing voltage. Figure 4 shows the outside
view of the experimental electroacoustic transducer device
for the subtractor and the local DAC.

Figure 4 also shows the driving electrode which is di-
vided into four parts that have the surface area of 1:2:4:8.

Figure 5 shows an example of the operation of this elec-
troacoustic DAC. This figure shows the converted analog
signal from the electroacoustic DAC that is the displacement
signal of the diaphragm detected by the detecting electrode.
Another analog signal which is electronically converted from
the same binary signal by an external electronic DAC is used
as a reference. In this experiment, the input signal of the
sigma–delta modulator is not the displacement signal of the
diaphragm, but an external sinusoidal signal generator for the
purpose of confirmation of the operation of the sigma–delta
modulator and digital-to-analog conversion. In other words,
the data presented are for an open loop. Although some dis-
tortion is apparent in this data due to the error of the driving-
force distribution, it is noted that the DA conversion is per-
formed. The dividing technology of the driving electrode for
more nearly precise and higher resolution are the critical is-
sues for design in practice.

B. Subtractor

One of the features of this direct-converting digital mi-
crophone is that the subtractor is integrated with the electroa-
coustic digital-to-analog converter in one device. The dia-
phragm is driven by the receiving acoustic signal~the sound
pressure! and also driven by the electrostatic driving force of
the electroacoustic DAC. This function is the subtraction.
The subtracted result is transduced to an electric signal by
the detecting electrode as the displacement signal of the dia-
phragm.

FIG. 2. Schematic diagram of direct-converting digital microphone.

FIG. 3. Sectional view of electroacoustic transducer and surface of divided
driving electrode corresponding to 4-bit system.

FIG. 4. Outside view of electroacoustic transducer for DAC and subtractor
and its driving electrode~right!.

FIG. 1. Block diagram of a typical analog-to-digital converter.
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C. Comparator

The comparator in this digital microphone is the61-bit
digitizer which is performed by the sigma–delta modulation
of the output from the detecting electrode. The output volt-
age of the detecting electrode is compared with a bipolar
reference level. When the output of the detecting electrode
exceeds the positive or negative reference level, a61 bit is
generated and supplied to the accumulator. This procedure
represents the ternary quantization. The local clock fre-
quency of this has to be rather high. The nominal clock fre-
quency of the systemf s and the size of quantizationsd de-
termines the local clock frequencyf 1 to be more thanf s

timessd as expressed in Eq.~3!.3

f 1> f s3sd. ~3!

In this experiment, the local clock frequencyf 1 is 200
kHz for the nominal system clock frequencyf s of 44 kHz
and the number of quantization bitsd of 4 bits. It is neces-
sary for f 1 to be more than 700 kHz for a 16-bit system and
1 MHz for a 24-bit system by Eq.~3!. This is another critical
subject for future practical design.

D. Accumulator

The accumulator is a kind of electronic counter in which
61-bit data supplied from the sigma–delta modulator are
added to the prior data in the accumulator. This incremen-
tally forms a prescribed magnitude and format for the digital
signal output of the direct-converting digital microphone. In
this experiment, the output data format is binary-coded 4 bits
plus sign. This is synchronized to the local clock frequency.
The result is the raw digital output, which is redundant
enough due to its excess clock frequency for the nominal
system clock rate. The raw digital output is sampled, there-
fore, by the nominal system frequency, which is 44 kHz, and
is the digital output of this direct-converting digital micro-
phone. This digital output is fed to the local DAC driver to
generate the electrode driving signal.

E. Local DAC driver

It is necessary to convert the binary-coded digital signal
to ternary form again, as mentioned previously, to drive the
electrostatic transducer. The local DAC driver converts the
signal from binary form to ternary and assembles this as
parallel data to drive all electrodes simultaneously. The
driver includes parallel gates that switch the driving voltage

to add to the polarization voltage in the electrostatic trans-
ducer controlled by the digital signal. The driving voltage is
1 and240 V and the polarization voltage is 300 V given by
the facing surface charge of the electret layer of the dia-
phragm in this experiment. Therefore, the actual drivingvolt-
age between the diaphragm and each electrode is 340 V for
the logical true bit, 300 V for 0, and 260 V for21 bit. The
total feedback loop of the ADC of the differential type is
completed by this path as the direct-converting digital micro-
phone.

III. ANALOG-TO-DIGITAL CONVERTING
TRANSDUCER EXPERIMENT

An example of the operation of a direct-converting digi-
tal microphone is the experimental system shown in Fig. 6.

Figure 6 illustrates the digital output waveform of each
binary digit, sign bit, most significant bit~MSB!, 2nd, 3rd,
and least significant bit~LSB!. This 5-bit stream was con-
firmed by reconverting to analog form with an external elec-
tronic DAC. In Fig. 6, the reconverted analog signal is illus-
trated at the bottom, even though the waveform is distorted
because of the saturation and error of the surface-area distri-
bution of the driving electrodes for the local DAC. However,
it confirms the concept of this direct-converting digital mi-
crophone.

FIG. 5. Operation of electroacoustic DAC. Analog waveforms of converted
from 4-bit digital signal by electroacoustic DAC and by external electronic
DAC.

FIG. 6. An example of digital output, sign, MSB, 2nd, 3rd, and LSB. These
are converted to analog again by external electronic DAC.
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IV. CONCLUSION AND APPROACH TO PRACTICAL
DESIGN

A. Conclusion of this experiment

It could be concluded from the above experiments that
the fundamental concept of the direct-converting digital mi-
crophone is confirmed. In this process, we have replaced the
local DAC and the subtractor in a conventional electronic
ADC by an electroacoustic device which includes an elec-
troacoustic DAC and a subtractor on its diaphragm. This
electroacoustic DAC is the same concept as described in a
paper by Flanagan in 1980. In this paper, the new electroa-
coustic DAC is designed as a derived structure from that
previous work in order to meet the requirements as the com-
ponent of an A-to-D Converter. The structure involves a de-
velopment to detect the displacement of the diaphragm, hav-
ing a resonance at the highest point of the covering
frequency which acts as a low-pass filter for electroacoustic
DA conversion. This structure enables the integration on the
subtractor in the electroacoustic transducer. The advantages
of the direct conversion between analog acoustic and digital
electric signals are different in each application and depend
on the degree of integration, accuracy, physical dimension,
linearity, and cost competitiveness, which are the technical
subjects of further studies. Consequently, it is necessary to
work in collaboration with system manufacturers as the cus-
tomer for future development of this technology.

B. Some issues for practical design

1. The resolution or dynamic range for sufficient
signal quality

One of the most interesting and critical issues of this
microphone design is the possibility of higher resolution or
larger number of quantization bits. From the paper by
Yanagisawa4 and the authors’ experience, it would be almost
impossible to increase the resolution of the divided elec-
trodes by more than 8 bits. For higher quality by increasing
the resolution of the electroacoustic DAC, the summation
method in Eq.~1! should be changed to another procedure.
The acoustical summation employing the integration of small
electroacoustic elements is to be adopted for this purpose.

Figure 7 shows the experimental 4-bit electroacoustic
DAC and the subtractor of an acoustical summation type.
This is composed of three essential components: small loud-
speakers, small microphones, and a cavity in which to embed
them. The small loudspeakers are classified into groups in
which the number of small loudspeakers are 2n ~n is 0,1,2,
...! corresponding to the place of the significance of each bit
and connected in parallel in each group. Sound is radiated
into the cavity from these loudspeakers as a pulse sound
whose sound pressure is proportional to the number of the
activated loudspeakers to satisfy each term of Eq.~1!. The
summation in Eq.~1! is performed by sound pressure in the
cavity.

Small microphones are also implemented in the cavity to
detect the result of the acoustical summation. The cavity is
small enough not to have any standing wave inside. Figure 7
also shows the picture of the small loudspeakers and micro-
phones used in this device. In this acoustical summation

type, the receiving acoustic signal through the orifice of the
cavity is mixed with the synthesized radiated sound from the
loudspeakers that is the output of the electroacoustic DAC.

This mixing is regarded as the subtraction when the
phase of digital driving signal is set appropriately. Figure 8
shows an example of subtraction of this type. The output of
the microphone which detects the sound pressure in the cav-
ity shows a decrease of more than 10 dB by subtracting. This
value is acceptable for the present time because the deviation
of the efficiency of the loudspeakers is more than 2 dB and
this is to be minimized in the future.

Figure 9 shows data on the linearity of this transducer.
Small loudspeakers are driven at constant frequency and
constant amplitude. The sound-pressure level in the cavity
was observed by the coupled sound-level meter through a
2-cc coupler. Since the small loudspeakers are driven by a
pulse train of 44-kHz clock frequency in actual operation,
these data do not represent the characteristics of the trans-
ducer perfectly. However, these data indicate the cause of

FIG. 7. Configuration of acoustical summation-type DAC.

FIG. 8. Subtraction result of the digitally feedback radiated sound and re-
ceived sound from outside.

3338 3338J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Y. Yasuno and Y. Riko: Digital microphone



distortion due to the incomplete uniformity of loudspeakers
as mentioned above.

2. Implementation process

The practical fabrication utilizing some kind of inte-
grated mechanism is to be introduced using micro–electro–
mechanical technology~MEMS!. Compared to the vibra-
tional summation-type DAC, the acoustical summation type
seems to be more suitable to MEMS or semiconductor tech-
nology because of the uniformity of electroacoustic ele-
ments. In order to have effective implementation, collabora-
tion with semiconductor process engineers or MEMS is
indispensable.

V. CONCLUSION

This paper should be regarded as a conceptual proposal
for the future development of electroacoustic devices by in-
troducing digital technology to the connection between elec-
troacoustics and electronics. Also, when MEMS technology
is introduced to the small electroacoustic devices to increase
the number of elements, the direct-converting digital micro-
phone and other new integrated systems could be practical.
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A simple electromagnetic acoustic wave transducer~EMAT! based on a wire coil was used to excite
the resonant modes of a stainless steel spherical shell without direct mechanical contact. The
coupling produced by this EMAT was examined first for shells in air and then for shells immersed
in water to examine the effects of fluid loading on the shell’s spectrum. It was found that the
torsional modes were excited using this method and these modes radiated sound into the
surrounding water contrary to expectations. This excitation is shown to depend on the presence of
a permanent magnetization in the shell itself or on the presence of a static external field applied at
right angles to the axis of the coil. Possible mechanisms for the excitation and the acoustic radiation
of the torsional modes are considered. The excitation of quasi-flexural shell modes is also discussed
for shells in air and in water. The shell responds at the oscillation frequency of the applied field and
at twice the frequency. Some potential applications of this method of measuring modes are noted.
© 1999 Acoustical Society of America.@S0001-4966~99!07012-5#
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INTRODUCTION

Various acoustical methods have been developed for in-
vestigating the modes of fluid-loaded shells including mea-
suring the acoustic response to tone bursts at a succession of
frequencies1 and the acoustic response to wide-bandwidth
incident waves radiated by an impulsive source.2 For some
applications, however, certain modes of interest are only
weakly excited by sound waves incident on the shell and it is
appropriate to consider electromagnetic approaches for the
noncontact excitation of shell modes while monitoring the
shell’s response from the resulting acoustic radiation. The
research described here gives an example of a hybrid
electromagnetic-acoustic approach for an empty spherical
shell in air or in water.

We demonstrate the excitation of the resonant modes of
a stainless steel spherical shell with a simple electromagnetic
acoustic wave transducer~EMAT!. With the shell in air, the
resulting acoustic radiation was detected with a microphone
placed on the axis of the coil near the surface of the shell as
shown in Fig. 1~a!. When the shell was in the water, a hy-
drophone was used. The sinusoidal currents through the coils
shown in Fig. 1 result in oscillating electromagnetic stresses
on the shell referred to as Maxwell stresses.3 From the spatial
distribution of Maxwell stresses discussed in Sec. I, this
transduction technique is shown to excite the quasi-flexural
modes of the shell. It was observed, however, that it is also
possible to drive the torsional modes of the shell. The exci-
tation and detection of these modes is important since for a
perfectly spherical shell with a wall of homogeneous com-
position and thickness, the torsional modes are acoustically
inactive. For example, there are no contributions from tor-
sional modes to the computed total scattering cross section
for such an ideal shell.4 The excitation of these modes in our

experiments requires either that the shell be given a perma-
nent magnetization or the addition of a bias magnetic field as
discussed in Secs. IV–VI. The observed torsional modes
have extremely high quality factors when compared to the
lowest quasi-flexural mode when the shell is in water, indi-
cating that very little energy is being lost to the surrounding
medium. This is expected since the torsional modes of the
shell should exhibit little or no motion of the surface in the
radial direction. The presence of these oscillations was, nev-
ertheless, detected via a significant acoustic response.

The particular type of coil transducer employed here
was first developed by Johnsonet al. for the ultrasonic study
of resonant modes of solid metallic spheres.5 Like most con-
ventional EMATs, the transducer used by Johnson makes use
of a Lorentz force interaction between eddy currents induced
on the sample and an external bias magnetic field.6,7 One
form of the transduction mechanism demonstrated here in
our observation of the excitation of quasi-flexural modes is
similar to Johnson’s, however, we also investigate another
contribution to the Lorentz force on the sample when using a
coil EMAT. We demonstrate that the eddy currents interact
with the induction field itself to produce a weak stress on the
shell that oscillates at twice the frequency of the coil’s field.
The external bias field can then be removed and the trans-
ducer becomes simply a coil and an ac current source. An
approximate description of these oscillating stresses is given
in Sec. I.

This type of EMAT was summarized previously by us
for thin, nearly spherical aluminum shells in air;8 however,
the present study reveals more spectral features. The present
research utilizes a shell with a more uniform wall thickness
for the purpose of investigating this transduction method. In
Secs. II and III we summarize mode calculations appropriate
when the shell is surrounded by air and the corresponding
observations. This serves to illustrate the spectrum in the
limit of weak fluid loading.a!Electronic mail: marston@wsu.edu
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I. APPROXIMATION FOR THE MAXWELL STRESS ON
A CONDUCTING SPHERE

The creation of oscillating stress distributions appropri-
ate for exciting the quasi-flexural modes of the shell can be
explained by considering the simplified case where the shell
is treated as a nonmagnetic perfect electrical conductor
~PEC!. This approximation should give quantitatively useful
approximations for the applied surface stress when the elec-
tromagnetic skin depthd is significantly less than the shell
thicknessh and it is possible to neglect any ferromagnetic
properties of the shell. The similarity of the magneticB-field
distribution around a highly conducting sphere with the PEC
result is well known from analytical results for homogeneous
spheres of finite conductivity in an applied oscillating field
that is spatially uniform in the absence of the sphere.9,10 It is
found that the magnitude and phase of theB field generated
by the induced current is such that the totalB field goes over
to the PEC result when the electromagnetic skin depth
d!a wherea is the radius of the sphere. The skin depth is
given by3,9,10 d5(p f ms)21/2 in SI units wheref is the fre-
quency,m is the permeability, ands is the electrical conduc-
tivity. For the stainless steel shell used in our experiments,

1/s'0.7131026 Vm and for the purpose of estimating an
upper bound ond, m is approximated by the free space value
m054p31027. The resulting values ofd range from 2.3
mm at 35 kHz to 1.4 mm at 95 kHz. The shells studied had
a thicknessh53.086 mm so that the stress distribution pre-
dicted for the lowest frequencies used are only qualitatively
useful. An additional simplification in the analysis given be-
low is the assumption that the applied oscillatingB field is
spatially uniform in the absence of the sphere. As shown in
Fig. 1, the oscillatingB field is generated by circular coils
which are not very much larger than the sphere. One conse-
quence is that the actual stress distribution is more favorable
for the excitation of higher-order quasi-flexural modes than
the stress distribution approximated below.

For the transduction technique discussed here, a metallic
spherical shell is placed in a magnetic field with a uniform
static component,B15B1ẑ, and an oscillating component
such that the total magnetic flux density isB(r ,t)5B1

1B2(r ,t). When the shell is treated as a perfect electrical
conductor~PEC!, B2(r ,t) is completely excluded from the
shell.~See, e.g., p. 460 of Ref. 3.! The spatial dependence of
the oscillating fieldB2 becomes similar to what a static field
has around a perfectly diamagnetic sphere (m50). ~See,
e.g., p. 200 of Ref. 3.! For a uniform applied oscillating field,
B05B0 sinvtẑ, the magnetic field at the sphere’s surface
becomes

B2~r 5a,t !52 3
2B0~sinvt !~sinu!û. ~1!

Neglecting any ferromagnetic response, the static field is un-
affected by the presence of the shell and hence remains uni-
form. The total field at the surface is then

B5B1ẑ2 3
2B0~sinvt !~sinu!û. ~2!

Using the Maxwell stress tensor,3

TJ5
1

m0
FBB2

1

2
uBu2 IJG ,

and the field distribution given by Eq.~1!, the radial force-
per-area on the shell’s surface is given by the oscillating part
of r̂–TJ since there is no oscillatingB field within a PEC
sphere. The normal force becomes

Fr52
3

2m0
B0B1~sinu!2 sinvt

2
9

8m0
B0

2~sinu!2~sinvt !2. ~3!

The first term describes the Lorentz force of the static field
on the eddy current and corresponds to the coupling depicted
in Fig. 1 of Ref. 5. This force oscillates at the frequency of
the oscillating field. The second term describes the Maxwell
stress of the oscillating field alone. From the identity
(sinvt)25(12cos 2vt)/2, this force varies at a frequency that
is twice that of the oscillating field. Both terms have the
same distribution and couple well into the quadrupole quasi-
flexural mode of the shell, denoted byA2 . This is evident by

expressing sin2 u as2( 2
3)@P2(cosu)21#, whereP2 is a Leg-

endre polynomial with an argument of cosu. Also there are

FIG. 1. Configurations used for measuring the response of the shell in air~a!
and in water~b!. In ~a! the electret microphone was uncalibrated and the
shell sat on cotton-covered mounts. The measurements in Fig. 2~a! were
taken with the shell, coil, and microphone between the poles of a large
electromagnet which is not shown. The hydrophone in~b! was 22 cm from
the center of the shell for the measurements in Figs. 3–7.
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no forces which act in theu or f directions. The sign of the
second term in~3! corresponds to a radially inward force
while the first term has that direction only when sinvt is
positive. The direction of the equatorial stress can be ex-
plained by considering the magnetic pressure associated with
local time-dependent flux density.~See, e.g., p. 320 of Ref.
3.! For the purposes of the present application, the magni-
tudes of the strain oscillations need not be determined since
prior experience with an EMAT indicates that signals radi-
ated into water may be easily detected with hydrophones.7

II. CALCULATED MODAL PROPERTIES NEGLECTING
FLUID LOADING

The stainless steel shell examined with this transduction
method had a radius ofa519.05 mm and the ratio of the
thickness to the outer radius ofh/a50.164. The elastic prop-
erties of the 440 C stainless steel used were found for a
rectangular parallelepiped cut from a shell fabricated by the
same vendor as the shell used in experiments. These were
determined using resonant ultrasound of a rectangular
parallelepiped11 and the results are presented in Table I.12

The properties found were similar to those assumed in the
analysis of previous burst scattering for the same type of
shell in water.4,13 The resonant modes of the shell in the
absence of significant fluid loading were calculated using
these values by solving the elastic continuum equations for a
spherical shell of finite thickness subject to the stress-free
boundary conditions.14 For the spherical shell in the fre-
quency range of interest, there are three types of modes:
quasi-compressional, quasi-flexural, and torsional. The
quasi-compressional and quasi-flexural modes have similari-
ties to standing symmetric and antisymmetric Lamb waves,
respectively. Torsional modes, however, are characterized by
motion that involves no radial displacement of the shell
surface.14,15 Details about the calculation of torsional modes
are given in the Appendix.

Due to equipment constraints, the frequency range of
interest for this experiment was 20 to 100 kHz. With the
exception of the breathing mode of the shell, the quasi-
compressional modes lie outside this range, so attention here
is given primarily to the quasi-flexural and torsional modes.
The notation used and the calculated resonant frequencies are
given in Table II. See also the Appendix.

III. MEASURED MODE SPECTRUM IN AIR

Figure 1~a! shows a simplified diagram of the experi-
ment performed to measure the response of the shell in air.
The shell was placed on a three-point support inside a six-
turn copper wire coil with a diameter of 7 cm. Cotton was
placed between the shell and the supports in order to reduce

damping due to contact. For the configuration where a static
field B0 was superposed on an oscillating field, the static
field was provided by an electromagnet having large iron
poles that produced field strengths up to 1200 Ga. A continu-
ous sine-wave current of 0.08 A was provided to the coil
when the static field was present. Spectra were also obtained
without the static field but with the current through the cop-
per coil increased to 3.8 A. Since the coupling was expected
to be strongest to theA2 mode, an electret condenser micro-
phone was placed on the axis with the coil and shell to mea-
sure the response of the shell. The signal magnitude was
monitored with a two-phase lock-in amplifier with the refer-
ence frequency atv or 2v, wherev is the frequency of the
oscillating magnetic field.

The response of the shell in the presence of the static
field is shown in Fig. 2~a!. As expected there was strong
coupling into theA2 mode. Other modes of the shell were
also excited and in particular theE0 mode, or ‘‘breathing
mode,’’ of the shell produced a very strong signal. The cou-
pling to theE0 mode is expected from the constant term in
the expression for sin2 u given below Eq.~3!. Note that the
A3 mode is absent from the spectrum. This can be explained
by noting that the mode is not symmetric about the equator
of the shell and hence the coupling should be extremely
weak. It was possible to detect theA3 mode, however, by
offsetting the shell so that the oscillating magnetic field was
no longer symmetric, thus producing a greater ‘‘squeezing’’
of one-half of the shell over the other.

The spectrum found using this transduction technique
compared well to the calculated spectrum as is seen in Table
II. There was, however, a great deal of mode splitting in all
modes except theE0 mode. The shell was used previously in
experiments that examined the backscattering of short tone
bursts and details of the shell’s construction are given
there.13 In those experiments, the presence of the seam which
connects the two halves of the shell and imperfections on the
inner surface of the shell would not have produced perturba-
tions strong enough to be easily detected in that experiment.
In the present work, however, these imperfections would
contribute to the mode splitting. Evidence for this conclusion
comes from the observation that the orientation of the shell
has an influence on the magnitude of the individual peaks
that cluster about each mode.

TABLE I. Material properties for the stainless steel shell and shell dimen-
sions.

Density
~g/cm3!

Transverse
velocity, cs

~mm/ms!

Longitudinal
velocity, cl

~mm/ms!

Radius,
a

~mm!

Ratio of thickness
to outer radius,

h/a

7.46 3.36 6.11 19.05 0.164

TABLE II. Mode frequencies.

Mode type Notation
Calculateda

~kHz!
Measuredb

~kHz!

Quasi-flexural mode A2 37.0 36.6
A3 48.1 47.7
A4 60.6 59.7
A5 77.2 75.6
A6 97.4 96.7

Breathing mode E0 82.0 80.8
Torsional mode T2 60.5 59.8

T3 95.8 95.2

aFor the empty shell in a vacuum.
bWith the shell in air except forT2 andT3 which are for the shell in water.
For theT2 and T3 modes,ka is 4.9 and 7.7, respectively, wherek is the
acoustic wave number in water.
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When the static field was removed, the response of the
sphere was measured at twice the frequency of the oscillating
field of the transduction coil because of the sin2 vt term in
Eq. ~3!. The resulting spectrum is given in Fig. 2~b!. As
expected, even though the amplitude of the current across the
transduction coil was increased, the signal of the response
dropped significantly. Once again theA2 mode is the most
prominent feature. There is a clear correspondence between
the two spectra and comparisons with the calculated frequen-
cies indicate that both methods can be used to examine the
resonant structure of the shell.

IV. MEASURED MODE SPECTRUM IN WATER

To examine the effects of fluid loading, a second coil
was constructed and the experiment was performed in a
3000-gallon wooden tank of water. A simplified diagram of
this experiment is shown in Fig. 1~b!. The new coil was 5.75
cm in diameter and consisted of two turns of copper wire. It
was attached to the end of a plastic rod and lowered to a
depth of 1.3 m to avoid any reflections or interactions with
the surface. The tank itself had a depth and diameter of
2.4 m. The shell was attached to a length of fishing line by a
small drop of epoxy and suspended so that it was positioned
in the center of the coil. A spherical hydrophone~Edo model
6166! was positioned along the axis of the coil to monitor the

response of the shell. In this experiment there was initially
no external static magnetic field present and the response of
the shell was measured at twice the frequency of the current
applied to the coil.

The response magnitude of the shell is shown in Fig. 3.
It was very difficult to eliminate the coupling between the
oscillating magnetic field and the hydrophone due to the hy-
drophone’s geometry. To remove a majority of the coupling
from the spectrum, the frequency response was also mea-
sured with the shell absent from the system and this back-
ground was subtracted from the raw data in Fig. 3. As ex-
pected, the most prominent feature is theA2 mode. The
mode is shifted from the frequency found in air by
D f 524.2 kHz down to 32.4 kHz with a quality factor,
Q'3.8. This Q was determined from the decay following
tone burst excitation as described in Sec. VI. The frequency
for this mode subject to fluid loading was estimated by cal-
culating the partial wavel 52 contribution to the partial
wave series~PWS! representation of the forward scattering
amplitude for an evacuated elastic spherical shell.4 From
this, the l 52 contribution to the forward scattering from a
rigid sphere was subtracted in an effort to isolate the reso-
nance of the shell. The frequency for this mode was found to
be 32.5 kHz which is close to the measured value.

In addition to theA2 mode, the spectrum has structure at
higher frequencies that appears to be unrelated to higher-
order quasi-flexural modes. The most prominent of these fea-
tures is the very narrow resonance at 59.8 kHz. This peak
corresponds to the first torsional mode of the shell, denoted
asT2 , which is calculated to occur at 60.5 kHz. Although it
is not presented here, there were also indications of a slight
peak at 95.2 kHz indicating the next torsional mode,T3 ,
may have been excited as well. The high quality factor of the
T2 mode provides additional support for this identification.
However, the excitation of these modes is not explained by
the analysis presented in Sec. I, indicating the possibility of
some other coupling mechanism. It was found that the stain-
less steel shell had become permanently magnetized. This
shell had been used previously in the experiments described
in Sec. III and the repeated application and removal of the
large static field appears to have induced the magnetization.

FIG. 2. Mode spectrum with the shell in air. In~a! a static magnetic field is
present and the mode frequency plotted is the drive frequency. In~b! the
static field is removed and the mode frequency plotted is twice the drive
frequency. The modes are classified as tabulated for an ideal shell in Table
II. The coupling in~a! is associated with the Lorentz force of the static field
on the eddy currents while in~b! the second term in Eq.~3! is relevant.

FIG. 3. Mode spectrum with the shell placed in water with the significant
modes identified as shown. The frequency plotted is twice the drive fre-
quency and the signal is extracted with a lock-in amplifier and the peak
signal is 0.06mV. While the hydrophone response varies weakly with fre-
quency over this range, here and in Figs. 4–6 the pressure is approximately
0.016 Pa/mV.
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Stainless steel 440 C is a martensitic phase16 of Fe, Cr, and C
which is known to allow permanent magnetization. To deter-
mine if the magnetization was important to the coupling into
these torsional modes, the same experiment was performed
with an identical shell with no significant magnetization. As
can be seen in Fig. 4, theA2 mode is once again present and
has roughly the same frequency and quality factor as found
for the magnetized shell. However, there is no discernible
coupling into any higher order quasi-flexural or torsional
modes. This indicates that the presence of the magnetization
of the shell may be important for the coupling to the tor-
sional mode shown in Fig. 4. Calculations4 for an ideal
spherical shell in water of the same dimensions reveal no
sharp acoustically active resonances in this frequency range.
The resonances on the water-loaded shell associated with the
modes labeledA4 andA6 in Table II are found to be much
broader in the total cross section4 than the observed peaks
which we attribute to theT2 andT3 modes.

V. EXPLORATION OF TORSIONAL MODES AND
OTHER SPECTRAL FEATURES

The possibility of driving shell oscillations at the fre-
quencyv of the current was explored by first determining
the direction of the magnetic moment of the shell so that its
orientation could be controlled. This was achieved by repeat-
edly passing the shell through a coil in air and monitoring the
induced current for different orientations of the shell until the
orientation of the magnetic momentm was found. The ori-
entation ofm relative to the seam in the shell could not be
determined since the seam was not visible. The driving
forces on the shell should then have components that oscil-
late at bothv and 2v. Figure 5~a! shows the response of the
shell with the lock-in reference signal atv in the configura-
tion wherem is parallel to the coil’s axis. As in the experi-
ment performed in air, the signals can be substantially larger
than when the response is measured at 2v. Also theA2 mode
is very prominent as expected from an excitation mechanism
discussed in Sec. VI. To confirm this, Fig. 5~b! shows the
response of the shell whenm is aligned perpendicular to the
axis of the coil. Analysis shows that the radial component of
the driving force that oscillates atv in this configuration is

reduced and, as a result, there should be negligible coupling
into theA2 mode. From Fig. 5~b! it appears that this mode is
suppressed.

In addition to theA2 mode, there is a great deal of struc-
ture when the moment is in either orientation. The most
prominent of these structures are the torsional modes. The
degree of coupling depends on the orientation of the mag-
netic moment. In Fig. 5~a!, the transducer couples well into
theT2 mode but not as strongly into theT3 mode. When the
moment was rotated, the coupling became stronger withT3

and less so with theT2 mode. This indicates that the orien-
tation of the moment relative to the oscillating field plays an
important role in the coupling mechanism at least for the
response atv. This is considered in more detail in Sec. VI.

The high Q torsional modes are very distinct in Figs.
5~a! and 5~b!, but there also appear to be some much broader
features in the response which do not correspond to modes of
the shell. These may be a result of producing a Lorentz force
on the coil due to the shell’s magnetic field. When the shell’s
moment is aligned with the coil axis, there is a radial Lorentz
force that couples into the extensional modes of the coil.
When the moment is perpendicular, the forces should act out
of the plane of the coil and couple into the coil’s bending
modes. This suggests the cause of the differences in the spec-

FIG. 4. Spectrum obtained as in Fig. 3 but with an identical shell having no
permanent magnetic moment. The coupling to the torsional modeT2 is
suppressed while the coupling to theA2 mode is expected from the second
term in Eq.~3!.

FIG. 5. Mode spectra obtained with the frequency plotted equal to the drive
frequency and the permanent magnetic momentm of the shell oriented
according to the thin arrow shown in the inserts. The bold dashed arrows
show the relative orientation of the local magnetic force near the poles
during one phase of the excitation cycle where the coil current is in the
direction indicated. See Sec. VI. Unlike Fig. 2~a!, there is no static compo-
nent to the applied field. Direct coupling to the hydrophone has been sup-
pressed in~a! and ~b! as explained in Sec. IV. The peak signals exceed 22
mV.
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trum for the two orientations. For the coil used, the calcu-
lated mode spacing for coil’s extensional modes should be
D f '10 kHz, which corresponds well to the spacing of the
structures in Fig. 5~a! and this suggests that those anomalous
features are a result of acoustic radiation by the coil.

Even if the shell lacks significant permanent magnetiza-
tion, the Lorentz force of the eddy currents produces a torque
on the shell when the static and oscillating components of
externally appliedB fields are perpendicular. See, e.g., Fig. 2
of Ref. 5 where the torques are shown to oscillate at the
frequencyv of the eddy currents. To test this idea, two small
bar magnets were hung on either side of the coil with their
poles aligned such that they provided a magnetic field per-
pendicular to the axis of the coil. This arrangement is shown
in the inset in Fig. 6. The nonmagnetized shell was used in
this experiment. As can be seen in Fig. 6, it was indeed
possible to drive the torsional modes and the degree of cou-
pling into each was in a manner consistent with the expected
symmetry of the Lorentz forces: the coupling with theT3

mode exceeding that of theT2 mode.

VI. TORSIONAL MODE EXCITATION AND ACOUSTIC
RADIATION MECHANISMS

The detailed description of the mechanics of magnetized
solids ~with or without eddy currents! in the presence of
oscillating applied magnetic fields is a complicated area of
continuum mechanics that is beyond the scope of our
investigation.6,17,18 We summarize below physical mecha-
nisms for exciting some of the modes observed in Figs. 3–5
evident from elementary symmetry considerations. Through-
out our discussion, the relative permeability is taken to be
unity for the water external to the shell and any gas con-
tained within the shell. The excitation of theA2 mode in
Figs. 3 and 4 is to be expected from the second term of Eq.
~3!. A coupling mechanism which explains why theA2 mode
is excited in Fig. 5~a! but not in Fig. 5~b! may be summa-
rized as follows. Neglecting the forces resulting from eddy

currents, the magnetic force on the whole magnetized body
can be expressed as the sum of the volume integral of a body
force per-unit-volumefM and a surface integral of a stress
TM . Let MS denote the static component of the shell’s mag-
netization. The applied field causes forces on the internal
dipoles within the solid such that there will be contributions
to fM and TM which oscillate at the frequency of the oscil-
lating part of the appliedB field denoted byB2(r ,t):

fM ~S2!52B2~¹–MS!, ~4a!

TM ~S2!5n̂–MSB2 , ~4b!

where n̂ is an outward directed surface normal, whereB2

doesnot include contributions to the total field due to the
magnetization of the solid. See, e.g., Eq.~3-4.4! of Refs. 18
and 19. The factors2¹–MS and n̂–MS represent, respec-
tively, volume and surface distributions of effective mag-
netic ‘‘charge.’’ ~See, e.g., Sec. 5.9 of Ref. 3.! The corre-
sponding contributions to the volume and surface torque
densities are known to be19 r3fM (S2) andr3TM (S2) , respec-
tively, wherer is the radius vector from the origin which is
taken to be the center of the shell.

Consider the situation whereMS is taken to be uniform
within the shell so that the volume force and torque densities
vanish. The surface stress will in general be present on both
the inner and outer surfaces of the shell where, within a
given solid angledV, the signs of the surface change densi-
ties n̂–MS are opposite for the inner and outer surfaces. The
stress on the inner surface element is reduced because the
eddy currents result in a significant reduction of the fieldB2

at the inner surface of the shell. Consequently, there is a net
radial force on each pole of the shell in Fig. 5~a! ~shown by
the dashed vectors!, but the corresponding forces are tangen-
tial in Fig. 5~b!. The resulting stresses are expected to couple
strongly with theA2 mode in Fig. 5~a! but weakly~if at all!
in Fig. 5~b! in agreement with the observations. Comparison
of the stresses indicates that this mechanism should couple
strongly into theT3 mode in Fig. 5~b! but weakly if at all
into the T3 mode in Fig. 5~a!. The contribution to ther
3TM (S2) torque on the interior surface is further reduced
relative to the outer contribution by the smaller value ofr on
the inner surface. In the measurements shown in Fig. 5, if the
shell and coils are assumed to be concentric and the shell is
uniformly magnetized, it is not possible to explain the ob-
served coupling to theT2 mode from Eq.~4!. Notice, how-
ever, that in agreement with these considerations, the excita-
tion of the T3 mode is stronger in Fig. 5~b! in comparison
with the T2 mode, if differences in the coupling to the radi-
ated sound to hydrophone position can be neglected.

The coupling to theT2 mode evident in Figs. 3, 5~a!,
5~b!, and 6 is not explained by a symmetric stress distribu-
tion described by Eq.~4b!. The high quality factor Q of the
torsional modes may cause weak coupling processes to be
significant. While no single coupling mechanism may ex-
plain all of these examples, a partial list of other coupling
mechanisms is summarized as follows.

~i! The static magnetization may be nonuniform giving
rise to body forces from Eq.~4a! in Figs. 3, 5, and 6.

FIG. 6. Mode spectrum which confirms that torsional modes can be excited
on the shell having no permanent magnetization provided a static magnetic
field is superposed. The torsional features correspond to theT2 and T3 in
Fig. 5 and the signal is detected at the frequency of the drive. The cross and
point on the equator show the tail and head of the local Lorentz force vector
on the eddy current during one phase of the excitation cycle and this torque
causes theT3 mode to be excited. The relevant eddy current is in the me-
ridional plane of the sphere which intersects the coil. TheT2 andT3 modes
are not observed for this shell when the magnets are removed.
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~ii ! Imperfect alignment of the centers of the coil and the
sphere could alter the spatial distribution ofTM and
Lorentz stresses in Figs. 5 and 6, respectively.

~iii ! In the shell having a permanent magnetization, the
magnetic field from that magnetization causes a Lor-
entz force on the eddy currents which oscillates at the
drive frequencyv which may contribute to the cou-
pling evident in Fig. 5.

~iv! TheEinstein–de-Haas effectrequires that a change in
magnetization gives rise to a torque because of the
associated change in microscopic angular
momentum.20–22Depending on the spatial distribution
of the time-dependent partof the magnetization for
the measurements in Figs. 5 and 6, the resulting dis-
tribution of torques could couple into the modesT2

andT3 at the modulation frequency of the appliedB
field.

~v! The time-dependent part of the magnetization may
yield stresses and body forces oscillating atv and 2v
from a coupling analogous to that considered in
Eq. ~4!.

~vi! Magnetostrictive mechanisms may contribute as re-
viewed in Ref. 17 and by Thompson6 and pp. 37–40
of Moon.18 Note, however, that the stainless steel
used has a negligible nickel content unlike most
highly magnetostrictive materials. The coupling in
~iii ! gives a second mechanism for exciting theA2

mode in Fig. 5~a!.

Due to the nature of the torsional modes of spheres, it is
surprising to find that their presence could be detected acous-
tically. The quasi-flexural modes of the shell were able to
radiate sound because the surface velocity has a radial com-
ponent. Since this is not the case for torsional modes of an
ideal sphere, one would not expect to either excite or detect
these modes via acoustic radiation. The high quality factors
do indicate that very little acoustic energy is lost to the sur-
rounding medium. When compared to the degree of damping
which theA2 mode of the shell experiences, these high qual-
ity factors support the notion that there is little or no radial
displacement of the shell’s surface; nevertheless, some com-
ponent of the shell must be radiating sound. One possibility
could be the structure supporting the shell. The drop of ep-
oxy attaching the shell to the fishing line could be oscillating
transverse to the surface and thereby radiating sound. It is
also possible that inhomogenieties within the shell could pro-
duce some radial motion of the surface. The shell consists of
two hemispheres bonded together and this seam could create
a region where the material properties are different than the
rest of the shell. This could provide a means of coupling the
rotational and radial motions. Neither of these possibilities
could be quantitatively tested, however, and the radiation
mechanism was not determined.

The high quality factor of the torsional modes is best
illustrated by viewing the response to tone burst excitation of
the coil current where the frequency of the burst is adjusted
to theT2 or T3 mode frequency. Figure 7 shows the response
of the T2 mode excited as shown in Fig. 5~a!. After the
300-cycle 59.98-kHz burst is complete, the acoustic signal

decays exponentially with a time constantt59.046 ms. The
quality factor is Q5vt/251704. Two of the dissipation
mechanisms contributing to the decay of the mode were the
viscosity of water and acoustic radiation. The influence of
acoustic radiation on the Q was confirmed by altering the
radiation efficiency. When a drop of epoxy was placed at one
of the ‘‘poles’’ of the shell, i.e., on the same axis as that of
the coil, the damping of the mode increased slightly and
Q51571. When the epoxy drop was placed 45 degrees off
axis, between the support and the coil, the damping increased
significantly giving Q5890 and indicating that the corre-
sponding portion of the shell’s surface was in significant
torsional motion. These results suggest that the axis of rota-
tion for this mode is aligned with the axis of the coil, sup-
porting the possibility of a mechanism such as the Einstein–
de-Haas effect where the torsion is around the axis of the
coil. Note that in Fig. 7, during the current tone burst, the
received signal is a superposition of the acoustic signature
and spurious inductive coupling which vanishes at the end of
the burst at 5 ms.

VII. CONCLUSIONS

Experimental evidence has been presented for the exci-
tation of the torsional modes of empty spherical shells using
an EMAT. Although the simple analysis for a conducting
sphere in Sec. I explains the excitation of the quasi-flexural
modes and breathing mode, other mechanisms were consid-
ered briefly in Sec. VI to account for the coupling into the
torsional modes. Among the original motivations for this
work was the possibility of investigating the modified spec-
trum for shells subjected to loading by point masses. While
this application has not been developed here, it is noteworthy
that the high Q torsional modes are expected to be especially
sensitive to such perturbations. It was confirmed that adding
a small bead of epoxy to the shell can reduce the Q of a
torsional mode. The coupling mechanisms demonstrated here
provide an alternative to more traditional acoustical methods
described in Refs. 1 and 2 which are not well suited for
investigating the torsional modes of spherical shells. They
may also facilitate hybrid magnetic-acoustic classification
methods for metallic objects.

FIG. 7. Response to a 300-cycle tone burst illustrating the remarkably slow
free decay of theT2 mode excited on the shell in water as shown in
Fig. 5~a!.
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APPENDIX A: SPHERICAL SHELL, TORSIONAL
MODES, AND MODE CLASSIFICATION

The frequencies for the torsional modes of the empty
stainless steel shell were calculated by solving the boundary
value problem with vanishing shear stress at both the inner
and outer boundary. This has been discussed by Lapwood
and Usami,15 Shahet al.,14 and, in the thin shell limit, by
Lamb.23 The frequencies for the free torsional vibrations of
an evacuated shell of finite thickness satisfy the characteristic
equation,

UJ~h! Y~h!

J~z! Y~z!
U50, ~A1!

where

J~h!5
d

dh
j l~h!2

1

h
j l~h!, ~A2a!

Y~h!5
d

dh
yl~h!2

1

h
yl~h!. ~A2b!

The arguments for the spherical Bessel functions of the first
kind, j l , and of the second kind,yl , are given byh5ksa
andz5ksb, whereks is the shear wave number,v/cs for the
solid, anda andb are respectively the outer and inner radii.
The solutions for this equation are denoted byTl

n , wherel is
the angular index andn is the radial index. For the experi-
ments performed here, modes corresponding ton.0 have
frequencies higher than the range of interest so we only con-
sider theTl

0 modes and the indexn is not shown in Table II.
The lowest mode is thel 52 mode which consists of the
opposing rotations of the two hemispheres of the shell. The
areas around the poles rotate in the same direction while the
midsection of the shell moves in the opposite direction in the
l 53 mode. These two modes were found to be the most
important torsional modes for the present work. TheAn

modes in Table I correspond to those on the lower branch of
the analogous thin-shell plot in Fig. 7.9 of Junger and Feit,24

with the E0 mode on the upper branch. In thin-shell theory,
the frequencies of the torsional modes becomev5@( l 21)
3( l 12)G/rR2#1/2, whereG andr are the shear and modu-
lus and density of the shell material andR is the mean
radius.25 Using the properties of the shell given in Table I,
this approximation gives the frequencies for theT2 and T3

modes as 61.1 and 96.7 kHz, respectively, which compare to
the values given in Table II.
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Measurement and prediction of diffuse fields in structures
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Measurements and predictions of the response of a variety of plain and coupled plates when excited
by a point source have been reported. Tests on plain plates showed that a diffuse field was generated
within the first 30 wave transits across the plate. In plates coupled by a thin ligament, around 50
wave transits across one of the substructures was required for a diffuse field to be established in the
whole system. This is equivalent to about 25 transits across the whole plate so the time required to
set up a diffuse field was not significantly affected, even when the ligament width was only 2.5%
of the total plate width. Tests on plates bolted or adhesively bonded together showed that in both
cases, although a diffuse field was established in each of the substructures, the damping was too
great for a diffuse field to be set up in the whole structure. Tests on stepped plates have shown that
the measured surface amplitudes in the thinner sections tend to be much larger than those in the
thick sections, but that the energy in the thinner sections is only slightly larger than that in a thick
section of similar plan area. The field is not diffuse in the sense that the amplitude or energy density
is the same throughout the coupled structure, but the field is diffuse in each substructure. ©1999
Acoustical Society of America.@S0001-4966~99!06712-0#

PACS numbers: 43.40.At, 43.40.Hb@CBB#

INTRODUCTION

Acoustic emission~AE! techniques were first used com-
mercially in the late 1960s for the testing of pressurized sys-
tems for the chemical and aerospace industries and have
since become widely used. Applications for which AE is
routinely used include quality assurance of new vessels,1

regular short-term field evaluations to assess vessel degrada-
tion, and continuous long-term monitoring.2 Hydrostatic
proof tests are normally carried out on new pressure vessels
to 150% of the working pressure to ensure system integrity,
the acoustic emission during the test being monitored.

Acoustic emission has also been successfully used for
the nondestructive testing of steel and prestressed concrete
structures such as bridges, dams, and skyscrapers.3,4 Trans-
ducers are often mounted permanently to important points on
the structure such as around joints and can be continuously
monitored. The number and placement of transducers de-
pends on the specific structure, but single transducers can be
used if one particular joint in a structure is under examina-
tion.

The experimental layout can affect some or all of the
measured waveform parameters in an unpredictable fashion;
for example, the relative locations of the source~defect! and
receiver can alter the maximum amplitude of the resulting
waveform. Consequently, measurements taken on identical
structures may not be directly comparable if the source loca-
tion is different in each case. Therefore, current methods
only give a qualitative indication of the change of state of the
component rather than a quantitative indication of the abso-
lute level of damage. Ideally, the source severity~energy
released! could be measured at any location on the surface,
regardless of the source location. For this to be possible the

initial source energy must be evenly spread throughout the
structure; in other words, the wave field within the structure
must become diffuse.

A diffuse wave field is an enclosed area in which the
wave energy is evenly distributed, i.e., the amplitude and
directional distribution of the waves throughout the enclo-
sure is random and the waves are uncorrelated with respect
to phase~i.e., no standing waves exist!. If these requirements
are fulfilled, a greatly simplified description of the wave field
can be used. The concept of a wave becomes of minor im-
portance and the wave field can be treated as a whole in a
stochastic manner. A diffuse field is guaranteed to occur if
all boundaries within the enclosure are diffuse reflectors; to-
tally diffuse reflectors obey Lambert’s cosine law whereby
the distribution of the reflected wave field is independent of
the original angle of the incident wave.5 In practice no
boundary exhibits perfect diffuse reflection but rough and
irregular surfaces may be a reasonable approximation if the
wavelength is of similar dimensions to the surface features.

A diffuse field cannot strictly be generated in an enclo-
sure if all the boundaries are specular reflectors, but in cer-
tain cases the fields generated are approximately diffuse. If
the source is nondirectional~small with respect to the wave-
length! and excites waves over a finite bandwidth~rather
than a single frequency!, all normal modes~or structural
modes! of the enclosure which have natural frequencies
within the excitation bandwidth can be excited simulta-
neously. Each normal mode, if excited individually, is
clearly not diffuse; the amplitude distribution is not random
throughout the enclosure due to the nodes and anti-nodes of
the mode. However, in the case where many modes are ex-
cited over a finite frequency band, the motion at any point
within the enclosure is a superposition of all the modes
present; thus, as the number of modes increases, the overalla!Electronic mail: p.cawley@ic.ac.uk
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motion pattern becomes more uniform and the diffuse field
approximation becomes valid. The modes referred to here
are the normal modes of the structure which can be thought
of as standing wave patterns produced at particular frequen-
cies due to the reverberation of traveling waves in the struc-
ture. There are many different types of traveling wave which
can produce structural resonances. In thin plate structures,
most structural resonances are due to the reverberation of
Lamb or shear horizontal~SH! waves, while in thicker struc-
tures, bulk waves~longitudinal or shear! and surface waves
dominate the behavior. The different branches of Lamb and
SH waves are commonly referred to as modes; these modes
of traveling wave should not be confused with the normal
modes of the structure. Diffuse field approximations have
been used for many years for room acoustics and geometrical
optics.5

Research has previously been carried out into the use of
diffuse field approximations for acoustic emission. The first
recorded work in this area was by Egle6 whose aim was to
calculate the initial power, spectral content, and decay rate of
an AE event from ring-down counting data. To do this he
assumed that the signal was a product of a slowly decaying
function and a stationary Gaussian random process~this re-
quires the field to be diffuse!. He found that it is possible to
extract the mean square stationary component which repre-
sents the initial power and the zero-crossing rate which gives
some idea of the frequency content of the signal. He then
extended the diffuse field theory of room acoustics to solid
structures having two propagating modes to calculate the
proportion of energy in these modes.7 He assumed that the
field generated in a solid is an isotropic random superposi-
tion of plane waves and only longitudinal and transverse
waves exist~ignoring Rayleigh and Lamb waves!. He nu-
merically predicted the flow of energy between the trans-
verse and longitudinal modes caused by mode conversion at
the boundaries and predicted that after a calculable time,t* ,
the energy present in these modes reaches an equilibrium
state. He also predicted that, at equilibrium, the energy
present in the transverse mode in an aluminum structure ac-
counts for 97% of the total energy in the system regardless of
the initial conditions, the ratio of energies between the lon-
gitudinal and transverse modes being dependent only on the
Poisson’s ratio of the material.

Weaver8 analytically reinterpreted and extended the
theories of Egle. He assumed that if a structure is excited
over a finite frequency band, all structural modes~with natu-
ral frequencies within the excitation band! are excited with
equal energy. He termed this ‘‘The equipartition assump-
tion’’ which has strong parallels with the statistical energy
analysis assumptions~see below!. Weaver then subdivided
the structural modes into two categories, one for modes
which consist of predominantly transverse particle displace-
ments and the other for longitudinal particle displacements.
Thus the ratio of energy densities between the transverse and
longitudinal motion present is equal to the ratio of the num-
ber of transverse to longitudinal modes within the frequency
band of interest. He concluded, as Egle, that the equilibrium
state is predominately transverse for a steady-state diffuse
field in a solid. He also predicted, however, that transducers

mounted on the surface of the structure will be more sensi-
tive to the surface wave field than to either the bulk trans-
verse or bulk longitudinal fields. This is extremely important
since virtually all AE transducers measure the surface re-
sponse.

The relationship between this measurable ‘‘surface en-
ergy density’’ and the total energy density was explored9 for
finite plates. The main assumptions made were that the time
domain was long compared to the acoustic transit time across
the structure~this allows many randomizing reflections!, that
the normal modes of the plate can be approximated by stand-
ing waves of Rayleigh, shear horizontal, and Lamb types
~referred to by Weaver as ‘‘Pseudo Modes’’!, and that the
frequency range is large compared to the modal density of
the plate. He concluded that a diffuse field in a finite plate
will partition its time-averaged energy among the several
propagating branches with a weighting independent of
source nature and the total spectral energy density can be
deduced from a measure of the surface energy density. This
theory was later expanded to a half-space10 where the par-
ticipation of the surface in the general disturbance was pre-
dicted. A termḠ was introduced describing the linear pro-
portionality between the total energy in the body and the
mean square displacement at positionx0 on the surface. This
value was, however, very difficult to calculate for all but the
simplest geometries.

An experimental study11 was carried out to verify the
existence of a diffuse field in an aluminum plate. This plate
had many randomly oriented saw cuts at the edges which
were intended to aid the generation of a diffuse field. Weaver
concluded that a diffuse field can be generated long before
any appreciable absorption occurs in the system used and the
results agreed well with predictions from Ref. 9.

In Ref. 12 an overview of the diffuse field method is
given, together with a description of the necessary conditions
concerning bandwidth and modal density for a diffuse field
to be sustained:

l̄ a/c!1, ~1!

D fD f @1, ~2!

where l̄ is the mean free path length~m!, a is the material
absorption~Np/s!, c is the acoustic wave speed of interest
~m/s!, D f is the frequency bandwidth~Hz!, and D f is the
modal density. For plate structures the modal density is
given by

D f'Ap/hc, ~3!

whereAp is the plan area~m2! andh is the thickness~m!.13

These guidelines can be used to assess whether a given struc-
ture is likely to behave in a diffuse manner. It should be
emphasized that the relationships~1!–~3! are severe approxi-
mations since they assume a constant wave speed, so ne-
glecting dispersion which is strong for the fundamental anti-
symmetric (A0) mode at low frequency-thickness products.
They also implicitly assume that only one propagating mode
is present. Nevertheless, the relationships give a good indi-
cation of whether a field is likely to be diffuse, particularly
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when the bandwidth is modest so dispersion is not very
strong.

A comparison of the diffuse field and Green’s function
approaches to source characterization is given by
Clough.14,15 He argues that a diffuse field should be pro-
duced after only three reflections, although no proof is given.
A demonstration that high-pass filtering is required to re-
move the dominating effect of the lower-order structural
modes is also furnished.

It has therefore been demonstrated that diffuse fields ex-
ist in a randomized ideal structure under laboratory condi-
tions. It has been predicted that in a well developed, steady-
state diffuse field, energy partitioning between modes is
controlled by the material properties rather than the specific
geometry of the structure~given sufficient structural asym-
metry!. A structure capable of sustaining a diffuse field must
be lightly damped, allowing many reflections of the initial
wave energy. The number of reflections required will depend
on the geometry of the structure and the directivity of the
initial source of energy. Previous authors have assumed a
value of 20 reflections to be sufficient,7 but others have sug-
gested that as few as 3 reflections are necessary.15

The number of resonant modes~modal density! within
the excitation bandwidth is extremely important for diffuse
field approximations to be valid. Small structures will have a
low modal density, increasing the likelihood of individual
modes dominating the structural response. This problem can
be reduced if the bandwidth of the signal is broad and the
initial source is nondirectional. Large structures will have
high modal density but the initial energy will undergo fewer
reflections before being damped away; thus the field may not
have a chance to become diffuse.

It is not clear from the literature, however, whether a
diffuse field can be sustained in a real structure, for example,
a structure consisting of several acoustically connected sub-
structures~as will be the case in the vast majority of appli-
cations in the field!. This paper explores these issues both
theoretically and experimentally.

I. PREDICTION OF DIFFUSE FIELDS IN SIMPLE
COUPLED SYSTEMS

A. Background

Statistical energy analysis~SEA! is a method by which
the acoustic response of a structure is considered as the bal-
ance of energy flow between groups of resonant modes. En-
ergy terms are regarded as statistical averages of resonant
mode response over finite frequency bands. Statistical meth-
ods are most suitable in cases where the frequency is high
and many structural modes exist within the bandwidth of
interest~high modal density!. In these situations traditional
modal analysis methods are cumbersome and often impos-
sible to use due to the many hundreds of modes present.

Statistical energy analysis assumes that the detailed
modal behavior averages out as the modes become less well
defined, thus allowing the structure to be analyzed in a more
pragmatic way. Much has been written concerning the use of
SEA since its original formulation.16 An excellent introduc-
tion to the subject is given by Woodhouse,17,18 in which the

method, its major assumptions, and limitations are intro-
duced. The early work on SEA was concerned with steady-
state predictions where the source of energy was continuous.
More recently, transient sources have been examined.19,20 It
is this transient analysis which will be used to predict the
response of structures to simulated acoustic emission
sources.

Before discussing the use of SEA to predict diffuse
fields, it is necessary to define some commonly used terms
which have specific meanings in this field:

Structure: physical assemblage of components which are
under analysis.

Substructure: individual component in the structure.
Field: subdivision used for the SEA model which refers

to the energy in a single propagating mode type in a single
substructure.

Coupling loss factor: coupling between connected fields
~not including losses due to internal and external damping!.

Damping loss factor: losses in an individual field due to
internal and external damping~not including losses to con-
nected fields!.

Complex structures are divided into suitable fields; these
need not be restricted to physical substructures but can in-
clude mode types. For example, consider a plate of uniform
thickness and random shape@see Fig. 1~a!#. We make the
initial assumption that only two Lamb wave modes can
propagate, the fundamental symmetric and antisymmetric
modes~S0 and A0, respectively!, together with the funda-
mental shear horizontal (SH0) mode. This will be the case at

FIG. 1. ~a! Simple plate structure;~b! symmetric boundaries produce no
coupling between theA0 and theS0 andSH0 fields; ~c! asymmetric bound-
aries couple all the fields.
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frequencies below the cutoff frequency of the first higher-
order modes~A1 and SH1!. A SEA model of this structure
would consist of three fields, one for each mode type in the
structure. Two possible models are schematically represented
in Fig. 1~b! and~c!, representing the two possible edge con-
ditions ~symmetric and asymmetric!. The coupling and
damping loss factors are at this stage unknowns and will not,
in general, be the same for each field, the damping being
governed primarily by the mode shape and the material prop-
erties of the plate and surrounding media, and the coupling
factors being governed by mode conversion between the
modes. In the symmetric case, there is no mode conversion
between the symmetric and antisymmetric modes, but there
is mode conversion between the symmetric S0 and SH0

modes.~When waves are normally incident on a symmetric
boundary, there is no mode conversion between S0 and SH0;
however, at other incident angles, this mode conversion does
occur. Since in a diffuse field waves are incident at all
angles, there is coupling between the S0 and SH0 fields.! In
the asymmetric case, there is mode conversion between all
the modes. Hence, in the symmetric case@Fig. 1~b!# there is
no coupling between the A0 and the other fields, while all
three fields are coupled in the asymmetric case@Fig. 1~c!#.
This is discussed in more detail below.

The analysis of coupled structures is essential if diffuse
field methods are to be used on real structures in which sev-
eral types of coupling are routinely present, for example,
joints, abrupt bends, and changes in section. Although these
coupling types may differ physically, for the purposes of
SEA they may all be treated in the same manner. The energy
flow between structures is governed by the coupling loss
factors and the difference in energy level between them.

B. Exact and iterative SEA models of two-field
systems

A simple example is that of a plate shown in Fig. 2. A
single plate has side notches cut in it which reduce the cross-
sectional area in the middle portion. The remaining ligament
is acting as the coupling element between the two plane re-
gions. A SEA model of such a system would consist of two
fields pertaining to the two plane sections with a coupling
loss factor between them.

The coupling factors for this system are easily approxi-
mated. The through-thickness symmetry of the system means

that there is no mode conversion between the symmetric and
antisymmetric modes. Coupling between the plates is as-
sumed to be proportional to the change in width of the plate;
therefore, if the remaining ligament is 10% of the width of
the entire plate, the coupling will be 10% and so on. The
analysis below is based on that presented in Refs. 17–20.

Taking the solution for a single mode, say A0, the fun-
damental antisymmetric mode, the energy balance equations
for fields 1 and 2 are

P15
dE1

dt
1h12n̄E11h1E12h21n̄E2

~4!

P25
dE2

dt
1h21n̄E21h2E22h12n̄E1 ,

wheren̄ is the mean reflection frequency~Hz!, E is the mean
energy in each field,Pi is the steady-state power input to
field i, h i j is the coupling loss factor fromi to j per reflec-
tion, andh i is the damping loss in fieldi per second. In this
case, the fields are the same size and so the reflection fre-
quencyn̄ is identical for both systems and is given by

n̄5
c

l̄
. ~5!

where l̄ is the mean-free path which, for plates, is given by

l̄ 5AAp, ~6!

whereAp is the plan area of the plate. Equations for calcu-
lating the mean-free path for other geometries can be found
in Ref. 5.

For impulsive excitationP1 and P250. Introducing a
differential operatorD and writing Eq.~4! in matrix format
we obtain

FD1han̄ 2h21n̄

2h12n̄ D1hbn̄G HE1

E2
J 50, ~7!

whereD5d/dt, ha5h11h12, andhb5h21h21.
The determinant of this equation is

D21~ha1hb!n̄D1~hahb2h12h21!n̄
250. ~8!

A transient energy,E0 , is applied to substructure 1 by set-
ting the initial conditions

E1~0!5E0 , E2~0!50, ~9!

which when substituted in~4! gives

dE1~0!/dt52han̄E0 ,
~10!

dE2~0!/dt5h12n̄E0 .

Solving Eq.~8! and applying the initial conditions yields

E1~ t !5
E0

2b
e2an̄tF S 2D2

n̄
2haDebn̄t1S D1

n̄
1haDe2bn̄tG ,

~11!

E2~ t !5
E0

2b
h12e

2an̄t@ebn̄t2e2bn̄t#,

where a52(ha1hb)/2, b5 1
2A(ha2hb)214h12h21, and

D1 ,D252n̄(a6b).

FIG. 2. Geometry and SEA model for simple plate system with no mode
conversion.
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When dealing with structures having multiple sub-
systems it is often easier to use an iterative solution.21 A
simple scheme has been employed, the equilibrium equations
for systems 1 and 2 being written as

E1~ t1Dt !5E1~ t !2h12n̄DtE11h21n̄DtE22h1DtE1 ,
~12!

E2~ t1Dt !5E2~ t !2h21n̄DtE21h12n̄DtE12h2DtE2 .

The energy att1Dt is simply equal to the energy at timet
plus the sum of incoming and outgoing energy in timeDt.
Predictions obtained using the exact solution of Eq.~10!
were compared with the iterative solution of Eq.~11! for the
same boundary and initial conditions and showed excellent
agreement. It may be more accurate to use a higher-order
iterative scheme, but the comparisons with the exact solution
indicated that the simple two term Taylor scheme of Eq.~11!
was adequate.

Figure 3 shows the predicted response of the structure of
Fig. 2 when the coupling loss factors were 2.5%~3.5 dB/ms!
and the damping loss factors were zero. This figure clearly
shows a steady-state partition of energy between the fields
being reached after approximately 6 ms.~In this paper, the
steady-state condition is defined as being when the decay
rates in all fields are equal to within 5%.! It is interesting to
note that in this simple case the steady-state ratio of energy is
1:1 as the fields are identical. In the absence of damping the
steady-state partitioning of energy will always occur, al-
though, given very low coupling, this may take an extremely
long time. We can therefore conclude that in such a system
coupling can always be considered to be strong.

Zero damping will never exist in practice and therefore
the amount of time available for the partitioning of energy to
occur is limited by the reverberation time of the structure.
The strength of coupling is therefore affected by the damping
loss factors.

C. Coupling strength

Coupling strength describes the ratio of the energy ex-
changed by coupling between fields and the energy lost due
to damping. The coupling between fields encompasses both
the coupling between substructures, as demonstrated in the
previous example, and the coupling between mode types, for
example the S0 and A0 mode fields in a plane plate. For

simplicity, consider first a single structure in which only two
propagating modes are present, giving three possible sce-
narios:

No coupling: In the example of Fig. 1~b!, there is no
coupling between the A0 field and the S0 and SH0 fields. The
A0 field may be diffuse, but there is no energy flow between
it and the other fields. The ratio of energy between un-
coupled wave fields is governed by the initial source parti-
tioning and the attenuation of each field. The decay rates of
uncoupled fields will, in general, be different due to the dif-
ferences in attenuation between the propagating modes.

Weak coupling: Weak coupling in the case of Fig. 2
could occur if there was significant damping in the plates. In
this work, the coupling is defined as being weak when the
coupling loss afforded by the mode conversion at the edges
is lower than the damping losses in the structure. Figure 4
gives an example of the response of a weakly coupled sys-
tem with a damping loss factor of 1 dB/ms and a coupling
loss factor of 0.5 dB/ms. The steady-state partitioning of
energy is reached~decay rates identical to within 5%! even-
tually, but not before the initial signal is attenuated by more
than 20 dB. Decreasing the coupling loss factor would fur-
ther delay the time at which the steady state occurs.

Strong coupling: If mode conversion is strong, for ex-
ample, in a highly asymmetric system, energy transfer will
occur very quickly. Thus the coupling loss factors will be
larger than the damping losses in the system and a steady
state will occur even in the presence of damping. Figure 5
demonstrates the response of a strongly coupled system with
a damping loss factor of 0.5 dB/ms and a coupling loss factor

FIG. 3. Predicted response of system of Fig. 2 with no damping. FIG. 4. Predicted response of weakly coupled system.

FIG. 5. Predicted response of strongly coupled system.
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of 1 dB/ms. This shows the steady state occurring before
severe damping losses are seen~after an energy drop of 6
dB!. Further increase of the coupling loss factor would make
this steady state occur sooner.

II. MEASUREMENT TECHNIQUE

A. Wave generation

The acoustic source used throughout the experimental
work was a conical piezoelectric transducer similar to that
described by Proctor.22 Using a piezoelectric device allows
the experimenter a great deal of control over the amplitude,
frequency content, and position of the source. The shot-to-
shot repeatability of these devices is excellent, which permits
signal averaging and direct comparison of signals measured
from different locations on the structure.

The source transducer was driven by applying a care-
fully controlled electrical signal in the form of a windowed
tone burst. The tone burst signals were generated using a
wave-packet generator which allowed control over the am-
plitude, center frequency, and bandwidth of the signals, the
bandwidth being controlled by varying the number of cycles
in the tone burst and the window employed. The conical
transducers have been shown to be sensitive to out-of-plane
motion, thus due to reciprocity, they will generate only out-
of-plane force on the material surface. The contact area of
the conical transducers is 1 mm2, which is small with respect
to the smallest wavelength used~around 6 mm!.

The structures used throughout the experiments were
plates which, in the frequency range used, restricts the propa-
gating modes present to Lamb and SH modes. The band-
width of the excitation signal is therefore extremely impor-
tant as it determines the number of modes which can exist
and the amount of velocity dispersion. All of the experiments
were carried out within the frequency range in which only
the fundamental modes S0, SH0, and A0 exist. However, as
the conical transducers are only sensitive to out-of-plane mo-
tion ~and only generate out-of-plane force!, they are not well
suited to the generation or reception of S0 or SH0 since the
motion in the S0 mode is predominantly in-plane in the
frequency-thickness range used and that in SH0 is entirely
in-plane. To quantify this, a finite-element model was used to
predict the propagating waves generated by the source on an
aluminum plate with a five-cycle tone burst at a center fre-
quency thickness of 0.75 MHz-mm. As expected, only the
fundamental modes S0 and A0 were generated and the ratio
of A0 to S0 energy generated by the source was predicted to
be 30:1. No SH0 was generated. Assuming reciprocity, the
transducers will be 30 times more sensitive to the reception
of A0 than S0 and the combined transmit/receive response is
the square of this ratio, giving a relative sensitivity of 900:1.

B. Reception, amplification, and sampling

A second conical transducer was used to detect the ul-
trasonic field generated in the structure. The signal from this
transducer was amplified using a 40-dB, wide-band preamp-
lifier and filtered using a 50-kHz, two-pole, high-pass filter.
The signal was then rectified and envelope detected using an
analog circuit with a 1-ms time constant before sampling, as

shown in Fig. 6. The envelope detection greatly reduces the
bandwidth of the signal, allowing it to be sampled at a lower
frequency while preserving the signal envelope. A LeCroy
digital oscilloscope was used to sample the demodulated sig-
nal, the sampling period required to capture the entire signal
envelope being up to 100 ms for some structures.

Given the relative sensitivity of the transducer to the A0

mode, it is reasonable to assume that the signals measured by
the conical transducer are governed entirely by the behavior
of the A0 field within the structure.

C. Signal processing

Three parameters have been measured from the demodu-
lated signal envelopes in order to allow a quantitative com-
parison of the characteristics of signals measured at different
locations on the structure, as shown in Fig. 7.

Maximum amplitude: The maximum amplitude was
measured directly from the signal envelopes. The typical
shape of the envelope shown in Fig. 7 means that the maxi-
mum amplitude is always near the beginning of the signal.

Envelope area: The envelope area was calculated by in-
tegrating the signal envelope between fixed starting and end-
ing times. The beginning of the signal was taken to be time
zero~the time at which the source was activated! and the end
of the signal was defined as the time at which the signal
decayed by 60-dB from its maximum amplitude. The time
interval between these two points is know as the reverbera-
tion time.5 Initially the envelope area was measured for the
entire reverberation time; however, in certain cases it was
found to be advantageous to delay the envelope area mea-

FIG. 6. Experimental setup.

FIG. 7. Signal processing applied to demodulated envelope.

3353 3353J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 M. J. Evans and P. Cawley: Diffuse fields in structures



surement until the field has had time to become diffuse. The
improvements to the diffuse field measurements gained by
using a delay are demonstrated during the discussion of the
large plate tests~see below!.

Decay rate: The decay rate was measured by fitting an
exponential function to the decaying envelopes; a similar
technique has been used for previous diffuse field
measurements11 and for the measurement of structural
damping.23 As recommended in this work, the beginning and
end of the signal envelopes were ignored and the exponential
fit was carried out using the midsection of the signal; the first
few milliseconds of the signal show the randomizing of the
field and consequently the decay in this region does not fol-
low an exponential curve.

D. Measurement of energy density

During all diffuse field measurements the important field
parameter is the energy, since diffuse fields are always de-
fined in terms of energies. It is often assumed that the energy
of an AE signal is proportional to the area under the squared
and demodulated signal.15,24 The envelope signals measured
can be closely represented as an exponential decay function
of the form

x~ t !5Xe2at, ~13!

whereX is the initial amplitude,a is the decay rate, andt is
the time. Squaring and integrating with respect to time yields

E x~ t !2 dt5
X2

2a
e22at, ~14!

which is assumed to be proportional to energy. By perform-
ing the operations in reverse order we can see a similar re-
sult,

S E x~ t !dtD 2

5S X

a D 2

e22at. ~15!

This result shows that both methods yield results which are
of the same form, differing only in the constant of propor-
tionality. The energy in a signal is, therefore, simply propor-
tional to the square of the envelope area and this value will
be termed the envelope energy. There are several advantages
to be gained by squaring the signal after the envelope area
measurement has been taken: the signal processing is simpler
and the original amplitude and decay rate of the measured
envelopes are preserved.

The proportionality between envelope energy and the
actual energy in the structure has been demonstrated experi-
mentally. This was done by mounting the source and re-
ceiver on a 5-mm-thick aluminum plate of plan dimensions
0.230.3 m2. The source amplitude was varied by known
amounts by altering the peak voltage supplied by the wave
packet generator.~The source energy is proportional to the
square of the source amplitude.! An envelope energy mea-
surement was then taken at each source amplitude level and
the results recorded. Figure 8 shows the envelope energy
plotted against the energy input showing a linear relationship

~the solid line is a least squares fit to the measured data!.
This demonstrates that the envelope energy is indeed propor-
tional to the energy in the structure.

A second experiment was carried out to measure the
effect of the size of the structure on the measured envelope
energy. Five 5-mm-thick rectangular aluminum plates were
used; each plate had a different area and aspect ratio. The
source transducer was mounted on each structure and driven
with a five-cycle, Hanning windowed tone burst at 150-kHz
center frequency. The amplitude of the excitation signal re-
mained constant for each experiment~200 V peak-peak!, en-
suring that the source energy for all the experiments was the
same.

Ten measurements were taken at random locations on
each of the five structures and the envelope energies mea-
sured and averaged for each structure. The envelope energy
was found to vary inversely with the plan area. This indicates
that the envelope energy is a measure of the energy density
in the structure~energy per square meter!. If this is the case,
it should be possible to predict the source energy for each of
the experiments on the five plates. This was done by multi-
plying the envelope energy by the plan area for each plate
geometry, which should result in the same value for each
experiment. Figure 9 shows the predicted source energy for
each plate plotted against plan area, the solid line being the
mean source energy calculated from all the predictions and
the error bars representing one standard deviation. The re-
sults show reasonable correlation, indicating that envelope
energy is a reasonable indication of the energy density in the
structures tested.

FIG. 8. Envelope area squared as a function of input energy~square of
excitation voltage!.

FIG. 9. Predicted source energy~arbitrary units! versus plan area of struc-
ture. Error bars indicate one standard deviation.
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III. EXPERIMENTAL CONFIRMATION OF DIFFUSE
FIELD GENERATION IN PLANE PLATES

A. Background

The diffuse field approximation asserts that the initial
source energy will become evenly distributed throughout the
structure, i.e., the energy field will become homogeneous.
The measured envelope area extracted from the signal enve-
lopes has been shown to be indicative of the signal ampli-
tude. Determining whether a field is diffuse is then simply a
case of mapping the variation of the envelope area across the
surface of the structure.

Initial experiments were carried out on very simple
structures, the intention being to excite these structures using
a transient force and to measure the subsequent field across
the entire surface of the structure to assess the diffuse field
approximation. The excitation signal was a five-cycle, Han-
ning windowed tone burst with a center frequency of 150
kHz having a bandwidth~20 dB down! of 100 kHz.

It is possible to assess whether structures are likely to
sustain a diffuse field by using the conditions of Eqs.~1!–
~3!. Equation~1! simply asserts that for a diffuse field to be
generated, the attenuation in signal caused by one plate tran-
sit must be much less than 1 Np~8.7 dB! and Eq.~2! states
that the number of structural modes of vibration within the
excitation bandwidth must be large. These equations are
guidelines only and do not stipulate any cutoff values of
attenuation or bandwidth, but they do provide a useful
method of assessing a structure objectively for its diffuse
field properties. Some recommendations are given below re-
garding the cutoff value of attenuation for diffuse field gen-
eration to occur.

The experiments described here to determine the field
generated by a source on a structure have been carried out
using a single receiver. The receiver was moved to many
locations on the surface of the structure and measurements
were taken at each location. A major shortcoming of this
technique, as opposed to using a large number of receivers
sampling simultaneously, is that repositioning the receiver
may affect its response and the response of the structure
under test. These effects are quantified in the next section.

B. Measurement of experimental errors

Before assessing the variation of signal strengths mea-
sured at different locations on a structure it is first important
to get an indication of the errors associated with each step of
the measurement protocol. The major errors are expected to
be due to random variations of receiver coupling and struc-
tural damping caused by the transducers themselves being
removed and relocated.11,25

In order to investigate the effect of each of these uncer-
tainties on the measured parameters a series of experiments
was carried out, each experiment attempting to isolate a
single variable. A description of each experiment follows
and the results are presented in Table I.

Recoupling: The first experiment was designed to mea-
sure the effect of removal and recoupling of the transducer. It
is well known that contact transducers suffer from random
variations in their sensitivity which is attributed to

coupling.26,27 Coupling variations are thought to be due to
changes in the contact area or angle of the transducer~if the
surface is not completely flat!. In order to examine this effect
the receiving transducer was systematically removed and re-
coupled at exactly the same location on the structure. This
procedure was repeated ten times and the received signal was
measured for each coupling; the averages and standard de-
viations of the measured parameters were then calculated,
see Table I.

Damping: The effect of transducer relocation on the
damping present in the system was then measured. This was
done be placing an additional ‘‘dummy’’ transducer onto the
structure which was removed and recoupled at ten randomly
chosen locations. Each time the dummy transducer is re-
coupled it is subject to the same coupling errors previously
discussed and these affect the amount of damping caused by
the transducer. This damping has been shown to be governed
by the contact area of the transducer.25 Since the transducer
introduces asymmetry into the system, there will be some
mode conversion as waves pass the transducer location. This
would contribute to the apparent damping, though it is likely
that the major effect is mechanical damping, rather than
mode conversion.

The results from the first experiment show that the mea-
sured parameters are fairly unaffected by transducer removal
and recoupling~for the transducer setup used!. It is interest-
ing to note that the area measurements show better repeat-
ability than maximum amplitude. The maximum amplitude
measurement can be taken to be a direct indication of cou-
pling efficiency~since decay rate changes will have mimimal
effect at the beginning of the signal envelope!. Area mea-
surements on the other hand will be affected by both the
coupling efficiency and the decay rate; however, these ef-
fects are contradictory~poor coupling efficiency will reduce
overall amplitude and decrease the decay rate!. The combi-
nation of these effects results in an improvement in repeat-
ability. Another possible reason for the increased repeatabil-
ity of the area measurements compared to the maximum
amplitude is that the maximum amplitude results from inter-
ference between waves traveling in different directions and
small changes in transducer position could cause large
changes in the peak amplitude. The area measurement is ef-
fectively an average over time which would tend to reduce
the statistical effect of small changes in position.

The decay rate variations measured in the dummy trans-
ducer experiment are very similar to those measured in the
previous recoupling experiment. It therefore seems reason-
able to assume that the variation in damping caused by the
dummy transducer is directly caused by the coupling varia-
tions mentioned and is not affected by the dummy transducer
location.

TABLE I. Experimental errors expressed as the ratio of the standard devia-
tion of the mean value for each parameter~%!.

Maximum
amplitude

Envelope
area

Decay
rate

Recoupling 6.2% 3.2% 5.2%
Damping 1.7% 2.0% 4.5%
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It can be concluded that maximum amplitude and area
measurements give consistent, repeatable results which are
relatively unaffected by removal and recoupling of the re-
ceiver. The combined effect of damping and recoupling will
be approximately the sum of the individual effects giving
standard deviations of 7.9% for the maximum amplitude and
5.2% for the area measurements. The area measurement is
favored over maximum amplitude as it is an indication of the
amplitude of the entire signal envelope and will be used in
the experiments that follow to assess structures for their dif-
fuse field properties.

C. Diffuse field verification

Two 5-mm-thick aluminum plates with plan dimensions
0.230.3 m2 and 131 m2 were obtained which will be re-
ferred to as plates 1 and 2, respectively. Table II shows the
modal density, number of modes in the bandwidth, and at-
tenuation per transit for the two plates of interest when the
function used to excite the source was a five-cycle, 150 kHz
Hanning windowed tone burst having a bandwidth of 100
kHz ~40 dB down points!. The attenuation per transit was
computed from the measured decay rate of the field, know-
ing the group velocity and the plate dimensions. The velocity
of interest in these experiments is the A0 group velocity
which is 3000 m/s at 0.75 MHz-mm for an aluminum plate
in vacuum.

The results shown in Table II demonstrate that both
plates satisfy the criteria for diffuse field generation stated in
Eqs.~4! and~5!. Plate 1 has an attenuation of 0.0051 Np per
transit and 400 structural modes within the excitation band-
width while plate 2, being larger, has a higher modal density
and more attenuation per transit. The attenuation is, however,
still much less than 1 Np per transit.

Experiments were carried out on these plates in which
the source transducer was attached to the central region of
the plate on the underside. Measurements were taken at 63
locations on the top surface of the plates in a regular grid.
The results from plate 1 were extremely consistent over the
entire sample of 63 measurements. Standard deviations of
the maximum amplitude and envelope area can be seen in
Table II, the combined experimental errors discussed in the
previous section being given in brackets. The standard devia-
tion of the maximum amplitude measurements on plate 2 is
slightly lower than that on plate 1. However, this change is
within 2% and is not regarded as significant. More impor-
tantly, the standard deviation of the envelope area measure-
ments is more than a factor of 2 higher on plate 2. This
clearly demonstrates that the field generated in plate 2 is less
uniform than in plate 1 and is, by definition, less diffuse.

One possible explanation for the large standard devia-
tion in area measurements seen on the larger plate~plate 2! is
the time taken for the diffuse field to generate. Previous work
has suggested that it is necessary to delay measurement of
area for a short period to allow the energy to be evenly
distributed,11 the initial part of the signal being assumed to
account for most of the variation. This hypothesis was tested
by repeating the experiment with delays of 10, 20, and 30
ms; to put this in perspective, 10 ms is equivalent to 30 wave
transits across the plate and the total reverberation time for
the plates was around 90 ms. The variation of the envelope
area measurements is shown in Table III; the standard devia-
tion of the maximum amplitude measurements was found not
to vary appreciably with delay. The standard deviation of the
area measurement is seen to reduce to 14.3% after 10 ms and
then stay fairly constant; further increases in delay time were
not found to affect this value significantly. This demonstrates
that in this case only the first 10 ms of the signal envelope is
affected by the first arrival amplitude and the gradual ran-
domizing of the field. It can therefore be concluded that the
steady-state condition is reached within the first 10 ms~30
wave transits!. The results of Table III demonstrate that the
larger standard deviation in the area measurements on the
larger plate is not solely due to the longer time required for
the field to become diffuse. Further investigation is required
to discover whether the standard deviation is generally a
function of plate size.

The results therefore show that the field generated in
plate 1 has a high degree of uniformity, area measurements
having a standard deviation of 7.1% and perhaps less if the
experimental errors are taken into account. Area measure-
ments taken on plate 2 were less uniform than for plate 1, the
standard deviation being around 14.3%. The question of
whether this field can still be regarded as diffuse depends on
what signal variation is deemed acceptable~this will ulti-
mately be governed by the accuracy to which the source
amplitude is required to be measured!. A value of 15%
seems reasonable at this stage, bearing in mind that the cur-
rent measurement system has an inherent error of around 5%.
Using this criterion both plates behave diffusely given suffi-
cient time for the field to develop.

TABLE II. Results for plates with plan dimensions~1! 0.230.3 m2 and ~2! 131 m2. Standard deviations of
maximum amplitude and envelope area are expressed as a percentage of the mean value. Values in brackets
show the expected standard deviations due to experimental errors.

Plate

Model
density

~modes/kHz!
Modes in
bandwidth

Attenuation
per Transit

~Np!

Standard deviation
maximum
amplitude

Standard deviation
Envelope Area

1 4 400 0.0051 16.6%~7.9%! 7.1% ~5.2%!
2 66 6600 0.0206 14.8%~7.9%! 18.1% ~5.2%!

TABLE III. Variation with delay of standard deviations of the envelope area
measurements, expressed as a percentage of the mean value.

Delay ~ms! 0 10 20 30
Standard deviation 18.1% 14.3% 14.3% 13.9%
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D. The effect of mode conversion on the decay rate

The discussion above has assumed a single propagating
mode, A0, to be present. This seems reasonable given the
relative efficiencies of generation and reception of A0 and S0

by the experimental equipment used. However, mode con-
version between the A0, S0, and SH0 modes will occur upon
interaction with asymmetric features through the plate thick-
ness~such as nonsquare edges!, the rate at which this mode
conversion takes place being governed primarily by the de-
gree of asymmetry. In a general case, where some structural
asymmetry exists, there will be A0, S0, and SH0 fields
present in the structure. The signals measured using the cur-
rent experimental setup can only give information regarding
the A0 field, but the cross-coupling between the S0, SH0, and
A0 fields may significantly alter the A0 behavior since the
decay rate of the signal envelope will be governed by the
attenuation of the modes present, and the steady-state ratio of
these modes. The particle motion in both the S0 and SH0

modes in the frequency range considered here is predomi-
nantly in-plane, whereas that of A0 is predominantly out-of-
plane. Therefore the damping caused by radiation into air
will be considerably higher for the A0 mode. The material
damping of the S0 mode will be lower than that of the other
two modes as the stresses in this mode are primarily direct,
whereas the other modes have significant shear stresses and
the shear material attenuation is generally larger than that of
the compression wave. This is discussed further in Ref. 28.

During the experiments on plain plates discussed above
it was initially assumed that the plate edges were square and
no significant mode conversion was present. On closer in-
spection it was found that due to inaccurate machining the
edges were visibly asymmetric, causing rapid mode conver-
sion from the antisymmetric to symmetric modes and vice
versa. The subsequent decay rate of the envelope must then
be caused by the combined losses due to the S0, SH0, and A0

fields. To demonstrate this, the plate was carefully rema-
chined ensuring that the edges were as symmetric as pos-
sible. Typical signal envelopes measured from the original
and modified plates are shown in Fig. 10. The averaged de-
cay rate measured for ten tests on the original, slightly asym-
metric, plate was 0.40 dB/ms with a standard deviation of
5%. The averaged decay rate measured for ten tests on the
symmetric edged plate was 0.54 dB/ms with a standard de-

viation of 3%; this represents an increase of 26% in the over-
all damping of the structure. This result supports the hypoth-
esis that if all the energy is retained in the A0 mode, the
decay rate is more rapid than if mode conversion can occur.
There may also be an increase in damping caused by ma-
chining the plate edges, but this is unlikely to be very sig-
nificant since, although the machining operation may have
produced a region of deformed material with higher attenu-
ation close to the new plate edge, it removed material that
was deformed in the initial cutting process that produced the
original plate and so may have had higher material damping.
Also, the region affected by the machining covered a small
fraction of the overall plate area so the net effect of the
machining on the material damping is likely to be relatively
small.

IV. EXPERIMENTAL MEASUREMENTS OF ENERGY
SHARING IN COUPLED STRUCTURES

A. Simple coupled plates

The experiments reported so far have concentrated on
plane structures without discontinuities which have exhibited
broadly diffuse characteristics; however, most practical
structures contain discontinuities. Any discontinuity in a
structure, whether a boundary between assembled compo-
nents or a sudden change in cross section, will act as an
obstruction to the propagation of energy throughout the
structure. Initial experiments have been carried out on the
simple plate structure shown in Fig. 2. A 5-mm-thick alumi-
num plate with plan dimensions 0.230.3 m2 was machined
to produce two plates with plan dimensions 0.230.145 m2

connected by a 5-mm-long ligament. Using the statistical
energy analysis terminology discussed above, the two plate
sections may be regarded as substructures, the level of cou-
pling between them being governed by the width of the cou-
pling element. The coupling has been assumed to be propor-
tional to the percentage of the total plate width remaining at
the ligament. In this case the coupling ligament was 2.5% of
the width of the plate so the coupling factor has been as-
sumed to be 2.5%. The edges of the plate were machined
carefully so as not to allow significant mode conversion be-
tween A0 and S0/SH0 and it is therefore assumed that A0 is
the only propagating mode.

Experiments were carried out to ascertain whether this
structure behaves in a diffuse manner. The source transducer
was permanently attached to the central region of one sub-
structure and measurements were taken at ten locations on
each substructure. The ten measured envelopes on each sub-
structure have been compared and averaged, the averaged
envelopes being shown in Fig. 11~a!. The diffuse field estab-
lishment time, i.e., the time at which the two envelopes co-
incide and then decay together, can clearly be seen. The ini-
tial amplitude of the envelopes shows the effect of the large
first arrival signals present on the near~source! side and the
gradual leakage of this energy to the far side. The time taken
for the diffuse field to generate in this case is around 3 ms
~50 wave transits!. The standard deviation of the area mea-
surements from all 20 locations was found to be 11%, but
much of this variation exists in the first 3 ms where the field

FIG. 10. Signal envelopes measured on plates with symmetric and asym-
metric edges.
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is not diffuse. By adding a delay of 3 ms before area mea-
surements were taken the standard deviation dropped to
7.5%, which is similar to that measured on a plane plate of
the same dimensions. The decay rate for both substructures
was found to be 0.5 dB/ms with a standard deviation of 5%;
this value also agrees well with the measurements previously
made on the plane structures where only A0 was present.

This simple plate case was modeled using the SEA tech-
niques described above. The coupling factor between the
substructures was assumed to be 2.5% and the measured
damping factor of 0.5 dB/ms was used. The SEA model
consists of two fields, one A0 field is each substructure. The
predicted response of the system using these parameters is
shown in Fig. 11~b!, which compares favorably with the
measured response shown in Fig. 11~a!. The predicted dif-
fuse field establishment time is 6 ms rather than the mea-
sured 3 ms; this discrepancy could be caused by an underes-
timation of the coupling factor between the two
substructures.

B. Plates with bolted joints

Bolting is a common method used for joining compo-
nents in assembled structures. These joints are formed by
adjacent faces of the structures being forced together by the
action of one or more bolts, the intimately contacting faces
providing the acoustic coupling between the structures. Fric-
tion between the contacting surfaces of the joint also causes
losses which contribute to the overall damping of the struc-
ture. It is this damping effect which is of most concern for
the purposes of diffuse field measurements. As previously
discussed, diffuse field generation relies on many tens or
hundreds of reflections to spread the initial source energy
evenly around the structure. An increase in damping will
reduce the total number of reflections and may render the
structure incapable of sustaining a diffuse field. Some previ-
ous work has concentrated on the damping effect caused by
surfaces in contact, specifically to predict the energy loss
caused by directly coupled transducers.25 This work has
shown that the damping effect caused by transducers is di-
rectly proportional to their area of contact.

An experimental structure consisting of two 5-mm-thick
aluminum plates with plan dimensions 0.230.14 m2 was
constructed. A row of ten equally spaced holes was drilled
along one long edge on each plate and the substructures were
then bolted together using M5 bolts, with a range of areas of
contact, as shown in Fig. 12. The coupling between the sub-
structures will depend on the amount of contact but, for all
the possible configurations, it will be much higher than the
2.5% coupling case of Fig. 2.

Measurements were made at ten locations on each sub-
structure for five different structural configurations. The
measured parameters of interest for each configuration were
the averaged decay rate, the average standard deviation of

TABLE IV. Variation of decay rate, standard deviation of envelope area~EA! measurements, envelope area
difference between the near and far sides, and attenuation per transit as a function of the overlap area of bolted
and adhesively bonded plates.

Joint
overlap

area~m2!

Decay rate
~dB/ms!

EA standard deviation
~% mean!

EA difference
~% mean!

Attenuation per
transit ~Np!

Bolted Bonded Bolted Bonded Bolted Bonded Bolted Bonded

0 0.53 0.53 6.3 5.8 ¯ ¯ 0.005 0.005
0.0012 1.19 0.85 11.8 7.6 118 116 0.011 0.008
0.0020 2.44 1.24 14.1 12.3 129 118 0.023 0.012
0.0028 2.88 1.35 16.0 6.4 139 119 0.027 0.013
0.0040 3.40 1.28 23.9 22.8 160 159 0.032 0.012

FIG. 11. Signal envelopes on plates coupled by narrow ligament:~a! aver-
aged measurements and~b! corresponding predictions.

FIG. 12. Geometry of bolted plates showing two configurations with differ-
ent overlapping areas.
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the envelope area measurements taken across both substruc-
tures, and the difference between the averaged near~source!
and far side envelope area measurements. Table IV shows
this difference as a percentage of the mean value, a positive
sign indicating that the measurements taken on the near side
were greater. The decay rate is plotted against overlap area in
Fig. 13, the error bars indicating one standard deviation and
the solid line a least squares fit applied to the data. The
results indicate a linear relationship between overlap area
and damping.

The standard deviation of the area measurements taken
on each individual substructure shows a steadily increasing
trend with joint overlap area. This indicates that the field
generated in the substructures is becoming less diffuse as the
damping increases, as would be expected. Table IV shows
the measured attenuation per wave transit across a substruc-
ture for each overlap area, taking the mean transit length as

l̄ 5AAp, whereAp is the plan area of the substructure. Pre-
viously the criterion used to determine whether a field is
diffuse was that the standard deviation of envelope area mea-
surements taken at random locations across the structure was
less than 15%. Table IV shows that this condition is only
satisfied by the first three bolted configurations, i.e., overlap
areas up to 0.002 m2. Table IV shows that the equivalent
attenuation per transit for the field to be diffuse must have an
upper limit of between 0.023 and 0.027 Np/transit. This
agrees well with the results obtained from the large plane
plate studied in Sec. II in which the attenuation was mea-
sured to be 0.021 Np/transit, the standard deviation of enve-
lope area measurements being 14.3%. The individual sub-
structures are behaving diffusely~up to a joint overlap of
0.002 m2!, but the question remains as to whether the struc-
ture is behaving diffusely as a whole.

The difference between the average envelope area mea-
surements taken on either side of the joint shown in Table IV
demonstrates that the energy is not equally divided between
the substructures; even for the smallest of the overlap areas
the difference is still 18%. A delay of 3 ms was used before
envelope area measurements were taken, as described in Sec.
II; increasing this delay was not found to reduce the differ-
ence in envelope area measurements. The energy difference
between the substructures has an increasing trend with over-
lap area in all cases. It can be concluded that the energy field

within the bolted structure as a whole has not become truly
diffuse and the two substructures are weakly coupled.

C. Plates with adhesively bonded joints

Adhesive joints are commonly used in aerospace struc-
tures, particularly the fuselage and wings of modern military
and civil aircraft. It is therefore important to understand the
effect of adhesive joints on the generation of diffuse fields.
An experimental structure was made consisting of two plates
of 5-mm-thick aluminum plates with the same size and shape
as the plates used for the bolted joint experiments. The joint
overlap area was varied in an identical fashion as for the
bolted joints and the same parameters were measured. The
bonds were made using a hot curing film adhesive~REDUX
322-300GSM! which is commonly used in the aerospace in-
dustry for bonding panels and stiffeners. The adhesive was
cured for one hour at 180 °C and the resulting bonds were
measured to be 0.1 mm thick. The results are shown in Table
IV. The measured decay rate is plotted against overlap area
in Fig. 14; the error bars indicate one standard deviation and
the solid line represents a linear least squares fit. The decay
rate exhibits a broadly increasing trend with overlap area, but
this increase is much less than that previously measured for
bolted joints. Unlike bolted joints, the mating surfaces of an
adhesive joint are rigidly bonded, so if there is no relative
motion between the surface, there can be no frictional losses.
The damping increase is believed to be caused by the energy
loss in the adhesive.

The standard deviation of the area measurements taken
on each individual structure shows a generally increasing
trend with joint overlap area. This indicates that the field
generated in the substructures is becoming less diffuse as the
damping increases, as was previously found for the bolted
joints. The attenuation per wave transit across a bonded sub-
structure as a function of overlap area is also shown in Table
IV. The results show that the damping is considerably less
than that seen for bolted structures of the same geometry, the
highest attenuation being 0.013 Np/transit. This value is
lower than the cutoff value of around 0.025 Np/transit which
was found to be the highest allowable attenuation for a dif-
fuse field to be generated.

The difference between the average envelope area mea-
surements taken on either side of the joint is shown in Table

FIG. 13. Decay rate versus joint overlap area for bolted plates; error bars
indicate one standard deviation.

FIG. 14. Decay rate versus joint overlap area for adhesively bonded plates;
error bars indicate one standard deviation.
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IV; as in the bolted joint case, a delay of 3 ms was used for
the envelope area measurements. The difference between
these energies increases with overlap area as was seen for the
bolted joints; however, this increase is not proportional to
overlap area. The energy difference increases slowly from a
minimum of 16%~at an overlap of 0.0012 m2! to 19%~at an
overlap of 0.0012 m2!, then jumps suddenly to 59%. The
reason for this large jump is not entirely understood, al-
though it is thought to be due to inconsistent joint properties.
Again this demonstrates that the substructures are weakly
coupled and it can be concluded that the energy field within
the adhesively structure as a whole has not become truly
diffuse.

D. Plates with step changes of thickness

The experiments carried out in the previous sections
have concentrated on plates with a uniform thickness of 5
mm. Many practical structures contain thickness changes due
to joints, stiffening members, or tapering members, so it is
important to understand how these thickness changes are
likely to affect the diffuse field properties of the structure.
Changes of thickness are expected to affect the partitioning
of energy between areas of a structure, which may have im-
portant implications for diffuse field acoustic emission mea-
surements.

The characteristics of each mode, such as mode shape
and group velocity, vary with the frequency-thickness prod-
uct, as shown in the dispersion curves.29,30Thus, a change of
thickness will shift the operating point to another part of the
dispersion curve, assuming constant frequency. In order to
study this effect, two plates were machined with step
changes in thickness. Both plates had plan dimensions of
0.230.3 m2 and were machined from 5-mm-thick aluminum
as shown in Fig. 15. The thickness was reduced over half the
area of the plates to 2.7 mm~plate A! and 1.3 mm~plate B!
while the remaining half of each plate remained 5 mm thick.
A five-cycle tone burst at 150 kHz was used as the source
function, the excitation transducer being on the 5-mm-thick
section of the plate. Ten measurements were taken on each
side of the step, the source being undisturbed between mea-
surements in order to ensure consistent coupling. The enve-
lope area measurements were averaged and the standard de-
viations over measurements taken on each substructure were

all found to be less than 8%. Table V shows the square of the
measured envelope area for each substructure; this is as-
sumed to be indicative of only the A0 field due to the poor
sensitivity of the receiver to S0/SH0. The square of the en-
velope areas cannot be compared directly between the sub-
structures of different thicknesses as the thickness change
strongly affects the relationship between surface displace-
ment and energy. If the mode is nondispersive and the mode
shape does not vary with the frequency-thickness product,
the energy in the plate for a given surface displacement at a
particular frequency is simply proportional to the plate thick-
ness. If the mode is dispersive, the frequency-thickness
change causes a change of mode shape which further alters
the ratio of surface displacement to energy. Applying energy
correction factors derived by the procedure described in Ref.
28 to the raw values yields the corrected figures shown in the
fourth column of Table V. These figures can now be com-
pared directly with the values in the 5-mm-thick sections.

The results clearly show that the surface amplitude in
the thin sections is much larger than in the thicker sections,
as might be expected. However, when the energy correction
factor is applied, the difference is much smaller. Since the
source amplitude was the same on both plates, it might be
expected that the sum of the squares of the~corrected! enve-
lope areas in the original thickness and reduced sections
would be the same on each plate. However, this sum is 114.9
~mVs!2 on plate A and only 87.2~mVs!2 on plate B. This
difference is probably due to the decay rate on plate B being
larger than on plate A since air damping will be more sig-
nificant on the thin~1.3 mm thick! section of plate B. There
may also be differences in the damping change produced by
the machining process. Since the envelope area measurement
is an integral over the time history of the decay, it cannot be
used to compare the source energy in two structures if they
have different decay rates.

The corrected energies in the two halves of each plate
are very similar, but this may be due to coincidence. Simple
predictions neglecting the presence of the SH0 mode28 sug-
gest that if the damping in the two halves of the plate is the
same, the fraction of the overall energy in the thinner part of
the plate will increase as the thickness of this section is re-
duced. This effect is due to the group velocity of the A0

mode at 150 kHz reducing as the plate thickness decreases.
This reduces the reflection frequency~number of edge reflec-
tions per second! in the thinner half of the plate and so de-
creases the opportunity for mode conversion in this section.
It is probable that in the experiments, this effect was can-
celled out by the increase in air damping in the thinner sec-
tion.

V. CONCLUSIONS

Measurements and predictions of the response of a va-
riety of plain and coupled plates when excited by a point
source have been reported. Tests on plain plates showed that
a diffuse field was generated within the first 30 wave transits
across the plate. In plates coupled by a thin ligament, around
50 wave transits across one of the substructures was required
for a diffuse field to be established in the whole system. This
is equivalent to about 25 transits across the whole plate so

TABLE V. Measured envelope area squared on sections of the stepped
plates.

~EA!2 in 5 mm
section~mVs!2

~EA!2 in reduced
section~mVs!2

Corrected~EA!2 in
reduced section~mVs!2

Plate A 56.0 144.1 58.9
Plate B 42.3 278.6 44.9

FIG. 15. Geometry of the stepped plates.
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the time required to set up a diffuse field was not signifi-
cantly affected by reducing the coupling between parts of the
structure in this way, even when the ligament width was only
2.5% of the total plate width. Tests on plates bolted together
showed that both the coupling between the plates and the
damping increased with the overlap area. While a diffuse
field was established in each of the substructures, the damp-
ing was too great for a diffuse field to be set up in the whole
structure. The damping in adhesively bonded plates was less
than that in the bolted systems, but was still too high for the
establishment of a diffuse field. Tests on stepped plates have
shown that the measured surface amplitudes in the thinner
sections tend to be much larger than those in the thick sec-
tions, but that the energy in the thinner sections is only
slightly larger than that in a thick section of similar plan
area. The field is not diffuse in the sense that the amplitude
or energy density is the same throughout the coupled struc-
ture, but the field is diffuse in each substructure.
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This paper concerns the development of a method adapted for constructing reduced models in the
medium-frequency range to a general three-dimensional dissipative structure consisting of an
anisotropic, inhomogeneous, viscoelastic bounded medium coupled with an internal acoustic cavity.
The reduced models are obtained using the Ritz–Galerkin method for which the projection subspace
corresponds to the dominant eigensubspace of the energy operator of the structure in the
medium-frequency band of analysis. Two fundamental cases are considered:~1! both the structure
and the internal acoustic cavity have a medium-frequency behavior in the frequency band of
analysis;~2! the structure has a medium-frequency behavior in the frequency band of analysis while
the internal acoustic cavity has a low-frequency behavior. ©1999 Acoustical Society of America.
@S0001-4966~99!05912-3#

PACS numbers: 43.40.At, 43.40.Dx, 43.40.Rj, 43.20.Tb@CBB#

INTRODUCTION

This paper is the continuation of two previous papers
published by the author, concerning the development of a
method for constructing reduced models in the medium-
frequency ~MF! range for general structural dynamics
systems1 ~structures in a vacuum! and external structural-
acoustic systems2 @structure coupled with an external acous-
tic fluid ~gas or liquid!#. For a mechanical system such as a
structure in a vacuum or a structural-acoustic system, its re-
sponse in the frequency domain~its ‘‘behavior’’! depends on
the frequency range defined as follows~see Ref. 3!.

The low-frequency range~LF! can be defined as the
modal domain for which the associated conservative system
has a small number of modes; there are no modal overlaps
due to the dissipation effects. In this LF range, the finite
element method can be used for spatial discretization and the
dynamic analysis can be performed in the frequency domain
using reduced models which are very efficient and popular
tools in constructing the solution. Such reduced models cor-
respond to a Ritz–Galerkin reduction of the dynamical
model using the normal modes corresponding to the lowest
eigenfrequencies of the associated conservative system. The
efficiency of this kind of reduced model is due to the small
number of generalized dynamical degrees of freedom used in
the representation and, in addition, is obtained by solving a
well-stated generalized symmetric eigenvalue problem for
which only the first eigenvalues and the corresponding
eigenfunctions have to be calculated. In addition when such
a reduced model is obtained, responses to any deterministic
or random excitations can be calculated for no significant
additional numerical cost.

The high-frequency range~HF! can be defined as the
frequency band for which there is a uniform high modal
density; there is a uniform modal overlap due to the high
modal density and the dissipation effects. For this HF range,
the finite element method cannot be used for spatial discreti-
zation and the dynamic analysis has to be performed using
the wave approach, the global statistical energy approach

~such as the very popular Statistical Energy Analysis! and
the local energy approach~such as the power flow analysis
based on continuous energy equations!.

For complex systems such as general three-dimensional
structures, an intermediate frequency range called medium-
frequency range~MF! appears. The modal density exhibits
large variations over the band. In addition, if there is a struc-
tural complexity related to the presence of fuzzy substruc-
tures, mechanical models have to be adapted. This MF range
cannot be analyzed with the tools used for the LF and HF
ranges. A complex structure is then considered as a master
structure coupled with all the dynamical subsystems~fuzzy
substructures!. In the MF range, probabilistic models have to
be used to model the effects of fuzzy substructures on the
master structure and the finite element method can only be
used for spatial discretization of the master structure. In ad-
dition, random uncertainties have to be modeled in the mas-
ter structure in order to increase robustness of response pre-
dictions. Concerning dynamical analysis of the master
structure, the modal method which is very efficient in the LF
range for constructing reduced models cannot be used in the
MF range for general three-dimensional structures. It should
be noted that it is essential to have intrisinc reduced models
in the MF range~as we have in the LF range! for calculating
the MF responses to any multiple loads constituted of deter-
ministic and random excitations. This is the reason why a
reduced model method in the MF range has been recently
proposed for general dissipative structural-dynamics
systems.1,2 In this method, the reduced model is constructed
using the Ritz–Galerkin projection of the variational formu-
lation of the boundary value problem on the dominant eigen-
subspace of the energy operator of the structure over the
medium-frequency band of analysis. Similarly to the LF re-
duced models, the efficiency of the proposed MF reduced
model is due to the small number of generalized dynamical
degrees of freedom used in the representation and in addi-
tion, is obtained by solving a well-stated generalized sym-
metric eigenvalue problem for which only the first eigenval-
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ues and the corresponding eigenfunctions of the energy
operator related to the MF band have to be calculated. This
means that the first normal modes of the LF range are re-
placed by the first eigenfunctions of the energy operator in
the MF range. Finally, it should be noted that the efficiency
of such a reduced model approach in the MF range can be
very high with respect to any direct approaches validated in
the MF range as soon as the MF responses have to be calcu-
lated for a large number of multiple deterministic and ran-
dom loads, particularly for random excitations.

In this paper, we apply and adapt this method for con-
structing a reduced model in the MF range to a general three-
dimensional dissipative structure consisting of an aniso-
tropic, inhomogeneous, viscoelastic bounded medium
coupled with an internal acoustic cavity filled with a gas or a
liquid. Two fundamental cases are considered:~1! both the
structure and the internal acoustic cavity have a medium-
frequency ‘‘behavior’’ in the frequency band of analysis;~2!
the structure has a medium-frequency ‘‘behavior’’ in the fre-
quency band of analysis while the internal acoustic cavity
has a low-frequency ‘‘behavior.’’

In Sec. I, we present the boundary value problem to be
solved in the frequency domain and we recall its variational
formulation. In Sec. II, we introduce a finite dimension ap-
proximation. Section III concerns the construction of a vec-
tor basis for the reduced model of the structure and the in-
ternal acoustic cavity in the MF range. We will see the role
played by the low-frequency structural modes on the acous-
tic cavity response in the MF range. As a consequence, we
deduce a structural vector basis adapted to the MF range
when the structure is coupled with an internal acoustic cav-
ity. Section IV is devoted to the construction of the reduced
model while Sec. V deals with the construction of the domi-
nant eigensubspaces. In Sec. VI, we present the time-
stationary random response using the reduced model. Fi-
nally, we present a validation for the two fundamental cases
introduced above.

I. BOUNDARY VALUE PROBLEM AND ITS
VARIATIONAL FORMULATION

A. Definition of the boundary value problem

We consider linear vibrations~formulated in the fre-
quency domainv! of a three-dimensional structural-acoustic
system around a static equilibrium configuration considered
as a natural state at rest~see Fig. 1!. Let V1 be the three-

dimensional bounded domain occupied by the structure and
made of viscoelastic material. Let]V15G0øG1øG2 be its
boundary andn15(n1,1,n1,2,n1,3) be its outward unit nor-
mal. Let u(x,v)5(u1(x,v),u2(x,v),u3(x,v)) be the dis-
placement field in each pointx5(x1 ,x2 ,x3) in Cartesian co-
ordinates and at frequencyv. On partG0 of the boundary,
the structure is fixed (u50) whereas on partG1øG2 it is
free. The structure is coupled with an internal dissipative
acoustic fluid ~gas or liquid! occupying the three-
dimensional bounded domainV2 whose boundary]V2 is
the coupling interfaceG2 . The outward unit normal to]V2

is denoted asn25(n2,1,n2,2,n2,3) and we haven252n1 .
We denote the pressure field inV2 asp(x,v). We introduce
a narrow MF bandB such that

B5@vB2Dv/2,vB1Dv/2#, ~1!

in which vB is the center frequency andDv is the bandwidth
such thatDv/vB!1 andvB.Dv/2. With B we associate
interval

B̃5@2vB2Dv/2,2vB1Dv/2#. ~2!

The structure is submitted to a square integrable surface
force fieldx°h(v)g(x,v) from G1 into C3, in which h~v!
is a function fromR into C, such thath(v)50 if v is not in
BøB̃, continuous onB, verifying uh(2v)u5uh(v)u and
such thatuh(v)uÞ0 for all v in B.

For this structural-acoustic system, we use the model
and the boundary value problem developed for the MF range
in Chapter XIV of Ref. 3. Introducing components
(g1 ,g2 ,g3) of g, the boundary value problem for the struc-
ture is written as follows in terms ofu ~the convention for
the Fourier transform beingv(v)5*Re2 ivtv(t)dt),

2v2r1ui2s i j , j50 in V1 , ~3!

s i j n1,j5hgi on G1 , ~4!

s i j n1,j52pn1,j on G2 , ~5!

ui50 on G0 , ~6!

in which i 51,2,3, where the summation over indexj is used,
and wherer1(x).0 is the mass density of the structure and
s i j , j5S j 51

3 ]s i j /]xj . For a linear viscoelastic material,
stress tensors i j is written as

s i j 5ai jkh~x,v!ekh~u!1bi jkh~x,v!ekh~ ivu!, ~7!

in which the summation over indicesk and h is used and
where ekh(u)5(]uk /]xh1]uh /]xk)/2 is the linearized
strain tensor. Coefficientsai jkh(x,v) andbi jkh(x,v) are real,
depend onx andv, verify the usual properties of symmetry
and positiveness3–6 and are such thatai jkh(x,2v)
5ai jkh(x,v) andbi jkh(x,2v)5bi jkh(x,v).

Concerning the internal dissipative acoustic fluid, the
pressure in the fluid is written~see Chapter XIV of Ref. 3! as

p~x,v!52 ivr2c~x,v!2kp2~u! in V2øG2 , ~8!

in which k is a positive constant such that

k5
r2c2

2

uV2u
, uV2u5E

V2

dx, ~9!

FIG. 1. Geometrical configuration of the structural-acoustic system.
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wherer2.0 andc2 are the constant mass density and the
constant speed of sound of the acoustic fluid at equilibrium
and wherep2(u) is defined by

p2~u!5E
G2

u~x,v!•n2~x!ds~x!. ~10!

The new unknown fieldc(x,v) is related to the velocity
field v(x,v) of the dissipative acoustic fluid by the equation
v(x,v)5(11 ivt)“c(x,v) in which t is a constant
coefficient3 related to the viscosity of the acoustic fluid~t
may depend on frequencyv!. The boundary value problem
for the internal acoustic fluid is written as follows in terms of
field c

2v2
r2

c2
2 c~x,v!2 ivtr2“

2c~x,v!2r2“
2c~x,v!

52
ivk

c2
2 p2~u! in V2 , ~11!

r2~11 ivt!
]c

]n2
5 ivr2u–n2 on G2 , ~12!

E
V2

c~x,v!dx50. ~13!

The boundary value problem of the structural-acoustic prob-
lem is defined by Eqs.~3!–~13!.

B. Variational formulation

Let V1 be the space of admissible displacement fieldsu
defined onV1 with values inC3 such thatu50 on G0 . Let
V2 be the space of admissible fieldsc defined onV2 with
values inC such that*V2

c(x)dx50. Below, z̄ denotes the
conjugate of the complex numberz. The variational formu-
lation of the boundary value problem inu andc defined by
Eqs. ~3! to ~13! is obtained using the test-function method
and is expressed as follows~see Chapters II and XIV of Ref.
3!. For all v in BøB̃, find $u(v),c(v)% in V13V2 such
that, for all $v,f% in V13V2 ,

a1~u,v;v!1k j ~u,v!1 ivc~c,v!5 f ~v;v!, ~14!

ivc~f,u!2a2~c,f;v!50, ~15!

in which f (v;v) is defined by

f ~v;v!5h~v!E
G1

g~x,v!•v~x!ds~x!, ~16!

and wherea1(u,v;v) is written as

a1~u,v;v!52v2m1~u,v!1 ivd1~u,v;v!1k1~u,v;v!,
~17!

m1~u,v!5E
V1

r1~x!u~x,v!•v~x!dx, ~18!

d1~u,v;v!5E
V1

bi jkh~x,v!«kh~u!e i j ~ v̄!dx, ~19!

k1~u,v;v!5E
V1

ai jkh~x,v!ekh~u!e i j ~ v̄!dx, ~20!

in which the summation over indicesi, j, k andh is used. It
is assumed thatd1(u,v;v) and k1(u,v;v) are continuous
functions on bandB with respect tov. In Eqs.~14! and~15!,
we have

c~c,v!5r2E
G2

c~x,v!n2~x!•v~x!ds~x!, ~21!

j ~u,v!5p2~u!p2~ v̄!, ~22!

a2~c,f;v!52v2m2~c,f!1 ivd2~c,f;v!1k2~c,f!,
~23!

m2~c,f!5
r2

c2
2 E

V2

v~x,v!f~x!dx, ~24!

d2~c,f;v!5t~v!k2~c,f!, ~25!

k2~c,f!5r2E
V2

“c~x,v!•“f~x!dx. ~26!

For all v in BøB̃, the problem defined by Eqs.~14! and~15!
has a unique solution$u(v),c(v)% in V13V2 .

II. FINITE DIMENSION APPROXIMATION

The finite dimension approximation of the problem de-
fined by Eqs.~14! and ~15! is obtained by using the Ritz–
Galerkin method. We then consider a complete family of
independentR3-valued functions $ua%a>1 in admissible
spaceV1 and a complete family of independent real-valued
functions$cb%b>1 in admissible spaceV2 . We consider~1!
a subspaceV1,n1

,V1 of finite dimensionn1>1 spanned by
the family$u1 ,...,un1

% and~2! a subspaceV2,n2
,V2 of finite

dimensionn2>1 spanned by the family$c1 ,...,cn2
%. In

practice, each family can be either a finite element basis7,8

associated with a finite element mesh of domainV1 for
$ua%a and domainV2 for $cb%b , or, for particular cases
corresponding to simple shapes of geometry, any functional
basis constructed in the context of an analytical approach
such as a sequence of structural normal modes9,10 of the
structure in vacuo and a sequence of acoustic modes9,11 of
the internal acoustic cavity with a rigid wall. Let
$u(v),c(v)%PV13V2 be the solution of Eqs.~14! and~15!.
Its projection onV1,n1

3V2,n2
is written as

ũ~x,v!5 (
a51

n1

q1,a~v!ua~x!. ~27!

c̃~x,v!5 (
b51

n2

q2,b~v!cb~x!. ~28!

From Eqs. ~14! and ~15!, we deduce that q1(v)
5(q1,1(v),...,q1,n1

(v))PCn1 and q2(v)5(q2,1(v),...,
q2,n2

(v))PCn2 is the unique solution of the linear equation3

F @A1~v!#1k@J# iv@C#

iv@C#T 2@A2~v!#
G Fq1~v!

q2~v!G5Fh~v!F~v!

0 G .
~29!
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In Eq. ~29!, @A1(v)# is an (n13n1) symmetric complex ma-
trix ~invertible for all v in BøB̃) which is written as

@A1~v!#52v2@M1#1 iv@D1~v!#1@K1~v!#, ~30!

in which @M1#, @D1(v)# and @K1(v)# are positive-
definite symmetric (n13n1) real matrices such that
@M1#aa85m1(ua8 ,ua), @D1(v)#aa85d1(ua8 ,ua ;v) and
@K1(v)#aa85k1(ua8 ,ua ;v). Vector F(v)5(F1(v),...,
Fn1

(v))PCn1 is such that

h~v!Fa~v!5 f ~ua ;v!. ~31!

Matrix @J# is an (n13n1) symmetric real matrix which can
be written as

@J#5P2P2
T ,

in which P25(P2,1,...,P2,n1
)PRn1 is such that

P2,a5p2~ua!. ~32!

In Eq. ~29!, @A2(v)# is an (n23n2) symmetric complex ma-
trix ~invertible for all realv in BøB̃) which is written as

@A2~v!#52v2@M2#1 iv@D2~v!#1@K2#, ~33!

in which @M2#, @D2(v)# and @K2# are positive-definite
symmetric (n23n2) real matrices such that@M2#bb8
5m2(cb8 ,cb), @D2(v)#5t(v)@K2# and @K2#bb8
5k2(cb8 ,cb). It should be noted that@K2# is positive defi-
nite due to the constraint*V2

c dx50 which is included in
spaceV2 . In the context of use of the finite element method,
if this constraint is not included in the construction of
$cb%b , then @K2# is only positive and the constraintLTq2

50 corresponding to the finite element discretization of
*V2

c dx50 has to be added to Eq.~29!. Finally, in Eq.~29!,

@C# is an (n13n2) real matrix such that

@C#ab5c~cb ,ua!. ~34!

The approximation of pressure fieldp defined by Eq.~8! is
written asp̃(x,v)52 ivr2c̃(x,v)2kp2(ũ), i.e.,

p̃~x,v!52 ivr2C~x!Tq2~v!2kP2
Tq1~v!, ~35!

in which C(x)5(c1(x),...,cn2
(x))PRn2.

III. CONSTRUCTION OF A VECTOR BASIS FOR THE
REDUCED MODEL

A. Vector bases adapted to MF band B for the
structure in vacuo and the internal acoustic cavity
with rigid wall

Two vector bases adapted to MF bandB can be con-
structed for the structurein vacuoand the internal acoustic
cavity with rigid wall by applying the method presented in
Refs. 1 and 2~for the details, we refer the reader to these
references!. These two vector bases correspond to the domi-
nant eigensubspaces of the energy operators relative to band
B for the structurein vacuoand the internal acoustic fluid
with rigid wall. In the context of the finite dimension ap-
proximation introduced in Sec. II, the procedure can be sum-
marized as follows. Leta51 or a52 be the index related to
the structure or the internal acoustic fluid. LetNa!na be the

order of the reduced model related to the structure (a51) or
the internal acoustic fluid (a52). Let @Pa# be the (na

3Na) real matrix whose columns are theNa eigenvectors
$Pa

1,...,Pa
Na% corresponding to theNa highest eigenvalues

la
1>...>la

Na of the generalized symmetric eigenvalue prob-
lem

@Ha#@Pa#5@Ga#@Pa#@La#, ~36!

such that

@Pa#T@Ga#@Pa#5@ I a#, ~37!

@Pa#T@Ha#@Pa#5@La#, ~38!

in which @ I a# is the (Na3Na) identity matrix, @La# is the
(Na3Na) diagonal matrix of eigenvaluesla

1,...,la
Na and

where @Ga# and @Ha# are positive-definite symmetric (na

3na) real matrices such that

@G1#aa85E
V1

ua8•ua dx, @G2#bb85E
V2

cb8Icb dx,

~39!

@Ha#5@Ga#@Ea#@Ga#. ~40!

In Eq. ~40!, positive-definite symmetric (na3na) real matrix
@Ea# is the projection of the energy operator of the structure
(a51) or the internal acoustic fluid (a52), such that

@Ea#5E
B
@ea~v!#dv, ~41!

@ea~v!#5
1

p
v2uh~v!u2 Re$@Ta~v!#* @Ma#@Ta~v!#%,

~42!

@Ta~v!#5@Aa~v!#21;
~43!

@Ta~v!#* 5@Ta~v!#T5@Ta~v!#,

in which @Aa(v)# is defined by Eq.~30! for a51 and Eq.
~33! for a52.

B. Remark concerning the acoustic vector basis
relative to MF band B

It can easily be proved that for the internal acoustic fluid
(a52), eigenvectors$P2

1,...,P2
N2%, associated with theN2

highest eigenvalues of generalized symmetric eigenvalue
problem @H2#@P2#5@G2#@P2#@L2# relative to MF bandB,
coincide with the finite dimension approximation of the
acoustic modes of the internal acoustic cavity with rigid
wall, whose eigenfrequencies are in MF bandB. This par-
ticular property is due to the fact that two conditions are
simultaneously satisfied: mass densityr2 of the acoustic
fluid is a constant and damping sesquilinear form
d2(c,f;v)5t(v)k2(c,f) is diagonalized by the acoustic
modes. If either of these two conditions is not satisfied, then
this particular property does not hold; generally, these con-
ditions are not satisfied for structures in the MF range. It
should be noted that, in the context of a finite element model
of the internal acoustic fluid, if the rank of the acoustic
modes belonging to MF bandB is high~case of MF behavior
of the internal acoustic fluid!, then the proposed method is an
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efficient tool for computation of these acoustic modes. Con-
versely, if the rank of the acoustic modes belonging to MF
bandB is low ~case of LF behavior of the internal acoustic
fluid!, then the usual numerical methods for computation of
the acoustic modes~such as subspace iteration or Lanczos
methods12–15! are more efficient.

C. Role played by the low-frequency structural
modes on the acoustic cavity response in MF band B

In this section, in order to analyze this role, we introduce
particular assumptions for simplifying the explanations. Let
us assume that$cb%b corresponds to the acoustic modes
verifying

k2~cb ,f!5v2,b
2 m2~cb ,f!, ;fPV2 ,

with the normalization m2(cb ,cb)51 and such that
@D2(v)#bb852j2,bv2,bdbb8 in which j2,b.0 is an acoustic
damping rate depending onb but independent ofv. We
choose$ua%a5$ûa%a as the structural modes taking into ac-
count the additional stiffness termk j (u,v). Consequently,
the spectral problem is written as

k̂1~ ûa ,v!5v̂1,a
2 m1~ ûa ,v!, ;vPV1 ,

in which k̂1(u,v)5k1(u,v;0)1k j (u,v). The normalization
is such that m1(ûa ,ûa)51 and it is assumed that

@D1(v)#aa852ĵ1,av̂1,adaa8 where ĵ1,a.0 is a structural
damping rate depending ona but independent ofv. From
Eqs.~29! to ~34!, we deduce thatq2(v) is the solution of the
linear matrix equation

@A2~v!#q2~v!5F2~v!,

in which F2(v) is a given vector inCn2 and @A2(v)# is an
(n23n2) symmetric complex matrix which can be written as
@A2(v)#5@A2

F(v)#1@A2
S(v)# where, for all b and b8 in

$1,...,n2%,

@A2
F~v!#bb85~2v212ivv2,bj2,b1v2,b

2 !dbb8 ,

@A2
S~v!#bb852 (

a51

n1 v2CabCab8

2v212ivv̂1,aĵ1,a1v̂1,a
2

.

Let us consider the MF response of the acoustic cavity due to
an acoustic modecb whose eigenfrequency isv2,b . Conse-
quently,v andv2,b belong to MF bandB. Let us investigate
the contribution of the firstM low-frequency structural
modes~whose eigenfrequenciesv̂1,1,...,v̂1,M belong to the
low-frequency range! to the acoustic modecb whose eigen-
frequency isv2,b belonging to MF bandB. We then have

0,v̂1,1<...<v̂1,M!vPB,

and therefore, the contribution in@A2(v)#bb of structural
mode ûa whose eigenfrequencyv̂1,a is such thatv̂1,a!v
PB, is equal to

2v2Cab
2

2v212ivv̂1,aĵ1,a1v̂1,a
2

.Cab
2 .

This positive termCab
2 contributes to increase the value of

the acoustic eigenfrequencyv2,b because generalized stiff-

ness termv2,b
2 in @A2(v)#bb is increasing of positive term

Cab
2 for each structural modeûa such thatv̂1,a!vPB.

Consequently, the rate of convergence of the internal acous-
tic MF response can be increased by ‘‘adding’’ the lowest
structural modes$û1 ,...,ûM% ~or equivalently the lowest
structural modes$u1 ,...,uM% of the structurein vacuo! to
vectors$P1

1,...,P1
N1% adapted to the prediction of the struc-

tural response in MF bandB.

D. Structural vector basis adapted to MF band B for
prediction of the internal acoustic response in
MF band B

Taking into account the conclusion of Sec. III C, MF
band B being fixed, we consider eigenvectors$P1

1,...,P1
N1%

introduced in Sec. III A, such that@see Eq.~37!#,

P1
kT

@G1#P1
j 5d jk , j and k in $1,...,N1%,

and we consider theN0 structural modes$Q1
1,...,Q1

N0% cor-
responding to the lowest structural eigenfrequencies 0
,v1,1<¯<v1,N0

such that, for alla in $1,...,N0%,

@K1~0!#Q1
a5v1,a

2 @M1#Q1
a .

We assume that

N1
S5N11N0,n1 ,

and that vectors$P1
1,...,P1

N1,Q1
1,...,Q1

N0% constitute a set of
linearly independent vectors inRn1. In practice,M structural
modes$Q1

a1,...,Q1
aM% are considered, the (n13(N11M ))

real matrix@X#5@P1
1...P1

N1Q1
a1...Q1

aM# is constructed and fi-
nally, the @Q#@R# factorization of matrix@X# is computed in
which @Q# is an (n13n1) orthogonal matrix and@R# is an
(n13(N11M )) real upper triangular matrix. If none of the
diagonal elements of@R# is equal to zero, thenN05M ; if
there arem0 diagonal elements equal to zero, thenN05M
2m0 and the corresponding structural modesQ1

a j are elimi-

nated. We then deduce the set$Q1
1,...,Q1

N0%. Finally, a
Gram–Schmidt algorithm with respect to the inner pro-
duct defined by matrix @G1# is applied to the set
$P1

1,...,P1
N1,Q1

1,...,Q1
N0% for constructing theN1

S linearly in-

dependent vectors$P1
1, . . . ,P1

N1,P1
N111, . . .P1

N11N0% in Rn1,

such that forj and k in $1, . . . ,N1
S%, we haveP1

kT
@G1#P1

j

5d jk. Vectors$P1
N11k,k51, . . . ,N0% are constructed by the

recurrenceP1
N11k

5akWk in which

Wk5Q1
k2 (

j 51

N11k21

~P1
j T

@G1#Q1
k!P1

j ,

ak5~Wk
T@G1#Wk!

21.

Finally, we introduce the (n13N1
S) real matrix @P1

S# such
that

@P1
S#5@P1

1
¯P1

N1Q1
1
¯Q1

N0#.

It should be noted that ifN050, then N1
S5N1 and @P1

S#
5@P1#.
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IV. CONSTRUCTION OF THE REDUCED MODEL
ADAPTED TO MF BAND B

The reduced model adapted to MF bandB is obtained1,2

by introducing the new variable u1(v)
5(u1,1(v),...,u1,N

1
S(v)) for the structure and the new vari-

ableu2(v)5(u2,1(v),...,u2,N2
(v)) for the internal acoustic

fluid, such that

q1~v!5@P1
S#u1~v!; q2~v!5@P2#u2~v!. ~44!

From Eqs.~29! and ~44!, we deduce that for allv in BøB̃,

$u1(v),u2(v)%PCN1
S
3CN2 is the unique solution of the lin-

ear equation

F @A1~v!#1k@J# iv@C#

iv@C#T 2@A2~v!#
G Fu1~v!

u2~v!G5Fh~v!F~v!

0 G ,
~45!

in which F(v)PCN1
S

is written as

F~v!5@P1
S#TF~v!, ~46!

and where

@A1~v!#5@P1
S#T@A1~v!#@P1

S#,
~47!

@A2~v!#5@P2#T@A2~v!#@P2#,

@J#5@P1
S#T@J#@P1

S#5~@P1
S#TP2!~@P1

S#TP2!T, ~48!

@C#5@P1
S#T@C#@P2#. ~49!

From Eqs.~27! and~44!, we deduce that for allx in V1 , the
displacement field of the structure is written as

ũ~x,v!5 (
k51

N1
S

Uk~x!u1,k~v!, ~50!

in whichUk(x)PC3 is written as

Uk~x!5 (
a51

n1

@P1
S#akua~x!. ~51!

From Eqs.~35!, ~44! and ~45!, we deduce that for allx in
V2 , the pressure field in the internal acoustic fluid is written
as

p̃~x,v!5 (
k51

N1
S

Pk~x,v!u1,k~v!, ~52!

in which P(x,v)5(P1(x,v),...,PN
1
S(x,v))PCN1

S
is such

that

P~x,v!5v2r2@C#@A2~v!#21@P2#TC~x!2k@P1
S#TP2 .

~53!

Equations~45!, ~50! and ~52! constitute the reduced model
adapted to MF bandB.

V. CONSTRUCTION OF DOMINANT
EIGENSUBSPACES

Concerning the construction of the dominant eigensub-
space of the energy operator relative to MF bandB for the
structure on the one hand, and for the internal acoustic fluid

on the other hand, we can use the indirect procedure in the
frequency domain or the procedure based on the use of the
MF solving method in the time domain presented in Refs. 1
and 2. A detailed analysis of these procedures cannot be
reproduced here. Nevertheless, in order to facilitate the un-
derstanding of Secs. VII and VIII, we summarize below the
main results of the MF solving method in the time domain
that we use for the examples. Fora51 anda52, the prob-
lem defined by Eqs.~36! to ~38! is solved by calculating the
Na lowest eigenvalues of the following generalized symmet-
ric eigenvalue problem

@Ga#@Sa#5@Ha#@Sa#@Ga#, ~54!

@Sa#T@Ha#@Sa#5@ I a#, ~55!

@Sa#T@Ga#@Sa#5@Ga#, ~56!

for which the subspace iteration algorithm1,12–15is used. The
dimensionma of the subspace used for iterations is such that
Na,ma!na with ma5$2Na ,Na18%. Consequently,@Sa# is
an (na3ma) real matrix and@Ga# is a diagonal (ma3ma)
real matrix. We have

@L̃a#5@Ga#21, ~57!

@ P̃a#5@Sa#@Ga#21/2, ~58!

where@ P̃a# is the (na3ma) real matrix whose firstNa col-
umns are eigenvectorsPa

1,...,Pa
Na defining matrix@Pa#. For

each iteration of the subspace iteration algorithm, we only
need to calculate an (na3ma) real matrix @Wa#5@Ea#
3@Xa#, in which @Xa# is a given (na3ma) real matrix. Let
x0(t) be the complex-valued function defined onR by
x0(t)5e2 ivBtx(t) in which x(t)5(1/2p)*Beivtx̂(v)dv
with

x̃~v!5
1

p
v2uh~v!u21B~v!. ~59!

Therefore, x0 is an LF signal whose band is
@2Dv/2,Dv/2#. Then it is proved1 that @Wa# can be calcu-
lated by

@Wa#52p Re$@Za~0!#%, ~60!

in which @Za(t)# is the solution of the following LF equa-
tions in the time domain associated with the MF equations,

@Ma#@Ÿa~ t !#1@D̃a#@Ẏa~ t !#1@K̃a#@Ya~ t !#

5x0~ t !@Xa#,tP] 2`,1`@ , ~61!

@Ma#@ Z̈a~ t !#1@D̃a#@ Ża~ t !#1@K̃a#@Za~ t !#

5@Ma#@Ya~2t !#,tP] 2`,0@ , ~62!

in which symmetric (na3na) complex matrices@D̃a# and

@K̃a# are written, fora51 anda52, as

@D̃a#5@Da~vB!#12ivB@Ma#, ~63!

@K̃a#52vB
2@Ma#1 ivB@Da~vB!#1@Ka~vB!#. ~64!

It should be noted that fora52,@K2(vB)#5@K2#. In addi-
tion, if the constraint*V2

c dx50 is not included in the dis-
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cretization, then, fora52, Eqs.~61! and~62! must be solved
with the constraint~see Sec. II!

LT@Y2~ t !#5@0#; LT@Z2~ t !#5@0#. ~65!

The LF Eqs.~61! and ~62! are solved using an uncondition-
ally stable implicit step-by-step integration method. Con-
cerning Eq.~61!, time interval #2`, `@ is replaced by the
finite interval ]t I ,tF] with the initial conditions @Ya(t I)#

5@Ẏa(t I)#5@0#. Concerning Eq.~62!, time interval#2`, 0#
is replaced by the finite interval ]2tF,0] with the initial con-
ditions @Za(2tF)#5@ Ża(2tF)#5@0#.

VI. TIME-STATIONARY RANDOM RESPONSE USING
THE REDUCED MODEL

The structural-acoustic system is submitted to a time-
stationary second-order centered random wall pressure field
$p(x,t),xPG1 ,tPR% with values inR and we are interested
in the stationary response of the structural-acoustic system.
The cross-correlation function of random fieldp is denoted
as Rp(x,y,t)5E$p(x,t1t)p(y,t)% in which E is the math-
ematical expectation and is such that16

Rp~x,y,t!5E
R
eivtSp~x,y,v!dv, ~66!

in which Sp(x,y,v) is the cross-spectral density function
which is written as

Sp~x,y,v!5uh~v!u2sp~x,y,v!. ~67!

Let $Fa(t),tPR% be the stochastic process defined by

Fa~ t !52E
G1

p~x,t !n1~x!•ua~x!ds~x!. ~68!

Therefore the (n13n1) matrix-valued spectral density
function @SF(v)# of stationary stochastic processF
5(F1 ,...,Fn1

) indexed byR with values inRn1 is such that

@SF~v!#aa85E
G1

E
G1

uh~v!u2sp~x,y,v!$n1~x!•ua~x!%

3$n1~y!•ua8~y!%ds~x!ds~y!. ~69!

From Eq.~50!, we deduce that, for allx andy fixed in V1 ,
the (333) matrix-valued cross-spectral density function
@Sũ(x,y,v)# of the R3-valued stochastic field$ũ(x,t),x
PV1 ,tPR%, such that

@Rũ~x,y,t!#5E$ũ~x,t1t!ũ~y,t !T%

5E
R
eivt@Sũ~x,y,v!#dv, ~70!

can be written as

@Sũ~x,y,v!#5(
j 51

N1
S

(
k51

N1
S

@Su1
~v!# jkUj~x!Uk~y!T, ~71!

in which @Su1
(v)# is the matrix-valued spectral density func-

tion of RN1
S
-valued mean-square stationary stochastic process

$u1(t),tPR%. From Eq.~52!, we deduce that, for allx andy
fixed in V2 , the complex-valued cross-spectral density func-

tion Sp̃(x,y,v) of the real-valued stochastic field$ p̃(x,t),x
PV2 ,tPR%, such that

Rp̃~x,y,t!5E$ p̃~x,t1t! p̃~y,t !%

5E
R
eivtSp̃~x,y,v!dv, ~72!

can be written as

Sp̃~x,y,v!5(
j 51

N1
S

(
k51

N1
S

@Su1
~v!# jkPj~x,v!Pk~y,v!. ~73!

From Eqs.~45! and~46!, and using linear filtering of station-
ary stochastic processes,16–18 we deduce that matrix-valued
spectral density function@Su1

(v)# @appearing in Eqs.~71!

and ~73!# is written as

@Su1
~v!#5@T~v!#@P1

S#T@SF~v!#@P1
S#@T~v!#* , ~74!

in which (N1
S3N1

S) symmetric complex matrix@T(v)# is
written as

@T~v!#5~@A1~v!#1k@J#2v2@C#@A2~v!#21@C#T!21.
~75!

VII. VALIDATION FOR A STRUCTURE HAVING AN MF
BEHAVIOR COUPLED WITH AN INTERNAL
ACOUSTIC FLUID HAVING AN LF BEHAVIOR IN MF
BAND B

This first example concerns an inhomogeneous structure
having an MF behavior in a given narrow MF bandB,
coupled with an internal acoustic cavity filled with a gas and
having an LF behavior in MF bandB. We consider the MF
time-stationary random response of this structural-acoustic
system in MF bandB, the structure being excited by a time-
stationary random wall pressure field.

A. Description of the structural-acoustic system

The structural-acoustic system is referenced to an
(x1 ,x2 ,x3) coordinate system. The structure is a rectangular
thin plate in bending mode, located in planeOx1x2 , to
which are attached two point masses, three springs and five
dashpots, as shown in Fig. 2. DomainV15G1 of the plate
~middle surface! is rectangular and the plate is simply sup-
ported, homogeneous and isotropic, with constant thickness,
width L150.5 m, lengthL251.0 m, surface-mass density
r1540 kg/m2, total massm15r1L1L2520 kg and constant
damping ratej150.002. We assume that the usual thin plate
theory can be used. The thickness, Young’s modulus, and
Poisson’s ratio of the plate are such that the lowest eigenfre-
quency of the associated conservative plate~without point
masses and springs! is 5 Hz. To this plate are attached~1!
two point masses having a mass of 3 kg and 4 kg located at
points~0.2, 0.4, 0! and~0.35, 0.75, 0! respectively,~2! three
springs having the same stiffness coefficientk5«km1v ref

2

with v ref52p3550 rad/s,«k50.1, located at points~0.221,
0.278, 0!, ~0.332, 0.537, 0! and~0.443, 0.826, 0!, and~3! five
dashpots having the same damping coefficientd
52«dm1j1v ref with «d50.1, located at points~0.154, 0.165,
0!, ~0.145, 0.334, 0!, ~0.465, 0.373, 0!, ~0.247, 0.462, 0!, and
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~0.268, 0.681, 0!. This structure~the plate with point masses,
springs, and dashpots! is coupled with an acoustic cavity
constituted of a rectangular roomV2 ~see Fig. 2! bounded by
five rigid walls lying along the planesx150, x15L1 , x2

50, x25L2 , x35L3 with L350.318 m. The sixth wall lying
in planex350 is not rigid and is constituted by the plate.
This bounded room is filled with a gas having a constant
mass densityr251 kg/m3, speed of soundc25330 m/s, and
dissipative coefficientt5j2 /v ref with j250.002. The total
mass of the gas ism25r2L1L1L350.159 kg. We consider
the MF response of this structural-acoustic system in narrow
MF bandB52p3@500,550# rad/s, i.e., on the@500, 550# Hz
frequency band. The excitation is time-stationary random
wall pressure field$p(x,t),xPG1 ,tPR% introduced in Sec.
VI, for which the cross-spectral density function defined by
Eq. ~67! is such that for all v in B, uh(v)u51 and
sp(x,y,v)5(L1L2)21d0(x12y1)d0(x22y2) whered0 is the
Dirac delta function onR at point 0. For the validation, we
are interested in calculating the power spectral density func-
tion Sstruc(v) relative to the structure and defined by

Sstruc~v!5
1

uh~v!u2uV1u EV1

tr@Sũ~x,x,v!#dx, ~76!

and the power spectral density functionSacous(v) relative to
the acoustic cavity and defined by

Sacous~v!5
1

r2
2c2

4

1

uh~v!u2uV2u EV2

@Sp̃~x,x,v!#dx. ~77!

B. Description of the finite dimension approximation

The finite dimension approximation is defined in Sec. II.
Concerning the structurein vacuo~plate with point masses,
springs, and dashpots!, family u1 ,...,un1

is chosen as the first
n1 modes of the associated conservative plate~without point
masses and springs! whose corresponding eigenfrequencies
are f plate,1< f plate,2<¯< f plate,n1

. For a5(a1 ,a2), a1>1
and a2>1, we haveua(x)5(ua,1(x),ua,2(x),ua,3(x)) with
ua,1(x)5ua,2(x)50 and

ua,3~x!52 sinS a1px1

L1
D sinS a2px2

L2
D .

From a convergence study of the structural-acoustic response
over the@0, 700# Hz frequency band, we deduced the value
of n1 which is n15407. We have f plate,155 Hz and
f plate,40751097 Hz. For alla, the normalization ofua is such
that

E
0

L1E
0

L2
r1uua,3~x1 ,x2!u2 dx1 dx25m1 .

The (n13n1) matrices@M1#, @D1#, and @K1# are indepen-
dent of the frequency and are dense due to the presence of
the point masses, dashpots, and springs. Matrix@G1#
5L1L2@ I 1# is diagonal,@ I 1# being the (n13n1) unity ma-
trix. The lowest eigenfrequency of the associated conserva-
tive structurein vacuo~plate with point masses and springs!
is f 1,157.74 Hz~to be compared withf plate,155 Hz!. There
are 255 modes of the structurein vacuo in frequency band
@0, 700# Hz, 179 structural modes in frequency band@0, 500#
Hz and 20 structural modes in narrow MF band@500, 550#
Hz. Then the rank of the first structural mode belonging to
frequency band@500, 550# Hz is 180 and consequently, the
structure has an MF behavior in frequency bandB.

Concerning the acoustic cavity, familyc1 ,...,cn2
is

chosen as the firstn2 acoustic modes of the acoustic cavity
with rigid walls whose corresponding eigenfrequencies are
f 2,1< f 2,2<¯< f 2,n2

. For b5(b1 ,b2 ,b3) with b11b2

1b3Þ0 andb1 ,b2 ,b3>0, we have

cb~x!52& cosS b1px1

L1
D cosS b2px2

L2
D cosS b3px3

L3
D .

These functions satisfy the constraint*V2
cb(x,v)dx50.

From a convergence study of the structural-acoustic response
over the@0, 700# Hz frequency band, we deduced the value
of n2 which is n2519. For allb, the normalization ofcb is
such that

E
0

L1E
0

L2E
0

L3
r2ucb~x!u2dx5m2 .

The (n23n2) matrices@M2#, @D2#, and @K2# are indepen-
dent of the frequency and are diagonal. Matrix@G2#
5L1L2L3@ I 2# is diagonal,@ I 2# being the (n23n2) unity ma-
trix. The lowest acoustic eigenfrequency of the acoustic cav-
ity with rigid walls is f 2,15165 Hz. There are 16 acoustic
modes in frequency band@0, 700# Hz, 6 acoustic modes in
frequency band@0, 500# Hz, and 2 acoustic modes in narrow
MF band@500, 550# Hz. Then the rank of the first acoustic
mode in MF band@500, 550# Hz is 7 and consequently, the
acoustic cavity has an LF behavior in MF bandB.

For a5(a1 ,a2), componentP2,a of vector P2PRn1,
defined by Eq.~32!, is such that

P2,a52
2L1L2

a1a2p2 3$cos~a1p!21%3$cos~a2p!21%.

~78!

For a5(a1 ,a2) and b5(b1 ,b2 ,b3), coupling (n13n2)
real matrix@C#, defined by Eq.~34!, is such that

FIG. 2. Rectangular thin plate with point masses, springs, and dashpots,
coupled with an acoustic cavity constituted of a bounded rectangular room
filled with a gas~air!.
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@C#ab52
&r2L1L2

p2 H 12cos$p~a11b1!%

a11b1

1
12cos$p~a12b1!%

a12b1
J

3H 12cos$p~a21b2!%

a21b2

1
12cos$p~a22b2!%

a22b2
J . ~79!

Finally, from Eq. ~69!, we deduce that @SF(v)#aa8
5uh(v)u2daa8 .

C. Constructing the reference solution on a broad
frequency band

The reference solution is constructed on the@5, 700# Hz
broad frequency band with a sampling frequency stepdn
50.165 Hz. The power spectral density functionsSstruc

ref (v)
and Sacous

ref (v) corresponding to the reference solution and
defined by Eqs.~76! and ~77! are directly calculated in the
frequency domain without using the reduced model. From
Eqs.~76!, ~77!, ~27!, ~29!, and~35!, we deduce that

Sstruc
ref ~v!5tr$@T~v!#@T~v!#* %, ~80!

Sacous
ref ~v!5

1

r2
2c2

4 ~ tr$~@V~v!#@T~v!#!~@V~v!#@T~v!#!* %

1k2~@T~v!#P2!* ~@T~v!#P2!!, ~81!

in which @T(v)# is the symmetric (n13n1) complex matrix
which is written as

@T~v!#5~@A1~v!#1k@J#2v2@C#@A2~v!#21@C#T!21,

where @A1(v)#, @J#, @A2(v)# and @C# are the matrices de-
fined by Eqs.~30!, ~32! with ~78!, ~33!, and ~79!, respec-
tively. In Eq. ~81!, (n23n1) complex matrix@V(v)# is de-
fined by

@V~v!#5v2r2@A2~v!#21@C#T.

Figures 3 and 4 show the mappingsn°10

3 log10(Sstruc
ref (2pn)) and n°103 log10(Sacous

ref (2pn)), re-
spectively, over the@5, 700# Hz broad frequency band.

D. Reference solution on the narrow MF band

The reference solution on narrow MF bandB
5@500,550# Hz is constructed as explained in Sec. VII C
using the frequency resolutiondn50.166 Hz. The graphs
of functions n°103 log10(Sstruc

ref (2pn)) and n°10
3 log10(Sacous

ref (2pn)) ~corresponding to Figs. 3 and 4! of the
reference solution on narrow MF bandB are used below~see
the solid lines in Figs. 7–10! to evaluate the accuracy of the
response constructed using the reduced model.

E. Constructing the dominant eigensubspaces

For the structure, the dominant eigensubspace of the en-
ergy operator relative to bandB for the structurein vacuo
@related to matrix@E1# defined by Eqs.~41! to ~43!# is con-
structed using the method presented in Sec. V withN1

550. Figure 5 shows the graph of the functionj °10
3 log10(l1

j ) for j P$1,2,...,50% in which l1
1,...,l1

50 are the
highest eigenvalues of the generalized symmetric eigenvalue
problem defined by Eq.~36! for a51. There is a strong
decrease in the eigenvalues which means there exists the
possibility of constructing an efficient reduced model for the
structure. Figure 5 shows that the orderN1 of the reduced
model is about 25 for bandB.

FIG. 3. Graph of functionn°103 log10(Sstruc
ref (2pn)) corresponding to the

reference solution for the MF structure coupled with the LF internal acoustic
fluid.

FIG. 4. Graph of functionn°103 log10(Sacous
ref (2pn)) corresponding to the

reference solution for the LF internal acoustic fluid coupled with the MF
structure.

FIG. 5. Graph of functionj °103 log10(l1
j ) showing the distribution of

eigenvaluesl1
j of the energy operator of the MF structurein vacuo.
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For the internal acoustic fluid, the dominant eigensub-
space of the energy operator relative to bandB for the inter-
nal acoustic cavity with rigid walls@related to matrix@E2#
defined by Eqs.~41! to ~43!# is constructed using the method
presented in Sec. V withN2517. Figure 6 shows the graph
of the functionj °103 log10(l2

j ) for j P$1,2,...,17% in which
l2

1,...,l2
17 are the highest eigenvalues of the generalized

symmetric eigenvalue problem defined by Eq.~36! for a
52. Figure 6 shows that the orderN2 of the reduced model
is about 4 for bandB.

F. Reduced model adapted to the narrow MF band

In this section, we present a comparison of the reference
solution constructed in Sec. VII D with the solution obtained
by the reduced model constructed using the results of Secs.
IV and VI and Eqs.~76! and ~77!. Two reduced models are
considered below. For the first reduced model, the param-
eters areN1

S5N1525 ~thenN050) andN254. Figure 7 is
related to the structure and shows the comparison between
function n°103 log10(Sstruc

ref (2pn)) ~solid line correspond-
ing to the reference solution! and function n°10
3 log10(Sstruc(2pn)) ~dashed line corresponding to the first
reduced model! on narrow MF band@500, 550# Hz. Figure 8
is related to the internal acoustic fluid and shows the com-

parison between functionn°103 log10(Sacous
ref (2pn)) ~solid

line corresponding to the reference solution! and function
n°103 log10(Sacous(2pn)) ~dashed line corresponding to
the first reduced model! on narrow MF band@500, 550# Hz.
Figure 7 shows that the comparison is very good for the
structure, but Fig. 8 shows that this first reduced model
(N050) is not so good for the internal acoustic fluid. The
problem which appears in Fig. 8 has been explained in Secs.
III C and III D; to accelerate convergence of the reduced
model for prediction of the acoustic pressure in the internal
acoustic fluid, it is necessary to takeN0.0 ~see below!.

For the second reduced model, the parameters areN1

525, N0510 ~thenN1
S535) andN254. Figure 9 is related

to the structure and shows the comparison between function
n°103 log10(Sstruc

ref (2pn)) ~solid line corresponding to the
reference solution! and functionn°103 log10(Sstruc(2pn))
~dashed line corresponding to the second reduced model! on
narrow MF band@500, 550# Hz. Figure 10 is related to the
internal acoustic fluid and shows the comparison between
function n°103 log10(Sacous

ref (2pn)) ~solid line correspond-
ing to the reference solution! and function n°10
3 log10(Sacous(2pn)) ~dashed line corresponding to the sec-
ond reduced model! on narrow MF band@500, 550# Hz. Fig-

FIG. 7. Reduced model of the dynamical response of the MF structure
coupled with the LF internal acoustic fluid: comparison between function
n°103 log10(Sstruc

ref (2pn)) @reference solution~solid line!# and function
n°103 log10(Sstruc(2pn)) @reduced model forN1525, N050, andN254
~dashed line!#.

FIG. 8. Reduced model of the dynamical response of the LF internal acous-
tic fluid coupled with the MF structure: comparison between function
n°103 log10(Sacous

ref (2pn)) @reference solution~solid line!# and function
n°103 log10(Sacous(2pn)) @reduced model forN1525, N050, and N2

54 ~dashed line!#.

FIG. 6. Graph of functionj °103 log10(l2
j ) showing the distribution of

eigenvaluesl2
j of the energy operator of the LF internal acoustic cavity with

rigid walls.

FIG. 9. Reduced model of the dynamical response of the MF structure
coupled with the LF internal acoustic fluid: comparison between function
n°103 log10(Sstruc

ref (2pn)) @reference solution~solid line!# and function
n°103 log10(Sstruc(2pn)) @reduced model forN1525, N0510, andN2

54 ~dashed line!#.

3371 3371J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Christian Soize: Reduced models for medium frequencies



ure 9 is quite similar to Fig. 7 and shows that the comparison
is very good for the structure and Fig. 10 shows that this
second reduced model (N0510) is good. Consequently, for
this structural-acoustic system whose structure has an MF
behavior and whose internal acoustic fluid has an LF behav-
ior ~MF-LF coupling!, the reduced model developed in Sec.
IV based on the use of the structural vector basis constructed
in Sec. III D is validated.

VIII. VALIDATION FOR A STRUCTURE HAVING AN
MF BEHAVIOR COUPLED WITH AN INTERNAL
ACOUSTIC FLUID HAVING AN MF BEHAVIOR IN MF
BAND B

This second example concerns the inhomogeneous
structure defined in Sec. VII, having an MF behavior in
given narrow MF bandB, coupled with an internal acoustic
cavity filled with a gas and having an MF behavior in MF
band B. We consider the MF time-stationary random re-
sponse of this structural-acoustic system in MF bandB, the
structure being excited by the time-stationary random wall
pressure field used in Sec. VII.

A. Description of the structural-acoustic system

We consider the structural-acoustic system defined in
Sec. VII A for which acoustic rectangular roomV2 is such
that L359.0 m ~instead ofL350.318 m, see Fig. 2!. The
total mass of the gas ism25r2L1L1L354.5 kg. We consider
the MF response of this structural-acoustic system in narrow
MF band B5@500,550# Hz. The excitation is the time-
stationary random wall pressure field defined in Sec. VII A.
For the validation, we are interested in calculating the power
spectral density functions defined by Eqs.~76! and ~77!.

B. Description of the finite dimension approximation

The finite dimension approximation of the structurein
vacuo ~plate with point masses, springs, and dashpots! is
defined in Sec. VII B. We haven15407. There are 255
modes of the structurein vacuo in frequency band@0, 700#
Hz, 179 structural modes in frequency band@0, 500# Hz, and
20 structural modes in narrow MF band@500, 550# Hz. Then

the rank of the first structural mode belonging to frequency
band @500, 550# Hz is 180 and consequently, the structure
has an MF behavior in frequency bandB.

Concerning the acoustic cavity, we use the finite dimen-
sion approximation defined in Sec. VII B for which the value
of n2 has to be increased. From a convergence study of the
structural-acoustic response over the@0, 700# Hz frequency
band, we deduced the value ofn2 which isn25353 ~instead
of 19!. The lowest acoustic eigenfrequency of the acoustic
cavity with rigid walls is f 2,1518.33 Hz. There are 289
acoustic modes in frequency band@0, 700# Hz, 128 acoustic
modes in frequency band@0, 500# Hz, and 34 acoustic modes
in narrow MF band@500, 550# Hz. Then the rank of the first
acoustic mode in MF band@500, 550# Hz is 129 and conse-
quently, the acoustic cavity has an MF behavior in MF
bandB.

C. Constructing the reference solution on a broad
frequency band

The reference solution is constructed on the@5, 700# Hz
broad frequency band with a sampling frequency stepdn
50.165 Hz. The power spectral density functionsSstruc

ref (v)
and Sacous

ref (v) corresponding to the reference solution and
defined by Eqs.~76! and ~77! are calculated directly in the
frequency domain, using Eqs.~80! and ~81!, without using
the reduced model. Figures 11 and 12 show the mappings

FIG. 10. Reduced model of the dynamical response of the LF internal
acoustic fluid coupled with the MF structure: comparison between function
n°103 log10(Sacous

ref (2pn)) @reference solution~solid line!# and function
n°103 log10(Sacous(2pn)) @reduced model forN1525, N0510, andN2

54 ~dashed line!#.

FIG. 11. Graph of functionn°103 log10(Sstruc
ref (2pn)) corresponding to the

reference solution for the MF structure coupled with the MF internal acous-
tic fluid.

FIG. 12. Graph of functionn°103 log10(Sacous
ref (2pn)) corresponding to

the reference solution for the MF internal acoustic fluid coupled with the
MF structure.
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n°103 log10(Sstruc
ref (2pn)) and n°103 log10(Sacous

ref (2pn))
respectively over the@5, 700# Hz broad frequency band.

D. Reference solution on the narrow MF band

The reference solution on narrow MF bandB
5@500,550# Hz is constructed as explained in Sec. VIII C
using the frequency resolutiondn50.166 Hz. The graphs
of functions n°103 log10(Sstruc

ref (2pn)) and n°10
3 log10(Sacous

ref (2pn)) ~corresponding to Figs. 11 and 12! of
the reference solution on narrow MF band@500, 550# Hz are
used below to evaluate the accuracy of the response con-
structed using the reduced model~see the solid lines in Figs.
14–17!.

E. Constructing the dominant eigensubspaces

For the structure, we use the dominant eigenspace cal-
culated in Sec. VII E. For the internal acoustic fluid, the
dominant eigensubspace of the energy operator relative to
bandB for the internal acoustic cavity with rigid walls@re-
lated to matrix@E2# defined by Eqs.~41! to ~43!# is con-
structed using the method presented in Sec. V withN2

550. Figure 13 shows the graph of the functionj °10
3 log10(l2

j ) for j P$1,2,...,50% in which l2
1,...,l2

50 are the

highest eigenvalues of the generalized symmetric eigenvalue
problem defined by Eq.~36! for a52. Figure 13 shows that
the orderN2 of the reduced model is about 40 for bandB.

F. Reduced model adapted to the narrow MF band

In this section, we present a comparison of the reference
solution constructed in Sec. VIII D with the solution obtained
by the reduced model constructed using the results of Secs.
IV and VI and Eqs.~76! and ~77!. As for the first example
presented in Sec. VII, two reduced models are considered
below. For the first reduced model, the parameters areN1

S

5N1530 ~thenN050) andN2545. Figure 14 is related to
the structure and shows the comparison between function
n°103 log10(Sstruc

ref (2pn)) ~solid line corresponding to the
reference solution! and functionn°103 log10(Sstruc(2pn))
~dashed line corresponding to the first reduced model! on
narrow MF band@500, 550# Hz. Figure 15 is related to the
internal acoustic fluid and shows the comparison between
function n°103 log10(Sacous

ref (2pn)) ~solid line correspond-
ing to the reference solution! and function n°10
3 log10(Sacous(2pn)) ~dashed line corresponding to the first
reduced model! on narrow MF band@500, 550# Hz. Figures
14 and 15 show that the comparison is good for both the
structure and the internal acoustic fluid. For the second re-
duced model, the parameters areN1530, N0510 ~then N1

S

540) and N2545. Figure 16 is related to the structure
and shows the comparison between functionn°10
3 log10(Sstruc

ref (2pn)) ~solid line corresponding to the refer-
ence solution! and function n°103 log10(Sstruc(2pn))
~dashed line corresponding to the second reduced model! on
narrow MF band@500, 550# Hz. Figure 17 is related to the
internal acoustic fluid and shows the comparison between
function n°103 log10(Sacous

ref (2pn)) ~solid line correspond-
ing to the reference solution! and function n°10
3 log10(Sacous(2pn)) ~dashed line corresponding to the sec-
ond reduced model! on narrow MF band@500, 550# Hz. Fig-
ure 16 is quite similar to Fig. 14 and Fig. 17 to Fig. 15. This
means that for an MF–MF coupling, the reduced model of
the structure can be constructed withN050.

FIG. 14. Reduced model of the dynamical response of the MF structure
coupled with the MF internal acoustic fluid: comparison between function
n°103 log10(Sstruc

ref (2pn)) @reference solution~solid line!# and function
n°103 log10(Sstruc(2pn)) @reduced model forN1530, N050, and N2

545 ~dashed line!#.

FIG. 15. Reduced model of the dynamical response of the MF internal
acoustic fluid coupled with the MF structure: comparison between function
n°103 log10(Sacous

ref (2pn)) @reference solution~solid line!# and function
n°103 log10(Sacous(2pn)) @reduced model forN1530, N050, and N2

545 ~dashed line!#.

FIG. 13. Graph of functionj °103 log10(l2
j ) showing the distribution of

eigenvaluesl2
j of the energy operator of the MF internal acoustic cavity

with rigid walls.
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IX. CONCLUSIONS

A theoretical approach is presented for constructing a
reduced model in the MF range in the area of structural
acoustics for a general three-dimensional anisotropic, inho-
mogeneous, viscoelastic, bounded structure with an arbitrary
geometry coupled with an internal acoustic fluid~gas or liq-
uid!. The boundary value problem formulated in the fre-
quency domain and its variational formulation are presented.
For a given MF band, the energy operator of the structurein
vacuoand the energy operator of the internal acoustic cavity
with rigid walls are positive-definite symmetric operators
which have a countable set of decreasing positive eigenval-
ues. The eigenfunctions corresponding to the highest eigen-
values ~dominant eigensubspace! of each energy operator
constitute an appropriate functional basis of the correspond-
ing admissible function space for the structure and for the
internal acoustic fluid. For an MF structure~i.e., a structure
having an MF behavior! coupled with an MF internal acous-
tic fluid ~i.e., an internal acoustic fluid having an MF behav-
ior! in the MF band considered, these two functional bases
allow a reduced model of the structural-acoustic system to be
constructed using the Ritz–Galerkin method. If the MF
structure is coupled with an LF internal acoustic fluid, then it
is more efficient to complete the structural vector basis rela-
tive to the MF band with a few LF structural modes in order
to accelerate convergence of the solution for the internal
acoustic cavity response in the MF band. A finite dimension
approximation of the continuous case is introduced in a gen-
eral context~using the finite element method or not!. For
construction of the dominant eigensubspace of each energy
operator, an efficient procedure based on the use of the sub-
space iteration method is proposed. It does not require ex-
plicit calculation of the energy operator. We then obtain an
efficient method for constructing a reduced model in the MF
range:~1! an intrinsic reduced model is constructed for gen-
eral structural-acoustic systems and can be considered as a
progress independently of any computer time aspects;~2! the
efficiency of such a reduced model in the MF range can be
very high with respect to any other techniques validated in
the MF range as soon as the MF responses have to be calcu-
lated for a large number of multiple deterministic and ran-

dom loads, particularly for random excitations;~3! the imple-
mentation of this method is easily to perform in any usual
finite element computer code. Finally, concerning the struc-
ture, the results presented can be extended straightforwardly
to a structure made of beams, plates, and shells. Analysis of
the two examples~MF-LF coupling and MF–MF coupling!
validates the reduced model methodology proposed for the
MF range.
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FIG. 17. Reduced model of the dynamical response of the MF internal
acoustic fluid coupled with the MF structure: comparison between function
n°103 log10(Sacous

ref (2pn)) @reference solution~solid line!# and function
n°103 log10(Sacous(2pn)) @reduced model forN1530, N0510, andN2

545 ~dashed line!#.

FIG. 16. Reduced model of the dynamical response of the MF structure
coupled with the MF internal acoustic fluid: comparison between function
n°103 log10(Sstruc

ref (2pn)) @reference solution~solid line!# and function
n°103 log10(Sstruc(2pn)) @reduced model forN1530, N0510, andN2

545 ~dashed line!#.
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Three-dimensional vibration analysis of a cantilevered
parallelepiped: Exact and approximate solutions
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The paper investigates the hypothetical assumption of neglecting transverse normal stress in
vibration analysis for cantilevered thick plates and rectangular parallelepiped. The analysis solves
the three-dimensional elasticity energy functional including, as well as excluding, transverse normal
stress and obtains free vibration solutions for a cantilevered parallelepiped. Although it is widely
accepted, the omission of transverse normal stress is well justified in Kirchhoff–Love thin-plate
theory and higher-order thick-plate models; the transverse normal stress effects and thickness extent
to which the thick-plate models apply as the thickness increases are practically unknown. The
inconsistency of assuming constant transverse normal displacement through thickness for
thick-plate models is also addressed. The paper concludes that for a rectangular parallelepiped with
thickness exceeding a certain limit, there is considerable discrepancy if transverse normal stress is
neglected. ©1999 Acoustical Society of America.@S0001-4966~99!02312-7#

PACS numbers: 43.40.Dx@CBB#

INTRODUCTION

For decades, the analysis of thick plates has neglected
the effects of transverse normal stress. The Reissner–
Mindlin first-order plate theory~Reissner, 1945; Mindlin,
1951! extended the classical Kirchhoff–Love thin-plate
theory to analyze plates with considerable thickness. Trans-
verse shear deformation was considered by including trans-
verse shear strain effects in the analysis. The first-order
theory assumes constant transverse shear strains through the
plate thickness and renders a paradoxical implication that the
transverse shear strain components do not vanish on the top
and bottom surfaces. A shear correction factor (k5p2/12)
was therefore derived by Reissner~1945! to account for this
deficiency. Using this first-order theory, accurate vibration
formulation and solutions have been reported for laminated
curved beams~Qatu, 1993! and plates~Bert and Chen,
1978!.

The inadequacy of the first-order shear deformation
theory to overcome the nonvanishing shear strain effects
stimulated the development of research in thick plates with
various formulations of higher-order theories. One of the ear-
liest attempts was initiated by Soler~1968!, who expressed
all dependent variables including displacement and stress
components in Legendre polynomials. Other developments
in the higher-order plate theory include Whitney and Sun
~1973! with quadratic and linear distributions for in-plane
and transverse displacements; Whitney and Sun~1974! with
linear and quadratic distributions for in-plane and transverse
displacements; and Iyengaret al. ~1974! and Lo et al.
~1977a,b! with cubic and quadratic distributions for in-plane
and transverse displacements. Washizu~1980! expressed the
in-plane displacement in a power series of transverse coor-
dinate (z) and simplified the function to a first-order expres-
sion. By imposing zero transverse shear-stress conditions at
the free surfaces, Levinson~1980! developed a third-order
plate theory with cubic in-plane displacement and constant
transverse displacement without the requirement of a shear

correction factor. Perhaps the most remarkable work on the
third-order shear deformation theory for thick plates was at-
tributed to Reddy and his associates~1984a, b, 1985, 1989!
based on a similar approach as Levinson~1980!, resulting in
a parabolic transverse shear strain distribution in thickness.
This approach had been extended to investigate the numeri-
cal aspects and effects of various boundary conditions on
free vibration of thick plates~Lim et al., 1998a,b! and singly
and doubly curved shallow shells~Lim and Liew, 1995;
Liew and Lim, 1996!.

Similar to the hypothesis of Kirchhoff–Love plate
theory, the Reissner–Mindlin first-order and Levinson–
Reddy higher-order plate theories do not consider transverse
normal stress. Some authors have expressed concern over the
validity of this hypothesis. Gould~1988! suggested that the
concept of transverse inextensibility (w5wo) must be re-
viewed in analysis of thick plates and shells with transverse
shear flexibility. He expressed that the inclusion of trans-
verse shearing strains to extend the bounds to include some-
what thicker plates and shells is difficult to quantify since a
true thick-plate or shell theory should account for transverse
normal stress as well.

The transverse normal stress is considered in three-
dimensional elastic analysis of solids. However, such three-
dimensional elastic solutions are particularly scarce. Some of
the investigations are concerned with rods and beams
~Hutchinson, 1971; Hutchinson, 1981; Leissa and So,
1995a!, parallelepiped~Fromme and Leissa, 1970; Hutchin-
son and Zillmer, 1983; Leissa and Zhang, 1983; Liewet al.,
1995a!, solid and hollow cylinders~Hutchinson, 1967;
Hutchinson, 1980; Leissa and So, 1995b; Liewet al., 1995b;
So and Leissa, 1997!, truncated hollow cones~Leissa and So,
1995c!, and open shells~Lim et al., 1998c!.

To the author’s knowledge, direct comparison of three-
dimensional elasticity solutions including and excluding
transverse normal stress is only available in Hutchinson
~1979, 1984!. In these two papers, Hutchinson analyzed the
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vibration of thick, free circular plates using the Mathieu se-
ries solution and modified Pickett method to obtain exact
solutions. The approximate solutions were obtained by the
Mindlin thick-plate model including shear deformation and
rotary inertia. These analyses concluded that, for thick, free
circular plates, the approximate solution yields frequencies
of sufficient accuracy for most engineering application
within the range of applicability of the approximate theory.
However, results are not available for thick rectangular
plates. It is the key objective of this paper to address the
validity of the hypothetical neglect of transverse normal
stress and transverse inextensibility in the specific case of
free vibration of a cantilevered rectangular parallelepiped.
The assumption of transversely inextensible displacement
through thickness will also be examined. This paper also
intends to determine to what extent the omission of trans-
verse normal stress in the Kirchhoff–Love thin-plate theory
is applicable to cantilevered thick-plate vibrations.

I. FORMULATION

A. Basic definition

An isotropic parallelepiped of lengtha, width b, and
thicknessc is illustrated in Fig. 1. With respect to a Cartesian
coordinate system with origin located at the center of the
body, a point within the body is designated by (x, y, z). The
parallelepiped is clamped at a surfacex52a/2 with all other
surfaces free.

B. Three-dimensional strain and kinetic energy
expressions

For linear, elastic free vibration, the strain energy of a
three-dimensional solid is

U5
1

2E E E
V
@~D12G!~exx

2 1eyy
2 1ezz

2 !12D~exxeyy

1eyyezz1ezzexx!1G~gyz
2 1gzx

2 1gxy
2 !# dx dy dz,

~1!

whereV is the volume,G is the shear modulus and

D5
nE

~11n!~122n!
, ~2a!

G5
E

2~11n!
, ~2b!

in which E is the Young’s modulus.
Let the displacements in thex, y, z directions beu, v, w,

respectively. The normal and shear strain-displacement rela-
tions are

exx5
]u

]x
, ~3a!

eyy5
]v
]y

, ~3b!

ezz5
]w

]z
, ~3c!

gyz5
]v
]z

1
]w

]y
, ~3d!

gzx5
]w

]x
1

]u

]z
, ~3e!

gxy5
]u

]y
1

]v
]x

. ~3f!

The kinetic energy is

T5
r

2E E E
V
F S ]u

]t D
2

1S ]v
]t D

2

1S ]w

]t D 2GdV, ~4!

wherer is the mass density per unit volume.
For small deformation vibration, the displacement com-

ponents assume temporal simple harmonic functions in the
forms of

u~ x̄,ȳ,z̄,t !5U~ x̄,ȳ,z̄!sin vt, ~5a!

v~ x̄,ȳ,z̄,t !5V~ x̄,ȳ,z̄!sin vt, ~5b!

w~ x̄,ȳ,z̄,t !5W~ x̄,ȳ,z̄!sin vt, ~5c!

whereU, V, W are the displacement amplitude functions,v
is the angular frequency of vibration, and

x̄5
x

a
, ~6a!

ȳ5
y

b
, ~6b!

z̄5
z

c
, ~6c!

are the nondimensional coordinates.
For a nondissipative system, the total energy in a vibra-

tion cycle is conserved. The maximum strain and kinetic
energy integral expressionsUmax and Tmax can be derived
easily by substituting Eqs.~5a!–~5c! into Eqs. ~1! and ~4!
and determining the extremum with respect to timet, as

FIG. 1. Geometry of a rectangular parallelepiped.

3376 3376J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 C. W. Lim: Thick cantilevered parallelepiped
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D 2G J dx̄ dȳ dz̄, ~7!

and

Tmax5
rv2abc

2 E E E
V
~U21V21W2! dx̄ dȳ dz̄. ~8!

C. Three-dimensional energy functional and
eigenvalue equation

The displacement amplitude functions for a vibrating
parallelepiped can be expressed by a set of three-dimensional
~3D! p-Ritz functions. These functions are the products of
2D p-Ritz functions fu( x̄,ȳ), fv( x̄,ȳ), fw( x̄,ȳ) for the
midsurface deformation, and 1Dp-Ritz functions cu( z̄),
cv( z̄), cw( z̄) for the thickness deformation. The displace-
ment amplitude functions are

U~ x̄,ȳ,z̄!5(
i 51

m

(
j 51

n

Cu
i j fu

i ~ x̄,ȳ!cu
j ~ z̄!, ~9a!

V~ x̄,ȳ,z̄!5(
i 51

m

(
j 51

n

Cv
i j fv

i ~ x̄,ȳ!cv
j ~ z̄!, ~9b!

W~ x̄,ȳ,z̄!5(
i 51

m

(
j 51

n

Cw
i j fw

i ~ x̄,ȳ!cw
j ~ z̄!, ~9c!

in which Cu
i j , Cv

i j , andCw
i j are the unknown coefficients.

An energy functional is defined as the difference of the
maximum strain and kinetic energy components

P5Umax2Tmax. ~10!

Numerical frequency solutions can be obtained by minimiz-
ing this energy functional with respect to the unknown coef-
ficients in accordance with the Ritz procedure

]P

]Ca
i j

50; a5u, v, and w, ~11!

which leads to the governing eigenvalue equation

~K2l2M !$C%5$0%, ~12!

where

l5vaAr~11n!

E
~13!

is the dimensionless frequency parameter. The derivatives of
Umax andTmax with respect to the unknown coefficients are
presented in Appendix A.

The stiffness and mass matrices are

K5F kuu kuv kuw

kvv kvw

sym kww

G , ~14!

M5F muu @0# @0#

mvv @0#

sym mww

G , ~15!

and the vector of unknown coefficients is

C5H $Cu%

$Cv%

$Cw%
J . ~16!

The elements in the stiffness submatrix are
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122n
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n
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and the elements in the mass submatrix are

muu
ik j l 5I f

uu
ik

0000
Jc

uu
jl

00
, ~18a!

mvv
ik j l 5I fvv

ik
0000

Jcvv
j l

00
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mww
ik j l 5I f

ww
ik

0000
Jc

ww
jl
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, ~18c!

in which

I f
ab
ik

abcd
5E E

Ā

]a1bfa
i ~ x̄,ȳ!

] x̄a] ȳb

]c1dfb
k ~ x̄,ȳ!

] x̄c] ȳd
dx̄ dȳ, ~19a!

Jc
ab
j l

e f
5E

c̄

]eca
j ~ z̄!

] z̄e

] fcb
l ~ z̄!

] z̄f
dz̄, ~19b!

where a,b5u,v,w; i ,k51,2, . . . ,m, and m is the total
number of terms employed in the two-dimensionalp-Ritz
shape functions for planes parallel to thexy-midsurface;
j ,l 51,2, . . . ,n, andn is the total number of terms employed
in the one-dimensionalp-Ritz shape functions in the thick-
nessz-direction. The normalized midsurface area is denoted
as Ā and the normalized thickness isc̄.

D. Boundary conditions and p-Ritz admissible
functions

In the Ritz method, we ensure the satisfaction of geo-
metric boundary conditions such as displacements and rota-
tions at the boundary surfaces. Although satisfaction of natu-
ral boundary conditions such as shear forces and moments is
not required at the outset, accurate computation shows that
stresses at the free boundaries approach zero if accurate fre-
quencies~for vibration! or buckling loads~for buckling! are
obtained. For a parallelepiped, no geometric boundary con-
dition is required for a free boundary surface. For a clamped
boundary surface atx̄520.5, the geometric boundary con-
ditions are

U~ x̄,ȳ,z̄!u x̄520.55V~ x̄,ȳ,z̄!u x̄520.55W~ x̄,ȳ,z̄!u x̄520.550.
~20!

The displacement components denoted byU( x̄,ȳ,z̄),
V( x̄,ȳ,z̄), andW( x̄,ȳ,z̄) are truncated finite series expressed
in Eqs.~5a!–~5c!. The two-dimensional deformation admis-
sible functionsfu( x̄,ȳ), fv( x̄,ȳ), and fw( x̄,ȳ) are geo-
metrically compliant polynomial functions derived such that
the geometric boundary conditions~20! are satisfied at the
outset~Lim et al., 1998a!. They are composed of the product
of a series of simple two-dimensional polynomialsFf( x̄,ȳ)
and boundary-compliant basic functionsfu

b( x̄,ȳ), fv
b( x̄,ȳ),

andfw
b ( x̄,ȳ). The basic functions are geometric expressions

of the parallelepiped boundaries raised to an appropriate ba-
sic power in accordance with various boundary constraints
~Lim et al., 1998a!. For a cantilevered parallelepiped
clamped atx̄520.5, the two-dimensional deformation ad-
missible functions are

fu~ x̄,ȳ!5~ x̄10.5!Ff~ x̄,ȳ!, ~21a!

fv~ x̄,ȳ!5~ x̄10.5!Ff~ x̄,ȳ!, ~21b!

fw~ x̄,ȳ!5~ x̄10.5!Ff~ x̄,ȳ!, ~21c!

where

Ff~ x̄,ȳ!5 (
q50

pxy

(
i 50

q

x̄q2 i ȳi , ~22!

in which pxy is the highest degree of the two-dimensional
polynomial in the admissible functions andm5(pxy11)
3(pxy12)/2 is the number of the 2D terms.

Similarly, the one-dimensional thickness admissible
functionscu( z̄), cv( z̄), andcw( z̄) are the products of sets
of one-dimensional polynomial functionsFc( z̄) and appro-
priate basic functionscu

b( z̄), cv
b( z̄), andcw

b ( z̄). For a can-
tilevered parallelepiped clamped atx̄520.5, the one-
dimensional thickness deformation admissible functions are

cu~ z̄!5Fc~ z̄!, ~23a!

cv~ z̄!5Fc~ z̄!, ~23b!

cw~ z̄!5Fc~ z̄!, ~23c!

where

Fc~ z̄!5(
i 50

pz

z̄i , ~24!

in which pz is the highest degree of the one-dimensional
polynomial in the admissible functions andn5pz11 indi-
cates the number of 1D terms.

II. RESULTS AND DISCUSSION

A. Mode classification and convergence of
eigenvalues

To improve computational efficiency without sacrificing
numerical accuracy, classification of vibration modes is pos-
sible by grouping terms with odd and even powers ofx̄, ȳ

and z̄ in Ff( x̄,ȳ), andFc( z̄) in Eqs.~22! and ~24!, respec-
tively. This tremendously reduces the number of terms in
each series and thus the determinant size of the eigenvalue
equation is considerably smaller. Huge computational effort
can be saved without affecting the numerical accuracy be-
cause the odd and even terms ofx̄, ȳ, andz̄ only contribute
to specific modes and they are trivial in other modes~Lim
et al., 1998a!.

Classification of vibration modes depends on symmetry
of geometry and boundary conditions. Eight mode classes
are possible for a parallelepiped with perfect symmetry in
geometry and boundary conditions. For a cantilevered paral-
lelepiped, mode classification can be referred to thexy- and
xz-planes~see Fig. 1! perpendicular to the clamped surface
at x̄520.5. Four mode classes exist as the symmetric–
symmetric ~SS!, symmetric–antisymmetric ~SA!,
antisymmetric–symmetric ~AS!, and antisymmetric–
antisymmetric~AA ! modes.

Convergence of eigenvalues presented in Table I for a
cantilevered cube is investigated with respect to increases in
pz andpxy for the 1D and 2D polynomial functions, respec-
tively, in accordance with various symmetry classes. The
polynomial degrees are increased from 7 to 10 forpxy and
from 7 to 9 forpz . As observed in Table I, downward con-
vergence is obvious. It is a unique numerical feature of the
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Ritz procedure which overestimates vibration frequency and
buckling load and underestimates bending deflection. Con-
vergence of eigenvalues can be ensured by including an ad-
equate number of terms in the admissible shape functions.
As seen in Table I, the eigenvalues are converged to at least
three significant figures and in most cases more than three
significant figures.

B. Comparison of solutions

As described in the Introduction, the Kirchhoff–Love
thin-plate theory and most of the existing thick-plate models
neglect transverse normal stressszz. Although the omission
of szz for thin-plate theory has been examined and verified
in many publications~Leissa, 1969!, it is rather hypothetical
in Reissner–Mindlin and Levinson–Reddy thick-plate mod-
els and has been questioned by a number of researchers such
as Gould~1988!. These thick-plate models further assume
constant transverse normal displacement (w) through the
thickness, or transverse inextensibility. It is easily verified
that a trivialszz implies

ezz52
n

12n
~exx1eyy!, ~25!

in accordance with the generalized Hooke’s law. Therefore,
to neglectszz and at the same time keepw constant through
the thickness~transverse inextensibility! is an inconsistent
thick-plate model. Although some early higher-order thick-
plate models~Whitney and Sun, 1973, 1974; Iyengaret al.,
1974 and Loet al., 1977a,b! had suggested nonlinear~qua-
dratic and cubic! expressions forw, these models had not
gained much popularity over the Reissner–Mindlin and
Levinson–Reddy thick-plate models. It is, therefore, the pri-

mary objective of this paper to address the importance ofszz

and the consistency of a thick-plate model with nonlinearw.
To simulate a thick-plate model neglectingszz, Eq.~25!

is substituted into Eq.~1! to derive the strain energy as

U5
1

2E E E
V
F E

12n2
~exx

2 1eyy
2 !1

2nE

12n2
exxeyy

1G~gyz
2 1gzx

2 1gxy
2 !G dx dy dz, ~26!

while the kinetic energy expression~4! is still valid. The
maximum strain energy is presented in Appendix B. The
formulation from Eqs.~5a!–~16! is repeated to obtain a cor-
responding eigenvalue equation. The stiffness matrix ele-
ment expressions for a parallelepiped neglectingszz are pre-
sented in Appendix C.

For the purpose of comparison and to simulate constant
w through thickness in Reissner–Mindlin and Levinson–
Reddy thick-plate models,cw( z̄)5Fc( z̄)51 is set in Eq.
~23c! for solutions withszz'0 such that the transverse nor-
mal displacement

W~ x̄,ȳ,z̄!5W~ x̄,ȳ!5(
i 51

m

Cw
i1fw

i ~ x̄,ȳ! ~27!

in Eq. ~9c! is independent ofz̄.
A comparison of free vibration frequency solutions with

the results of Leissa and Zhang~1983! ~denoted by A! is
presented in Table II for parallelepipeds with various aspect
ratios. The vibration frequencies are classified into four sym-
metry classes with respect toxy- and xz-planes. Solutions
~denoted by B! by solving the full three-dimensional energy
functional using the Ritz energy approach as governed by
Eq. ~12! are presented. In addition, solutions~denoted by C!
neglectingszz and assuming constantw through thickness
with reference to Eqs.~26! and~27! are also included. Over-
all, excellent agreement of solutions between A and B is
observed, while the agreement with respect to C is generally
satisfactory. The excellent agreement of A and B solutions is
expected, as Leissa and Zhang~1983! also solved the full
three-dimensional energy functional. The most obvious dis-
crepancy between solutions of A and C or B and C happens
in the SS modes for a cantilevered parallelepiped witha/b
50.5 andb/c51. One of the reasons the largest discrepancy
is observed in this case is because this parallelepiped has a
thickness twice the length (c/a52) and the effect ofszz is
expected to be more obvious as the thickness increases. The
other parallelepiped configurations havec/a either 0.5 or 1.
We will see the effects ofszz more closely in the next sec-
tion.

C. Effects of transverse normal stress szz

A set of first-known solutions for examining the effects
of szz for various parallelepiped configurations is presented.
Figures 2–5 present the nondimensional vibration frequency
parametersl with varying thickness ratioc/b in four distinct
mode classes for a cantilevered rectangular parallelepiped
with aspect ratioa/b50.5.

TABLE I. Convergence ofl5vaAr/E for a cantilevered cube withn
50.3.

Symmetry Mode number

Class pxy3pz M-1 M-2 M-3 M-4

SS 737 1.5977 2.5805 2.9126 3.0508
837 1.5972 2.5805 2.9123 3.0508
937 1.5969 2.5804 2.9120 3.0507

1037 1.5967 2.5803 2.9119 3.0507
1038 1.5965 2.5803 2.9118 3.0507
1039 1.5965 2.5803 2.9118 3.0507

SA 737 0.668 51 1.7671 2.7523 3.0578
837 0.668 34 1.7670 2.7523 3.0575
937 0.668 24 1.7669 2.7522 3.0573

1037 0.668 16 1.7669 2.7522 3.0573
1038 0.667 96 1.7668 2.7521 3.0567
1039 0.667 96 1.7668 2.7521 3.0567

AS 737 0.671 02 1.7696 2.7529 3.0670
837 0.669 93 1.7679 2.7525 3.0629
937 0.669 27 1.7675 2.7523 3.0597

1037 0.668 85 1.7672 2.7523 3.0589
1038 0.668 85 1.7672 2.7523 3.0589
1039 0.668 81 1.7672 2.7522 3.0589

AA 7 37 0.909 09 2.1790 2.6909 2.7474
837 0.908 53 2.1788 2.6879 2.7467
937 0.908 32 2.1786 2.6870 2.7465

1037 0.908 21 2.1786 2.6865 2.7464
1038 0.908 21 2.1786 2.6865 2.7464
1039 0.908 15 2.1786 2.6863 2.7463
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Frequency solutions for the first four SS modes withc/b
ranging from 0.2 to 2.0 are presented in Fig. 2. As expected,
excellent agreement for solutions including and excluding
szz ~constantw through thickness! is achieved for small
thickness ratio. The discrepancy of solutions becomes more
apparent asc/b increases. The onsets of distinct discrepancy
between the solutions are associated with smallerc/b for
higher vibration modes. For instance, distinct discrepancy of
SS-1 solutions can be observed forc/b.0.9, while for SS-4
the onset reduces toc/b'0.4. The physical implication is as
follows. It is widely known that higher vibration modes pos-

sess more nodal lines~Lim et al., 1998b! for plates; or more
nodal surfaces for parallelepipeds. A nodal line~surface! is a
line ~surface! with zero vibration amplitude. We may treat a
nodal line~surface! as a boundary line~surface! with certain
constraints which should not be seen as a simply supported
or clamped boundary constraints. As a result, the effective
region is smaller for higher vibration modes with more nodal
lines ~surfaces! or, equivalently, the effective thickness ratio
becomes larger than the overall thickness ratioc/b. Conse-
quently, the onset of distinct discrepancy between solutions

TABLE II. Comparison ofl5vaAr/E for cantilevered rectangular parallelepiped (n50.3) with xy- andxz-symmetric planes.

Aspect ratios Mode frequencies

a/b b/c Sources SS-1 SS-2 SS-3 SA-1 SA-2 SA-3 AS-1 AS-2 AS-3 AA-1 AA-2 AA-3

1 1 A 1.6000 2.5812 2.9154 0.670 87 1.7695 2.7562 0.670 87 1.7695 2.7562 0.909 30 2.1801 2.7011
B 1.5965 2.5803 2.9118 0.667 96 1.7668 2.7521 0.668 81 1.7672 2.7522 0.908 15 2.1786 2.6863
C 1.5800 2.8160 3.2228 0.662 26 1.7595 2.7518 0.658 93 1.7726 3.0386 0.909 42 2.1982 2.7132

2 1 A 1.5938 4.5811 5.0646 0.443 71 1.6711 3.7237 0.443 71 1.6711 3.7237 0.904 02 2.7191 4.1787
B 1.5888 4.5496 5.0520 0.440 21 1.6612 3.4626 0.440 72 1.6629 3.4654 0.902 08 2.7012 4.1711
C 1.5778 4.5898 5.2746 0.436 72 1.6516 3.4475 0.435 04 1.6592 3.4757 0.902 54 2.7082 4.1953

1 2 A 1.5962 2.7974 3.1994 0.447 33 1.6642 2.2777 0.667 44 1.7744 3.0680 0.788 31 2.2196 3.4387
B 1.5920 2.7959 3.1946 0.444 13 1.6551 2.2733 0.664 96 1.7721 3.0436 0.785 86 2.2094 3.4007
C 1.5800 2.8160 3.2228 0.440 30 1.6455 2.2634 0.658 93 1.7726 3.0386 0.784 53 2.2063 3.3960

0.5 1 A 1.4670 1.5623 1.7967 0.830 04 1.5317 1.7647 0.830 04 1.5317 1.7647 0.916 36 1.3550 1.9061
B 1.4679 1.5588 1.8423 0.827 32 1.5293 1.7628 0.828 31 1.5289 1.7629 0.914 85 1.3530 1.9052
C 1.5281 1.6889 2.0438 0.826 18 1.5281 1.7523 0.818 63 1.6839 2.3306 0.918 70 1.3646 1.8903

0.5 2 A 1.5325 1.6835 2.0337 0.674 84 1.3538 1.8070 0.827 12 1.6911 2.3128 0.821 31 1.7307 2.1420
B 1.5300 1.6812 2.0282 0.672 00 1.3507 1.8037 0.825 31 1.6892 2.3020 0.819 37 1.7284 2.1363
C 1.5208 1.6889 2.0438 0.665 72 1.3496 1.7933 0.818 63 1.6839 2.3306 0.818 29 1.7263 2.1193

aLeissa and Zhang~1983!.
bPresent~including szz).
cPresent~excludingszz and assuming constantw through thickness!.

FIG. 2. Effect of thickness ratio on the SS frequencies for a thick cantile-
vered rectangular parallelepiped withn50.3 anda/b50.5.

FIG. 3. Effect of thickness ratio on the SA frequencies for a thick cantile-
vered rectangular parallelepiped withn50.3 anda/b50.5.
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with respect toc/b becomes smaller for higher vibration
modes. The effects ofszz on other classes of vibration
modes are illustrated in Figs. 3–5.

It is also noticed that solutions consideringszz are al-
ways lower when the effect ofszz becomes significant for
largec/b. AlthoughezzÞ0, as determined by Eq.~25!, even
if szz is neglected, the consideration ofszz allows transverse
extensibility not governed by Eq.~25!, thus providing a fur-
ther degree of flexibility in the transverse normal direction.
Vibration frequency is smaller ifszz is considered because
flexibility reduces the structural stiffness for the parallelepi-
ped.

In Figs. 2–5, more apparent discrepancy of solutions for
the SS modes compared to the other modes is observed. This
is true only for a cantilevered parallelepiped and it is incon-
clusive for other parallelepiped configurations as the signifi-
cance and effects ofszz depend not only on geometry but
also boundary conditions. However, it is reasonable to con-
clude that the effect ofszz for c/b,0.5 is rather insignificant
for some lower modes in the aspect of free vibration of thick
plates and parallelepipeds. Such conclusion was also reached
by Hutchinson~1979, 1984! in analyzing vibrations of thick,
free circular plates using exact and approximate methods.
These analyses concluded that, for thick, free circular plates,
the approximate solution yields frequencies of sufficient ac-
curacy for most engineering application within the range of
applicability of the approximate theory. Based on the conclu-
sions, accurate solutions employing the Levinson-Reddy
higher-order plate theory have been reported~Liew and Lim,
1996; Lim and Liew, 1995, 1996; Limet al., 1998a,b!.

III. CONCLUSIONS

New solutions and benchmarks for examining the effects
of transverse normal stressszz in the context of vibration of
a cantilevered parallelepiped are presented and analyzed. The
hypothetical assumption of neglectingszz while maintaining
constant transverse normal displacementw through thickness
in existing thick-plate models is investigated by solving the
full three-dimensional energy functional. The extent to
which the assumption is applicable is verified.

When the effect of transverse normal stress becomes
significant for large thickness ratio, vibration frequency is
always lower when transverse normal stress is considered
because transverse extensibility provides a further degree of
flexibility in the transverse normal direction and thus reduces
the stiffness of a parallelepiped. For higher vibration modes,
the onset of significant contribution of transverse normal
stress is associated with a lower thickness ratio.
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APPENDIX A

The derivatives of strain and kinetic energy integrals
with respect to the unknown coefficients for Eq.~11! are as
follows:

FIG. 5. Effect of thickness ratio on the AA frequencies for a thick cantile-
vered rectangular parallelepiped withn50.3 anda/b50.5.

FIG. 4. Effect of thickness ratio on the AS frequencies for a thick cantile-
vered rectangular parallelepiped withn50.3 anda/b50.5.
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APPENDIX B

The maximum strain energy in a vibration cycle for a
parallelepiped neglectingszz is as follows:
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APPENDIX C

The stiffness matrix element expressions for a parallel-
epiped neglectingszz are as follows:
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This paper presents a technique to assess the impact on model fidelity introduced through
discretization of attachments on harmonically forced fluid-loaded structural acoustic models. While
fluid loading is included, it is not a requirement or restriction to the methods presented. The
perspective taken is one of knowledge of a reference state, with a desire to determine the impact on
the total radiated acoustic power due to perturbations in the reference state. Such perturbations
change the predicted resonance frequencies of a structure under consideration and, hence, change
the predicted response amplitudes. The method uses a single degree of freedom response model in
the local region of each fluid-loaded resonance, coupled with eigenvalue sensitivities, to estimate the
perturbation impact. The sensitivity of the eigenvalues to changes in model detail is derived based
on variations in the spatial representation of attached features~e.g., point versus distributed
attachments!. Elements of the analysis method are not necessarily restricted to model perturbations
nor acoustic power, rather they may be used to assess the perturbation of any quadratic response
quantity of interest due to changes in resonance frequency. The analysis reveals that the bandwidth
of response perturbation increases with increasing resonance frequency. For frequencies within
65% of a resonance frequency, the amount of damping in the system determines and limits the
magnitude of the response perturbation. The perturbation outside the range of65% of the resonance
frequency is relatively insensitive to damping. The SDOF analysis method is limited by its
assumption of constant modal forcing between the reference and perturbed states. ©1999
Acoustical Society of America.@S0001-4966~99!01112-1#

PACS numbers: 43.40.Dx, 43.40.Rj@CBB#

INTRODUCTION

The question of the degree of fidelity required for accu-
rate structural acoustic modeling continues to be of signifi-
cant interest. A related issue is to what degree will manufac-
turing variability cause differences in the in-service response
of otherwise identical structures. Both of these issues, model
fidelity and manufacturing variability, represent two different
perspectives to the same problem, the impact of parameter
variation on the response of a system. From the numerical
perspective, the amount of detail incorporated in the model-
ing of structural features~e.g., use of lumped versus distrib-
uted representations! lead to different possible levels of
model refinement, with associated differences in the pre-
dicted response. From the manufacturing perspective, build
variability leads to differences between actual structural
properties and modeled properties, leading to differences in
the response.

In the work at hand, we seek to determine bounds or
estimates on the response perturbation due to the sorts of
variations described above. These bounds provide the means
to determine if additional effort is required in the modeling,

and should serve as an aid to identify those regions of struc-
tures that strongly influence response variability due to build
variability or modeling fidelity. Prior work of Shepard1 and
Shepard and Cunefare2 has demonstrated that the sorts of
response perturbations we seek to bound are most prevalent
about resonance conditions. The response perturbations may
be attributed to contributions due to the change in the struc-
ture, and in the resonance frequencies, i.e., as a given mode’s
natural frequency is perturbed closer or farther away from a
fixed excitation frequency, the response amplitude of that
mode increases or decreases accordingly.

Our emphasis here is related to the concept of mesh
refinement and design sensitivity analyses commonly used in
finite element method~FEM! or boundary element method
~BEM! techniques. In mesh refinement, a metric of interest
~e.g., strain energy! is monitored while increasingly fine dis-
cretizations of the model are analyzed. The model is as-
sumed to be sufficiently refined once the metric is observed
to have converged by some set of criteria. Here, we take the
perspective that we have an adequately converged reference
model, but wish to investigate the significance of perturba-
tions about that reference model.

The most closely related work to the perturbation aspect
of what we present here is that of Hahn and Ferri.3 Hahn and
Ferri developed a sensitivity approach, and assumed a per-

a!Electronic mail: ken.cunefare@me.gatech.edu
b!Electronic mail: derosa@unina.it
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turbation that is on the same order of magnitude as the un-
derlying dynamical system. Here, we explicitly model small
perturbations, and determine when these perturbations be-
come significant.

Other closely related work is that of Cuschieri and
Feit.4,5 In their work, the authors consider the influence that
attachments of finite span with the same total impedance but
with different local impedance distributions within the span
have on the scattering of sound from an infinite fluid-loaded
elastic plate. Of relevance to the work at hand, the authors
conclude that the distribution details of the attachment do
impact the scattered response. Cuschieri and Feit considered
infinite fluid-loaded plates.

Prior work of Shepard1 and Shepard and Cunefare2 in-
dicate that attachment feature variation has the most signifi-
cant impact only within a narrow bandwidth about the sys-
tem resonances. As compared to the work of Cuschieri and
Feit,4,5 Cunefare and Shepard considered a finite one-
dimensional plate in an infinite baffle. Prior work by Davies6

indicates that near a fluid-loaded resonance, the mode in
resonance is principally responsible for the acoustic radia-
tion. Finally, Giordano and Koopmann7 and Cunefare and
De Rosa8 have developed state-space methods for the direct
solution of fluid-loaded resonances. In light of this enabling
prior art, in the work at hand we focus our attention strictly
to the regions in the frequency domain near to fluid-loaded
resonances. Further, since only one mode dominates the re-
sponse at resonance, we will use a simple single-degree-of-
freedom ~SDOF! model to estimate the change in the re-
sponse due to a perturbation in the structural model. We will
demonstrate that this SDOF model, when combined with an
estimate of the change in a mode’s resonance frequency due
to the structural perturbation, provides an accurate bound on
the response perturbation.

In the following, we first develop the general structure
for our analysis. We then use a baffled, fluid-loaded one-
dimensional infinite plate as a specific example for the appli-
cation of the analysis. The particular structure, and the
method and technique of obtaining the system of equations,
is not fundamental to the development. Rather, it is what we
do once we have such a system that is the focus of this work.
Our technique should be applicable to any dynamical system,
not just baffled panels.

I. GENERAL DEVELOPMENT OF RESPONSE
BOUNDS

We use the convention of bold capital letters as repre-
senting matrices, and bold lower case letters as representing
vectors. Throughout this work, we assume a harmonic time
dependency ofe2 j vt. In the following, we first introduce the
system forced response in terms of a reference and perturbed
system dynamic stiffness. We then obtain the eigensolution
for the reference fluid-loaded system, and estimate the eigen-
solution for the perturbed system. We then introduce our
SDOF model for the response perturbation.

II. FLUID-STRUCTURE MODELING AND
PERTURBATION

We presume that we have available a structural acoustic
model represented as

Zsysw5fe, ~1!

where the system dynamic stiffness matrixZsys is of size
M3M , whereM is the number of degrees of freedom,w is
a vector of displacements, andfe is a vector of imposed
forces~including fluid-loading effects!. We write the system
dynamic stiffness matrix as being composed of contributions
from the fluid loading and from the structure as

Zsys5Zfl1Zst, ~2!

whereZfl is the fluid-loading dynamic stiffness andZst is the
structural dynamic stiffness. The fluid-loading dynamic stiff-
ness,Zfl , is only a function of the method used to model the
fluid-structure coupling, and will not be presumed to be sub-
ject to variation~we do not include variations in the wetted
surface geometry!. Indeed, for non-fluid-loaded problems,
this dynamic stiffness term may be set to zero, without im-
pacting the subsequent development.

To continue, we presume that the structural dynamic
stiffness may be represented as

Zst5Z01Zd , ~3!

where Z0 defines a presumably known reference dynamic
stiffness state of the structure, andZd is a perturbation about
that state. We may further consider the reference state to
include contributions from a base, or parent, structure and its
attachments,

Z05Zp1Za , ~4!

whereZp is the dynamic stiffness of the parent structure, and
Za is the dynamic stiffness of the attachments. Now, as we
wish to consider the impact of alternative representations for
the attachments, we may write the perturbing dynamic stiff-
ness as

Zd5Za82Za , ~5!

where Za8 is an attachment dynamic stiffness obtained
through an alternative representation. Note that unlike the
approach of Hahn and Ferri,3 our perturbation to the system
need not be of the same order of magnitude as the original
dynamic stiffness.

III. DETERMINATION OF FLUID-LOADED SYSTEM
RESONANCES

We cannot directly solve the homogeneous form of Eq.
~1!,

Zsysw5@Zfl~v!1Zst#w50, ~6!

to determine the fluid-loaded resonances and corresponding
mode shapes, as the fluid dynamic stiffness matrix is itself a
function of frequency, as evident in Eq.~6!. However, we
may circumvent this problem through the use of the state-
space method of Giordano and Koopmann,7 as revised by
Cunefare and De Rosa8 to directly compute the fluid-loaded
system resonance frequencies. We briefly sketch the state
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space method below. More detail on the method may be
found in the papers of Giordano and Koopmann7 and Cune-
fare and De Rosa.8

The state space method uses a polynomial fit inka,
wherek is the acoustic wave number anda is a characteristic
dimension, to approximate the individual elements of the
fluid dynamic stiffness matrix,

Zfl~ka! i j 5(
l 50

L

Cli j ~ka! l . ~7!

There will beL11 C matrices containing the coefficients of
the interpolation for each term of the fluid matrix, whereL is
the order of the polynomial expansion. Here, we use a third-
order least-square polynomial fit, such that

Zfl5C01C1~ka!1C2~ka!21C3~ka!3. ~8!

The fitted coefficient matricesC depend on the range ofka
over which the fit is performed as well as the number of
discrete frequencies within the range for whichZfl is avail-
able. The coefficient matrices are complex, and may be gen-
erated by any suitable curve fitting algorithm. To perform the
fit, we first compute the full fluid dynamic stiffness matrix at
a number of discrete frequencies. The selection of these fre-
quency points is at our discretion, subject only to the neces-
sity of obtaining a valid fit. The product of Eq.~8! and the
displacement vectorw is then

Zfl~ka!w5C0w1C1~ka!w1C2~ka!2w1C3~ka!3w. ~9!

With

ẇ52 j w~ka!, ẅ52w~ka!2, w&5 j w~ka!3, ~10!

then Eq.~9! becomes

Zfl~ka!w5C0w1 j C1ẇ2C2ẅ2 j C3w&. ~11!

We use Eq.~11! and the structural dynamic stiffness matrix
Zst and construct a state-space equivalent to Eq.~1! as

F 2 j C3 0 0

0 I 0

0 0 I
G H w&

ẅ

ẇ
J 1F 2C21M j C1 C01K

2I 0 0

0 2I 0
G

3H ẅ

ẇ

w
J 5H 0

0

0
J , ~12!

whereI is the identity matrix. In Eq.~12!, we have decom-
posedZst into its mass and stiffness components. Note that
we may introduce structural damping into this representation
through the use of a complex stiffnessK . We note that such
a complex stiffness would be represented asK (12 j h),
where the minus sign on the structural damping ratio is a
consequence of our assumed time dependency ofe2 j vt.
Note that such a representation is a uniform application of
damping to the entire structure under consideration. We ap-
ply standard eigenvalue routines to Eq.~12! to determine the
fluid-loaded resonance frequencies and corresponding mode
shapes.

IV. DETERMINATION OF RESONANCE
PERTURBATION

We use the eigenvalue perturbation development of
Rogers9 and Meirovitch10 to estimate the change in the sys-
tem resonances due to perturbations in the system dynamic
stiffness matrix. We consider a matrixA of size M3M ,
composed of a matrixA0 and some perturbationA1 ,

A5A01A1 , ~13!

and seek to predict the eigenvalues ofA, given those ofA0 .
As it relates to our problem, we identifyA1 asZd , andA0 as
Zfl1Zref . The eigensolution forA0 ~obtained through the
state space method! is

A0x0i5l0ix0i , y0i
T A0i5l0iy0i

T with i PM , ~14!

y0 j
T x0i5d i j with i , j PM ,

~15!
y0 j

T Ax0i5l0id i j with i , j PM ,

wherex andy are the right- and left-hand eigenvectors, re-
spectively, andl are the eigenvalues~in the state-space
method, the eigenvalues are directly the resonance frequen-
cies!. The eigenvalues for the perturbed matrixA are then
represented as

l i5l0i1l1i , ~16!

where thel0i are from Eq.~14! and thel1i are found from
the perturbationA1 as

l1i5y0i
T A1x0i with i PM . ~17!

If A1 is due to some perturbationDX , then thel1i represent
]l/]DX .

The eigenvalues obtained through the state space
method are fully complex, with the imaginary part corre-
sponding to the resonance frequency, and the real part cor-
responding to a damping coefficient.Zd may be obtained
through the explicit difference between two model feature
representations, or through the use of design sensitivity
methods as are currently implemented in many structural
analysis codes.

V. 1-DOF PERTURBATION MODEL

As noted in the Introduction, the extensive prior art in
the analysis of fluid-loaded structures leads us to focus our
attention on the use of a single degree of freedom model for
the response in the region of the fluid-loaded resonances.
From basic vibration theory, we may state the amplitude re-
sponse of theith mode at the reference dynamic stiffness
state is

x0,i5
Fimi

21

v0,i
2 2v22 j h0,iv0,i

2
5

Fimi
21v0,i

22

12r 0,i
2 2 j h0,i

, ~18!

were Fi , mi , h0,i and v0,i are theith modal force, modal
mass, modal damping, and reference resonance frequency,
respectively, andr 0,i5v/v0,i . The minus sign before the
damping term in Eq.~18! is a consequence of our assumed
time dependency. We have introduced the frequency ratior 0

as it will be convenient in our later analysis to deal with a
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nondimensional frequency parameter. For theith mode in the
perturbed dynamic stiffness state,

xd,i5
Fimi

21

vd,i
2 2v22 j hd,ivd,i

2
5

Fimi
21vd,i

22

12r d,i
2 2 j hd,i

, ~19!

where we have intentionally used the same symbol for the
modal forcing and modal mass as for the reference state, and
where the subscriptd indicates the perturbed parameter. We
assume that the modal mass and modal force are unchanged
by the dynamic stiffness perturbation. With this assumption,
and comparing Eqs.~18! and ~19!, the difference in the re-
sponse between the reference and perturbed states is due
solely to the differences between the reference and perturbed
states’ resonances frequencies and modal dampings. The as-
sumption that the modal mass and forcing are not changed
by the perturbation is a limitation to the method developed
here, with the assumption on unchanged modal forcing being
more restrictive. While small changes in a system’s mass
will not alter its modal mass significantly~unless the mode
shapes change dramatically!, small changes in a mode shape
may lead to large changes in the modal forcing if the applied
force is on or near a mode’s nodal position. A modal forcing
very small compared to others for a given structure is indica-
tive of weak modal coupling such as occurs with a forcing at
a nodal position, and may be used as an indicator of potential
unreliable results for the analysis developed here, but only
for that specific mode or modes with weak coupling. Note
also that the assumption of unchanged modal forcing does
not permit this analysis to be used to consider the impact of
dramatically different forcing function distributions.

We now exploit the fact that at and near a resonance the
radiated acoustic power is proportional through some con-
stant to the magnitude squared of the modal response,2,6,11–13

such that the ratio of the power radiated at the perturbed state
to the power at the reference state is simply the ratio of the
squared magnitudes of the modal amplitudes at the reference
and perturbed states. Using Eqs.~18! and ~19!, we thus ob-
tain

Wd,i

W0,i
5

uxd,i u2

ux0,i u2
5r 0d

4
~12r 0,i

2 !21h0,i
2

~12r 0d
2 r 0,i

2 !21hd,i
2

, ~20!

where we define the resonance ratior 0d as the ratio between
the reference and perturbed resonance frequencies of theith
mode,r 0d5v0,i /vd,i . In the limit of zero damping, Eq.~20!
becomes

Wd,i

W0,i
5r 0d

4
~12r 0,i

2 !2

~12r 0d
2 r 0,i

2 !2
. ~21!

It is evident from Eq.~21! that the response perturbation
ratio for undamped systems is unbounded atr 0,i51/r 0d

~which corresponds to the conditionv5vd,i), and has a
minimum of zero atr 0,i51 ~which corresponds to the con-
dition v5v0,i).

Equation~20! is our 1-DOF model for the perturbation
in the radiated acoustic power due to a perturbation in the
system. It is a function of frequency throughr 0,i , with de-
pendence on the resonance ratio and the reference and per-

turbed modal damping. Equation~20! is actually quite gen-
eral, describing the perturbation of any squared quantity
related to the displacement of a given mode where the per-
turbation manifests itself solely in the eigenvalue~both its
real and imaginary parts, i.e., resonance frequency and
damping!.

We may determine the maximum and minimum values
of the perturbation response ratio in terms of the parameters
through the usual practice of setting the differential of Eq.
~20! with respect tor 0,i equal to zero, and solving the result-
ing equation forr 0,i . This process yields two frequency ra-
tios ~one for the maximum, one for the minimum!,

r 1,2
2 5

ar 0d
4 2b6@~b2ar 0d

4 !224r 0d
2 ~r 0d

2 21!~ar 0d
2 2b!#1/2

2r 0d
2 ~r 0d

2 21!
,

~22!

where we retain only the positive roots of the left hand side,
and where we have defined

a511h0,i
2 and b511hd,i

2 . ~23!

The maximum and minimum perturbation may then be de-
termined by substituting the two frequency ratios obtained
from Eq. ~22! into Eq. ~20!.

We may further exploit Eq.~20! to answer the question:
At what frequency ratio does the perturbed response fall
within a certain dB difference, if at all, of the unperturbed
response? This is accomplished by setting the left-hand side
of Eq. ~20! to the desired value of the ratio, and solving for
the frequency ratio that satisfies that value. If we definem as
the desired value of the response ratio, Eq.~20!, we find

m1mhd
22r 0d

4 2h0
2r 0d

4 22mr 0d
2 r 0

212r 0d
4 r 0

22r 0d
4 r 0

4

1mr 0d
4 r 0

450, ~24!

which is a quadratic equation inr 0
2. Only the real positive

roots are of physical significance here. Depending on the
values of the damping ratio and desired response ratiom, Eq.
~24! will yield two, one or no real positive roots correspond-
ing to two, one or no frequency ratios that yield the desired
response ratio.

We may use Eq.~20! to explore the influence of the
resonance ratio and modal damping parameters on the acous-
tic power response ratio in the vicinity of a resonance. Figure
1 presents plots of Eq.~20! as a function of frequency ratio
for a number of damping values and values ofr 0d . We have
assumed the same value forh0 andhd for simplicity. Note
that r 0d,1 indicates that the reference resonance frequency
is less than the perturbed resonance frequency, andr 0d.1
indicates that the reference resonance frequency is greater
than the perturbed resonance frequency. Figure 1 clearly in-
dicates that the magnitude of the response perturbation is a
strong function of the amount of damping in the system.
Note that we have not plotted the no-damping condition@Eq.
~21!#, as it is virtually indistinguishable from theh50.001
line, except in the immediate vicinity of the minimum and
maximum. In this approximation, the source of the damping,
be it acoustic radiation damping or structural damping, is not
important. We also note in Fig. 1 that the greater the differ-
ence~positive or negative! betweenr 0d and unity, the greater

3387 3387J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 K. A. Cunefare and S. De Rosa: Structural response sensitivity



the maximum magnitude of the response ratio, as well as the
lesser the minimum magnitude of the response ratio. Finally,
we note that the response ratio curves for the different damp-
ing values are nearly coincident once the frequency ratio
exceeds65% of unity. This indicates that outside of the
range of frequency ratiosr 05160.05, the amount of damp-
ing is no longer the critical influence on the response ratio.

The above example leads rather naturally into yet an-
other perspective for which the analysis we have developed
would be useful: suppose that the eigenvalues are known
within a certain precision, say61%. For this situation, the
curves defined by ther 0d50.99 andr 0d51.01 plots in Fig. 1
represent the potential variation in the response ratio in the
vicinity of the eigenvalue. This actually has practical rel-
evance, for example, in modal analysis where response ei-
genvalues are known within a certain precision: the develop-
ment here then provides the means to bound the response.

Finally, and significantly, note that Eq.~20! clearly in-
dicates that the bandwidth of frequencies influenced by a
change in a given mode’s resonance frequency is propor-
tional to the resonance frequency. To clarify this statement,
consider two modes of identical damping but with one hav-

ing a resonance frequency of 10 Hz and the other of 100 Hz.
Equation ~20! implies that these two modes will have the
same response perturbation at the same values of their fre-
quency ratios, but, in terms of the absolute frequency, the
frequency span of the perturbed response for the 100-Hz
mode will be ten times that of the 10-Hz mode. The impli-
cation is clear: perturbation or imprecision in the eigenvalues
of higher frequency modes has much greater impact~in
terms of frequency span! than lower frequency modes. This
increasing perturbation bandwidth with increasing resonance
frequency may have relevance to what the acoustics model-
ing community terms the ‘‘mid-frequency’’ range: that
troublesome region in between low frequencies where deter-
minist methods~finite element and/or boundary element
methods! yield acceptable results, and high frequencies
where statistical methods~statistical energy analysis! yield
acceptable results. In the region where deterministic methods
are valid, one may presume that resonance frequencies are
known with sufficient precision that the perturbation band-
width is small. As the frequency of interest increases, the
bandwidth of perturbation increases. This behavior is ob-
served in practice: for products subject to manufacturing

FIG. 1. Influence of resonance fre-
quency ratio and damping on response
ratio.
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variability ~e.g., automobiles14!; small differences between
products become significant in terms of the response of that
product as the frequency increases. The analysis developed
here helps explain the cause for this variability: what is mod-
eled is not exactly what is built, and each item that is built is
not exactly like the others. The differences between what is
modeled and what is built, and the sample-to-sample varia-
tion then leads to different responses than what was mod-
eled, with the response variation due to the differences in-
creasing with increasing frequency.

VI. BOUNDS DEFINITION

We now have the elements required to bound the pertur-
bation in the structural acoustic response. We consider two
approaches to the development of bounds. First, we may use
the single-degree-of-freedom model, Eq.~20!, as a continu-
ous function in the vicinity of the resonances. The resulting
values are then the variations that may be expected from the
reference state. The second approach is to simply develop a
‘‘bounding box’’ that sets bounding limits on the frequency
range and magnitude of the perturbation. This is accom-
plished through the use of Eqs.~20! and ~24! to determine
the frequency range required for the perturbed response to
fall within some limiting value of the unperturbed response,
and Eqs.~20! and~22! to determine the maximum and mini-
mum magnitude perturbations and their frequencies. The fre-
quency range and the magnitude response then permits us to
develop a ‘‘perturbation envelope’’ in both frequency and
magnitude within which we expect the perturbed response to
fall.

There are no particular advantages of one bounding
method over the other, with the exception that the second
approach is somewhat less computationally expensive. Even
so, because both methods use rather simple equations, the
computational expense for both methods is small compared
to the larger effort of solving the underlying unperturbed
structural model.

The challenge to apply the above analysis is to obtain
and evaluate Eq.~20! for the particular response variable and
perturbation of interest. We note that many commercially
available FEM codes provide the means to obtain design
sensitivity information. Such design sensitivities are typi-
cally proposed for use in design optimization or design
tradeoff studies, rather than for considering the influence that
model detail has on predicted response for a specific design.

VII. EXAMPLE OF A COUPLED STRUCTURAL
ACOUSTIC MODEL

We consider the semi-infinite simply supported plate
shown in Fig. 2. To demonstrate the methodology, we con-
sider the variation introduced in the response through differ-
ent representations of a mass attached to the plate. In the
context of the development presented earlier, the plate with
no attachments is the parent structure, the plate with a line-
mass attachment is the reference structure, and the perturba-
tion will be the difference between the line-mass attachment
and a distributed attachment. Therefore, one perspective on

the example problem is that we are examining the perturba-
tion that one may expect by modeling a particular distributed
attachment feature as a lumped feature.

In each of the following subsections, we develop the
model components necessary to perform our analysis, that is,
Zfl , Zp , Za , andZd .

VIII. FLUID MODEL

We use the surface variational principle~SVP! and the
method of assumed modes to represent the fluid and struc-
tural responses, respectively. Note that this structure, the use
of the SVP, and the method of assumed modes are only the
means to the end of obtaining a coupled fluid-structure sys-
tem. The ultimate focus of this work is not dependent on
such considerations. Therefore, and rather than replicate ma-
terial that may be found in great detail elsewhere,15 we
present here only those elements of the system equations
necessary to illustrate the application of our methods to the
example structure.

The SVP and method of assumed modes permit us to
relate pressure and displacement as

p52p~ka!2A21RTw5Zacw, Zac52p~ka!2A21RT, ~25!

whereA is a matrix relating coupling between pressure basis
functions, R represents a matrix of interactions between
pressure and displacement basis functions,p is a vector of
unknown pressure coefficients, andw is a vector of unknown
displacement coefficients. The fluid dynamic stiffness matrix
is then

Zfl5RZac. ~26!

IX. PARENT STRUCTURE MODEL

The elements of the parent structure’s dynamical dy-
namic stiffness matrix are

Zp, jk5
rsh

ra S S cs

c D 2

k jk2~ka!2m jkD , ~27!

whereh is the plate thickness,rs is the plate density,cs is
the characteristic wave speed for the structure and depends
on the bending stiffness of the plate,D5Eh3/(12(I 2n2))
with v Poisson’s ratio. In Eq.~27!, m andk are generalized
inertia and stiffness cofficients obtained from the assumed
mode’s basis functions.

We presume a harmonic forcing function applied to the
system. For the work presented here, the harmonic forcing

FIG. 2. Semi-infinite fluid-loaded elastic plate of widtha in rigid baffle.

3389 3389J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 K. A. Cunefare and S. De Rosa: Structural response sensitivity



function is a line excitation,f (j)5 f d(j2je), whereje is
the location of the force of magnitudef ~note thatj5x/a,
wherea is the width of the plate!.

X. ATTACHMENT MODEL

For the purposes of the bounding analysis, the perturba-
tion comes down to the differences in how we model an
attachment feature. We consider a line mass attached to the
semi-infinite plate as shown in Fig. 3. The attached mass is
presumed to be a locally reacting structure, in that it can only
exert forces normal to the surface of the plate. The mass does
not react to bending forces. We will consider two different
representations of the attachment: a line distribution for the
reference state, and a finite-width distribution as the pertur-
bation.

For our reference attachment state, we chose to model
the mass as a lumped element that confines all of the mass to
a single line parallel to the edge of the plate,

mp~j!5mrat

d~j2j0!

a
, ~28!

wheremrat is the total added mass of the attachment divided
by the plate mass,mrat5madded/rsha, and whered(j
2j0) represents the Dirac delta function atj0 .

For the finite width distribution, we represent the at-
tached mass as

m~j!5
mrat

Dm
du~j2~j02Dm/2!!

2u~j2~j01Dm/2!!e, ~29!

where u(j) is the unit step function. We may change the
distribution of the attached mass by changing the width of
the distributionDm . While the value ofDm is changed, we
hold the total mass constant. A few example distributions are
shown in Fig. 4 for a mass located atj50.2071. AsDm

decreases the mass becomes more centralized around the at-

tachment position,j0 . Conversely, asDm increases the mass
becomes more distributed over the plate.

The attachment’s dynamic stiffness is

Za, jk52
rsh

ra
~ka!2h jk , ~30!

where the attachment’s inertial coupling coefficient,h jk , de-
pends on the type of distribution used. For the lumped rep-
resentation in Eq.~28!,

h jk5mratf j~j0!fk~j0!, ~31!

while for the step distribution in Eq.~29!,

h jk5
mrat

Dm
E

j02Dm/2

j01Dm/2

f jfkdj. ~32!

In Eqs. ~31! and ~32!, the f functions are basis functions
used in the SVP development, and their detail is not impor-
tant to the development at hand. From Eqs.~31! and~32!, we
note that the perturbation is fundamentally the difference be-
tween the inertial coupling coefficients for the two represen-
tations.

We buildZa using Eqs.~30! and~31!, andZd using Eq.
~30! and the difference between Eqs.~32! and~31!. We build
the reference state,Z0 , usingZa and Eq.~27!.

XI. RESULTS

We are interested in the response perturbation with re-
spect to a reference state, and, as such, it is the ratio of the
response between the reference and perturbed states that is of
importance. Therefore, we will present our results in terms of
dB differences with respect to the reference state. One may
always perform a complete analysis, using a detailed model
of different attachments, and thereby directly calculating the
perturbed response. In the following, we will use the term
‘‘direct analysis’’ to refer to this method of assessing the
response perturbation. Our single-degree-of-freedom method
will be referred to as the ‘‘SDOF analysis.’’

We chose plate and fluid properties to represent a steel
plate in water~heavy fluid loading!. Using the modeling
methods developed above, we consider an attached line mass
representing 25% of the mass of the parent plate structure.
We will assess the impact of modeling the attached mass as
either a lumped element, or as distributed uniformly over 5%
of the span of the plate. The mass will be modeled as being
attached atj50.2071. We will use a line force located at
j50.25~magnitude is not relevant to this analysis, as we are
interested in the ratio of perturbed to unperturbed responses!.
We will assess the impact of heavy fluid and light fluid load-
ing, as well as the presence or absence of structural damping.
The underlying model is the same as that used by Shepard
and Cunefare,2 and more explicit detail may be found in that
reference.

For each case considered below, we use the state-space
method to locate the fluid-loaded resonances and associated
damping. We then apply the direct and SDOF analyses to
determine the response perturbation. For the direct analysis,
we compute the ratio of the unperturbed and perturbed re-
sponses at discreteka values ranging from 0.05 to 10.0 with

FIG. 3. Semi-infinite plate with line mass attachment.

FIG. 4. Example step distributions for mass located atj050.2071.

3390 3390J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 K. A. Cunefare and S. De Rosa: Structural response sensitivity



a step size of 0.05 inka. We use the individual resonance
frequencies~expressed in terms of wave number,ka! and
damping values for the SDOF analysis, at frequencies repre-
senting a span of620% of the resonance frequency. This
choice of a percentage-of-resonance-frequency for the span
of the SDOF analysis was made to illustrate the increasing
span of perturbed response with increasing frequency, as
noted in the discussion at the end of the section where we
developed Eq.~20!.

Figures 5 and 6 are for the model as described above
with heavy fluid loading~water!, with Fig. 5 representing the
results of the analysis with no structural damping and Fig. 6
the results with a structural loss factor of 2%. We note that in
heavy fluid, the inclusion of structural damping in the plate
does not influence the response perturbation to any great
extent. For the specific set of analysis parameters chosen
here, the response perturbation is limited to less than 1 dB
over the range of wave numbers considered. The SDOF
analysis method quite ably captures the response perturba-
tion for each of the resonances, with the exception of the one
nearka56.2. It turns out that the selected position for the
line force is nearly coincident with a nodal point of the mode
whose resonance is nearka56.2. As a consequence, the
forcing cannot efficiently excite this mode, and small
changes in the mode shape can lead to large changes in the
modal forcing. Recall that one of the underlying assumptions
of the SDOF analysis was that the modal forcing does not
change between the perturbed and unperturbed states. In our
example problem nearka56.2, this assumption is not valid.
This failure illustrates a drawback of the method as it cur-
rently stands: If a given mode’s modal forcing is itself sen-
sitive to the modeling perturbation, then the SDOF model
will not yield accurate results for that mode. We will address
this issue in our future work.

Figures 7 and 8 are for the model as described above
with light fluid loading, with Fig. 7 representing the results
of the analysis with no structural damping and Fig. 8 the
results with a structural loss factor of 2%. To model the light
fluid loading case, we arbitrarily multiplied the fluid dynamic
stiffness matrix derived assuming water loading by 0.001.
The effect of this is to represent a fluid with a density of
0.1% of water, but the same sound speed~e.g., a low mo-
lecular weight gas!. Unlike the heavy fluid analysis, the in-

FIG. 5. Perturbation in response ratio of lumped element versus distributed
mass withDm50.05, determined through direct analysis and through single
degree of freedom estimate, undamped, heavy fluid loaded; — direct analy-
sis, SDOF analysis.

FIG. 6. Perturbation in response ratio of lumped element versus distributed
mass withDm50.05, determined through direct analysis and through single
degree of freedom estimate, damped, heavy fluid loaded; — direct analysis,

SDOF analysis.

FIG. 7. Perturbation in response ratio of lumped element versus distributed
mass withDm50.05, determined through direct analysis and through single
degree of freedom estimate, undamped, light fluid loaded; — direct analysis,

SDOF analysis.
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clusion of structural damping in the plate strongly influences
the response perturbation. In the absence of structural damp-
ing, the only damping present in the system is that due to the
radiation of acoustic energy to the far field. Nonetheless, the
SDOF analysis is able to well represent the perturbation,
again with one exception and for the same reasons as dis-
cussed above. Note that Figs. 7 and 8 illustrate the strong
influence of damping on the response perturbation near reso-
nances, as generally discussed with respect to Fig. 1.

In each of Figs. 5–8, it is evident that the span of the
SDOF analysis increases with wave number, even though the
underlying SDOF analysis is in terms of a constant percent-
age of frequency ratio. Each figure also shows that for the
chosen frequency ratio span, the physical wave number
spans for the analysis for adjacent modes begin to overlap for
the highest two resonances considered in this analysis.
Again, this serves to illustrate that the resonance frequency
perturbation has greater impact for higher frequency modes
than lower frequency modes.

Figures 5–8 also are consistent with the prior results of
Shepard and Cunefare,2 which demonstrated that the re-
sponse of this system is sensitive to perturbations only near
the fluid loaded resonances~in fact, this prior work, which
demonstrated localized impact only near the resonances, is
what prompted the development at hand!.

XII. CONCLUSIONS

The analysis method demonstrates that a simple SDOF
approximation may be used to assess the perturbation in the
radiated acoustic power due to perturbations in an underlying
structural acoustic model. Elements of the analysis method
are not necessarily restricted to model perturbations nor

acoustic power; rather, they may be used to assess the per-
turbation of any quadratic response quantity of interest due
to changes in resonance frequency.

In general terms, the SDOF analysis reveals that the
bandwidth of response perturbation increases with increasing
resonance frequency. For frequencies within about65% of a
resonance frequency, the amount of damping in the system
determines and limits the magnitude of the response pertur-
bation. The perturbation outside the range of65% of the
resonance frequency is relatively insensitive to damping.

The example fluid-loaded plate model validated the
SDOF analysis method, and reinforced the role of damping
on limiting the response perturbation. Further, the example
illustrated the bandwidth of response perturbation increasing
with increasing resonance frequency, and demonstrated that
for adjacent resonances the bandwidths can overlap.

The SDOF analysis method, at present, is limited by its
assumption of constant modal forcing and modal mass be-
tween the reference and perturbed states. The assumption on
unchanged modal forcing is more restrictive than that of un-
changed modal mass. A modal forcing very small compared
to others for a given structure is indicative of weak modal
coupling such as occurs with a forcing at a nodal position,
and may be used as an indicator of potential unreliable re-
sults for the analysis developed here, but only for that spe-
cific mode or modes with weak coupling. We will address
the significance of these assumptions in future work.
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When designing an active control system to globally control thefar-field sound radiation from a
vibrating surface, a challenging problem is to properly define the near-field acoustic sensing strategy
and the type of cost function to be minimized by the controller. The strategy of sensing and
minimizing the near-field active intensity at discrete locations in the active control of free field
radiation from a vibrating plate is investigated in this paper. The optimal minimization of the sum
of the near-field, normal active sound intensities at the error sensor locations using acoustic control
sources is derived for this problem, and the results obtained are compared to the minimization of the
sum of the near-field squared pressures. Some of the difficulties associated with sound intensity
minimization are pointed out. ©1999 Acoustical Society of America.@S0001-4966~99!05211-X#
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INTRODUCTION

This work is concerned with the active control of free-
field acoustic radiation from extended vibrating surfaces.
The generic problem has received considerable attention in
the past, and is now well documented in textbooks on active
control ~Nelson et al., 1992, Chap. 8; Hansenet al., 1997,
Chap. 8!; an important and historical application of active
control of free-field radiation is the attenuation of humming
noise generated by large electrical transformers~see, e.g.,
Angevine, 1993!.

When designing an active control system to globally
control thefar-field sound radiation from a vibrating surface
using acoustic control sources and acoustic error sensors, it is
desirable to keep the control sources and error sensors close
to the primary vibrating surface: the system is then physi-
cally more compact, the control sources need to be located at
a distance usually less than an acoustic wavelength from the
primary source in order to couple efficiently with the primary
sound field ~Nelson et al., 1987!, otherwise the control
sources arrangement is more complex~Kempton, 1976; Bol-
ton et al., 1995!. Furthermore, using far-field error sensors
usually has the effect of reducing the sound radiation in the
direction of the sensors, but not necessarily reducing the
sound field globally; far-field sensors also introduce control
path transfer functions with large acoustic delays which can
result in controller instability, and these control path transfer
functions are more prone to time variations, thereby requir-
ing continuous on-line system identification. For all these
reasons, error sensors located in the near field of the primary
source are more appropriate.

A challenging problem is then to properly define the
near-field acoustic sensing strategy and the type of cost func-
tion to be minimized by the controller. Previous work that
considered the simple problem of controlling the sound ra-
diation from a primary monopole source using a secondary
monopole source showed that minimizing near-field sound

pressure does not necessarily reduce far-field sound pressure
levels~Hansenet al., 1997!. Some observations made on the
problem of controlling the sound radiation from electrical
transformers using arrays of acoustic control sources and er-
ror microphones showed that a better control performance is
achieved when the error microphone array is moved to a
distance sufficiently far from the transformer surface~Ange-
vine, 1993!. As near-field error microphones measure acous-
tic near-field components not necessarily related to far-field
sound radiation, a near-field sensing strategy directly mea-
suring the flow of energy to the far field would be more
appropriate in this case. A number of alternatives to sensing
and minimizing squared sound pressure have been suggested
recently in active noise control applications: these concern
the active control of duct noise~Kang et al., 1997; Zander
et al., 1993!, and more importantly the active control of en-
closed sound fields, for which sensing strategies based on
acoustic potential energy density minimization and total en-
ergy density minimization have been suggested~Parket al.,
1997; Sommerfeldtet al., 1995; Cazzolato, 1998!. Associ-
ated adaptation algorithms for the minimization of energy-
based quantities have been derived~Sommerfeldt et al.,
1994!. Recently, Qiuet al. ~1998! have compared various
acoustic near-field sensing strategies for the active control of
the sound field radiated from a monopole source; it was
found that sensing the radial active intensity at a number of
positions close to the primary source usually gives better
control performance~in terms of total sound power attenua-
tion! than sensing the squared pressure, acoustic kinetic en-
ergy density, or total kinetic energy density.

This study is a continuation of the previous work of Qiu
et al. ~1998!, for the case of a more complex radiator, a
vibrating plate, and the strategy of sensing and minimizing
the active intensity in the direction normal to the plate sur-
face at a number of near-field points is investigated. The
optimal minimization of the sum of the squared sound pres-
sures, or the sum of the active sound intensities at a number
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of near-field error sensor locations, using an array of control
point sources is derived for a primary source consisting of a
simply supported vibrating plate. Numerical simulations
compare the two sensing strategies in a variety of situations,
and some of the difficulties associated with sound intensity
minimization are pointed out.

I. PHYSICAL MODEL

A. Description of the model

The physical model used here is a rectangular plate
mounted in an infinite rigid baffle. The plate dimensions are
l x , andl y , and it radiates sound into an unbounded fluid half
space~densityr0 , sound speedc0) ~Fig. 1!. The sound ra-
diation from the plate is controlled by an array ofS second-
ary point sources which lie in the plane of the control sources
parallel to the plate, at a distancezs from the plate. The
control aims at minimizing a cost function provided by an
array of M error sensors, located in the plane of the error
sensors, also parallel to the plate, at a distancezm from the
plate. In the following, two active control strategies are in-
vestigated for minimizing the sound radiated from the
plate—the minimization of the sum of the squared sound
pressures at the error sensors~as would be provided by error
microphones! and the minimization of the sum of the normal
active sound intensities at the error sensors~as would be
provided by sound intensity probes as error sensors!.

B. Primary sound field

In general, the transverse displacement of a transversely
vibrating plate can be expressed as

w~r0 ,t !5W~ t !Tf~r0!, ~1!

where r05x0i1y0j is a point on the plate surface,W(t)
5@W11(t),...,Wmn(t)#T is the vector of modal displace-
ments, andf(r0)5@f11(r0),...,fmn(r0)#T is the vector of
the plate eigenfunctions; for a simply supported plate,
fmn(r0)5sin(mpx0 /lx)sin(npy0 /ly). In the following we as-
sume that only a single modem, n participates in the plate
response, such that

w~r0 ,t !5Wmn~ t !fmn~r0!. ~2!

In this study, the primary modal displacementWmn is im-
posed, and is not affected by the acoustic control sources.
Only a time-harmonic primary disturbance of the form

Wmn(t)5Wmne
2 j vt is considered, wherev is the angular

frequency of the disturbance. The time dependencee2 j vt is
omitted for brevity in the following.

The primary acoustic pressure radiated by the plate to
point r5xi1yj1zk is given by the classical Rayleigh inte-
gral,

pp~r !5v2WnmPmn~r !, ~3!

where

Pmn~r !5r0E
S0

fmn~r0!G~r ,r0! dS0 ~4!

and G(r ,r0)5ejkur2r0u/(2pur2r0u) is the acoustic Green’s
function; k5v/c0 is the acoustic wavenumber. Of interest
here is also the primary acoustic velocity, given by

vp~r !5
1

j vr0
¹ rpp~r !52 j vWmnVmn~r ! ~5!

with Vmn(r )5*S0
fmn(r0)¹ rG(r,r 0) dS0 .

The active acoustic intensity is ip(r )
5 1

2R„pp(r )vp* (r )…, whereR denotes the real part and* is
the complex conjugate. Substituting~3! and~5! in the above
expression yields

ip~r !5
v2

2
uWmnu2R„Imn~r !…

with Imn~r !5 j vPmn~r !Vmn* ~r !. ~6!

The general expressions for the acoustic velocity and inten-
sity are particularized to thez component of the acoustic
velocity and intensity,

vzp~r !5
1

j vr0

]pp~r !

]z
52 j vWmnVmnz~r ! ~7!

with

Vmnz~r !5E
S0

fmn~r0!
]G~r ,r0!

]z
dS0 ~8!

and

]G~r ,r0!

]z
5

z

ur2r0u
G~r ,r0!S jk2

1

ur2r0u D , ~9!

wherez is the height of the receiving pointr .

FIG. 1. Physical model description.
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The first term in~9! contributes to a particle velocity
component in phase with the sound pressure~resulting in
acoustic energy flowing into the far field!, while the second
term contributes to a particle velocity component in quadra-
ture with the sound pressure~resulting in zero net acoustic
energy flow!; this second term is confined to the near field of
the plate, typicallykz<1. These remarks are important in the
context of near-field sensing strategies directed towards an
attenuation of the far-field sound.

For thez component of the active acoustic intensity,

i zp~r !5
v2

2
uWmnu2R„Imnz~r !… ~10!

with I mnz(r )5 j vPmn(r )Vmnz* (r ).
In the numerical simulations, discretized versions of

Eqs.~4! and~8! are used; the radiating surface is discretized
into elementary areasDSoi over which the transverse dis-
placement is assumed constant,fmn(r0i). Equations~4! and
~8! become

Pmn~r !'r0(
i

fmn~r0i !G~r ,r0i !DS0iVmnz~r !

'(
i
E

S0

fmn~r0i !
z

ur2r0i u
G~r ,r0i !

3S jk2
1

ur2r0i u
DDS0i .

The radiated sound pressure andz component of the acoustic
velocity and active acoustic intensity are evaluated at any
arbitrary positionr in the acoustic medium using the above
equations; however, due to the singularity of the Green’s
function G(r ,r0i) and of its normal derivative]G(r ,r0i)/]z
when r5r0i , these quantities are not evaluated on the plate
surface.

In the following sections, active control schemes are
considered for minimizing the sound field radiated from the
vibrating plate, using two-dimensional arrays of control
point-sources and error sensors, both located at a short dis-
tance from the plate surface. Essentially two control schemes
are investigated—the minimization of the sum of the squared
sound pressures at the error sensors, and the minimization of
the sum of the active sound intensities at the error sensors.

C. Exact minimization of the near-field sound
pressure

In a practical implementation, the control of the near-
field sound pressure would require the use of microphones as
error sensors. The radiation from a control point source lo-
cated atr s5xsi1ysj1zsk is given by

ps~r !5qsG~r ,r s!, ~11!

where qs is the control source strength andG(r ,r s)

5ejkur2rs/(4pur2r su)1ejkur2r z8u/(4pur2r s8) is the acoustic
Green’sfunction, andr s85xsi1ysj2zsk is the position of the
mirror image of the control source with respect to the plate
surface. The expression for the secondary sound field as-
sumes that the plate vibration is not affected by the control

source, and that the plate is seen by the control source as a
rigid surface. When several control source swith positions
r s1 ,...,r ss,...,r sS, are considered, the secondary sound field
is given by

ps~r !5qT@G~r ,r s1!,...,G~r ,r ss!,...,G~r ,r sS!#
T, ~12!

whereq5@q1 ,...,qs ,...,qS#T is the vector of theS control
sources strengths.

The total sound field is the superposition of the primary
and secondary sound fields,

p~r !5pp~r !1ps~r !

5v2WmnPmn~r !

1qT@G~r ,r s1!,...,G~r ,r ss!,...,G~r ,r sS!#
T. ~13!

The vectorq is adjusted in order to minimize the sum of the
squared pressures at the error microphone locations; the cost
function in this case can be written

J5p* pT, ~14!

where

p5@p~rml!,...,p~rmm!,...p~rmM!# ~15!

is the vector of the total sound pressures measured at theM
error microphone positions. Substituting~13! into ~15!,

p5qTG1v2Wmnpp , ~16!

where

G5F G~rm1 ,r sl! ¯ G~rmm,r s1! ¯ G~rmM ,r s1!

] � ]

G~rm1 ,r ss! G~rmm,r ss! G~rmM ,r ss!

] � ]

G~rml ,r sS! ¯ G~rmm,r sS! ¯ G~rmM ,r sS!

G
is the transfer function matrix between theS control sources
and the M error microphones, and pp

5@Pmn(rm1),...,Pmn(rmm),...,Pmn(rmM)# is the primary
sound pressure vector at theM error microphones.

Substituting~16! into ~14!, the cost function is written as
a Hermitian quadratic form of the control variableq ~Nelson
et al., 1992!,

J5qHApq1qHbp1bp
Hq1cp , ~17!

where

Ap5G* GT, ~18a!

bp5v2WmnG* pp
T , ~18b!

cp5v4uWmnu2pp* pp
T , ~18c!

and H denotes the Hermitian transpose. The cost functionJ
also depends on the amplitude of the primary vibration field,
Wmn . The first term in~17! represents the sum of the squared
pressures at theM error microphones due to theS control
sources, and is therefore always positive. The matrixA i is
thus positive definite; this ensures thatJ has a unique global
minimum. The optimal control source strengths are given by
~Nelsonet al., 1992!
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qopt52Ap
21bp

and the minimized cost-function is given byJopt5cp

1bp
Hqopt.

D. Exact minimization of the near-field sound
intensity

The minimization of the sum of the normal active sound
intensities at the error sensors is now considered. Such a
control strategy involves the sensing of the normal active
sound intensity above the plate, and therefore require inten-
sity probes as error sensors, instead of microphones.

Again, when several control sources with positions
r s1 ,...,r ss,...,r sS are considered, the secondary sound field
is given by

ps~r !5qTgs~r !,

whereq5@q1 ,...,qs ,...,qs#
T is the vector of theS control

sources strengths, and

gs~r !5@G~r ,r s1!,...,G~r ,r sS!,...,G~r ,r sS!#
T,

G~r ,r s!5ejkur2rsu/~4pur2r su!1ejkur2rs8/~4pur2r s8u!.

The z component of the acoustic velocity due to the control
sources is given by

vzs~r !5
1

j vr

]ps~r !

]z
5qTUs~r !, ~19!

where

Us~r !5
1

j vr

]gs

]z

5
1

j vr F]G~r ,r s1!

]z
,...,

]G~r ,r ss!

]z
,...,

]G~r ,r sS!

]z GT

,

]G~r ,r s!

]z
5

z2zs

ur2r su
ejkur2rsu

4pur2r su
S jk2

1

ur2r su
D

1
z1zs

ur2r s8u
ejkur2rs8u

4pur2r s8u
S jk2

1

ur2r s8u
D .

The total sound pressure and acoustic velocity are the super-
positions of the primary and secondary sound fields,

p~r !5pp~r !1ps~r !5v2WmnPmn~r !1qTgs~r !. ~20a!

vz~r !5vzp~r !1vzs~r !52 j vWmnVmnz~r !1Us
T~r !q.

~20b!

The z component of the total active acoustic intensity is
therefore

i z~r !5 1
2R„p~r !vz* ~r !…

5 1
2R@„v2WmnPmn~r !1qTgs~r !…

3„j vWmn* Vmnz* ~r !1Us
H~r !q* …#.

Expanding this expression,

i z~r !5 1
2R@qTgs~r !Us

H~r !q* #

1 1
2R@qTgs~r ! j vWmn* Vmnz* ~r !#

1 1
2R@v2WmnPmn~r !Us

H~r !q* #1 i zp~r !. ~21!

It is desirable to express the total active sound intensity in a
Hermitian quadratic form similar to~17!. This is possible by
applying the relationR(Z)5 1

2(Z1Z* ) to the first three
terms on the right-hand side of~21!. After rearranging, this
gives

i z~r !5 1
4q2

H @Us* ~r !gs
T~r !1gs* ~r !Us

T~r !#q

1 1
4q

H@v2WmnPmn~r !Us* ~r !2 j vWmnVmnz~r !gs* ~r !#

1 1
4@v2Wmn* Pmn* ~r !Us

T~r !1 j vWmn* Vmnz* ~r !gs
T~r !#q

1 i zp~r !.

After posing

a~r !5 1
4@Us* ~r !gs

T~r !1gs* ~r !Us
T~r !#,

b~r !5 1
4@v2WmnPmn~r !Us* ~r !2 j vWmnVmnz~r !gs* ~r !#,

c~r !5 i zp ,~r !,

we obtain

i z~r !5qHa~r !q1qHb~r !1bH~r !q1 i zp~r !. ~22!

In this case, the vectorq is adjusted to minimize the sum of
the active sound intensities at the error sensor locations. The
cost function is therefore

J5 (
k51

M

i z~rmk!, ~23!

that is,

J5qHA iq1qHbi1bi
Hq1ci , ~24!

where

A i5 (
k51

M

a~rmk!, ~25a!

bi5 (
k51

M

b~rmk!, ~25b!

ci5 (
k51

M

i zp~rmk!. ~25c!

Provided the matrixA i is positive definite,J has a unique
global minimum. The optimal control sources strengths are
given by

qopt52A i
21bi ,

and the minimized cost function is given byJopt5ci

1bi
Hqopt. It should be emphasized here that, contrary to the

squared pressures minimization, the first term in~24!, which
represents the algebraic sum of the active intensities due to
the control sources at the error sensors~in the absence of the
primary vibration field!, is not guaranteed to be positive;
hence the matrixA i is not necessarily positive definite. In
effect, the active intensity is a signed quantity, which can
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locally take negative values indicating a net local acoustic
energy flow in the direction of negativez. These sign fluc-
tuations of the active intensities are especially important in
the near field of the control-sources and at low frequencies.
As a consequence, if the number of intensity sensors is
small, the algebraic sum of the intensities measured at the
error sensors may be negative. However, when the number
of sensors and the extent of the error sensors plane become
large, the first term in~24! should approach~to a multiplying
constant! the sound power radiated from the control sources
and should be positive. In the numerical simulations, the
positivity of A i was checked by computing its eigenvalues;
when all the eigenvalues ofA i are real and positive, thenA i

is positive and the resulting extremumJopt is a global mini-
mum. Note thatA i depends only on the control source ar-
rangement, and not on the primary acoustic field.

Other potential difficulties may arise with the control of
the acoustic intensity, even in cases whereA i is positive. In
contrast to squared pressures minimization, the cost function
J for intensity minimization is not guaranteed to be positive;
the minimization ofJ can result in a large and negative value
of the minimum, which translates into poor or negative con-
trol performance. Such a situation may again occur when the
number of intensity sensors is not sufficient. Therefore, it is
safe to check if the cost function for intensity minimization
has a positive or negative minimum; this is done by checking
the sign of Jopt5ci1bi

Hqopt5ci2bi
iHA ibi , which depends

on both the control source arrangement and the primary dis-
turbance. Additionally, since the acoustic intensity is a
signed quantity, a small value of the cost function after con-
trol does not necessarily imply a small value of the acoustic
intensity at all error sensors. Some of the difficulties associ-
ated with active control of acoustic intensity have been dis-
cussed by Sommerfeldt and Nashif~1994!.

E. Exact minimization of the sound power

The exact minimization of the total sound power radi-
ated by the vibrating plate and the control sources is carried
out hereafter as a reference solution, in order to compare the
attenuations provided by the the two previous near-field con-
trol strategies to the maximum sound power attenuation
achievable for a given control source configuration. To begin
the superposition principle is applied to obtain the total
sound pressure,

p~r !5pp~r !1ps~r !5v2WmnPmn~r !1qTgs~r !, ~26!

whereq5@q1 ,...,qs ,...,qs#
T is the vector of theS control

sources strengths, and gs(r )5@G(r ,r s1),...,
G(r ,r ss),...,G(r ,r sS)#T is the vector of the sound pressures
due to the individual control sources.

In the following, the sound power is evaluated from the
far-field sound pressure. Considering a pointr in the far field
of the plate, with spherical coordinatesR, u, f $uRu→`,
uP@0,p/2# is the angle betweenk and r , fP@0,2p# is the
angle betweeni and the projection ofr in the ~x,y! plane%,

p~R,u,f!5r0v2Wmn

ejkR

2pR
f̆mn~l,m!1qTgs~R,u,f!, ~27!

wherel5k sinu cosf; m5k sinu sinf, and

f̆mn~l,m!5
mp/ l x

„~mp/ l x!
22l2

…

~12e2 j l l x cosmp!

3
np/ l y

„~np/ l y!22m2
…

~12e2jmly cosnp!

is the wavenumber transform offmn(r0), representing the
far-field directivity of the vibration modem, n. Also,

gs~R,u,f!

5@Gs1~R,u,f!,...,Gss~R,u,f!,...,GsS~R,u,f!#T

and Gs(R,u,f)5(ejkR/2pR)e2 j lxs2 j mys cosdzs is the far-
field directivity of the control sources, with d5k cosu.

The total sound power is obtained by integrating the
squared far-field sound pressure over a hemisphere of infinite
radiusV(uRu→`, 0<u<p/2, 0<f<2p):

P5
1

2r0c0
E

V
p~R,u,f!p* ~R,u,f!R2usinuu dudf . ~28!

Substituting~27! into ~28!,

P5
r0v4

8p2c0
E

V
@f̆mn~l,m!1qTD~l,m!#

3@f̆mn* ~l,m!1DH~l,m!q* #usinuu dudf, ~29!

where

D~l,m!5
1

r0v2 @e2 j lxs12 j mys1 cosdzs1 ,...,

e2 j lxss2 j myxx cosdzss,...,

e2 j lxsS2 j mysScosdzsS#
T.

The total sound power can be expressed as an Hermitian
quadratic form of the control variableq,

P5qHAPq1qHbP1bP
Hq1cP , ~30!

where

AP5
r0v4

8p2c0
E

V
D* ~l,m!DT~l,m!usinuu dudf,

bP5
r0v4

8p2c0
E

V
f̆mn~l,m!D* ~l,m!usinuu dudf,

and

cP5
r0v4

8p2c0
E

V
f̆mn~l,m!f̆mn* ~l,m!usinuududf

is the primary sound power radiated by the plate in the ab-
sence of the control sources.

In the numerical simulations, the quantitiesAP , bP , cP

were calculated using a numerical integration over the far-
field directionsu, f. In this case, the first term in~30!, rep-
resenting the sound power radiated by the control sources in
the absence of the primary plate radiation, is a positive quan-
tity; thereforeAP is a positive definite matrix, and the total
sound power has a unique global minimum defined by
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qopt52AP
21bP , ~31a!

Popt5cP1bP
Hqopt. ~31b!

II. ACTIVE CONTROL SIMULATIONS

A. Nonefficient radiators

1. Case 1

A primary vibration field of the plate consisting of the
(m,n)5(1,1) mode driven at a unit modal displacement,
Wmn51, is considered first of all. The plate has dimensions
l x51 m and l y50.75 m, and the excitation frequency isf
5100 Hz. Figure 2 shows the primary sound field of the
plate in they-z plane passing throughx5 l x/2. A total of 10
310 plate elements were used to calculate the sound field;

the sound radiation is calculated into air (r051.225 kg/m3,
c05340 m/s). In this figure, as well as in the next figures,
the acoustic wavelength is used to scale the radiated acoustic
field. For the ~1, 1! mode and the frequency considered,
the ratio of the acoustic wave number to the structural
wave number is k/kmn50.352,1 @with kmn

5A(mp/ l x)
21(np/ l y)

2], and the mode is therefore a poor
radiator at this frequency, with almost omnidirectional radia-
tion. Note also from Fig. 2 that thez component of the active
acoustic intensity is always positive; this mode does not ex-
hibit local negative energy flow.

Figures 3 and 4 show active control simulations based
on squared pressure minimization and intensity minimiza-
tion, respectively. In both cases the control source and error

FIG. 2. Primary sound field in the planex5 l x/2 for mode (m,n)5(1,1), Wmn51, l x51 m, l y50.75 m, andf 5100 Hz.

FIG. 3. Results of near-field intensity minimization, 232 control sources atzs50.06l, 333 error sensors atzm50.24l. The far-field directivity is in they-z
plane, ———: before control, ---: after control.
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sensor configurations are as follows: 232 control sources at
height zs50.2 m ~corresponding to approximatelyzs

50.06l, wherel is the acoustic wavelength at the frequency
of interest! above the plate at positions (xs ,ys)
5(0,0);(0,l y);( l x,0);(l x ,l y);333 error sensors at height
zm50.8 m (zm50.24l) above the plate, regularly positioned
in a plane extending from (xm ,ym)5(2 l x/2,2 l y/2) to
(xm ,ym)5(3l x/2,3l y/2) ~that is, a plane covering four times
the area of the radiating plate!. Such an arrangement satisfies
the criterion of at least three control sources and three error
sensors per acoustic wavelength. In this configuration, as
well as in all cases reported in this section, it was verified
that the matrixA i has all its eigenvalues real and positive,
such thatA i is positive. The optimal sound power attenuation
calculated from~31! for this control source configuration is
21.2 dB; the minimization of the squared pressures at the
error sensors gives a sound power attenuation of 17.9 dB,
while the minimization of the active intensities gives a
slightly better, almost optimal sound power attenuation of
19.7 dB. Note that the sound pressure in the near-field of the
plate after minimizing the intensity~Fig. 4! is slightly larger
than the sound pressure after minimizing the squared pres-
sure ~Fig. 3!, even though the radiated sound power is
smaller after minimizing the intensity. The far-field directiv-
ity of the plate in they-z plane was plotted in Figs. 3 and 4,
before and after control, based on~27!. These directivity
plots show that the two near-field control strategies yield
almost uniform far-field attenuation in all directions. On the
other hand, the intensity vector plots before and after mini-
mization of the intensity~Figs. 2 and 4! show that the inten-

sity is confined to the near field of the plate after control, and
is globally reduced downstream of the sensors plane, result-
ing in a large attenuation of the sound power.

The same control source and error sensor arrangement
as used previously was again considered, with the error sen-
sor plane being moved away from the control source plane,
at a distance varying between 0 andl/2. Figure 5 shows the
sound power attenuation obtained for the two control strate-
gies as a function of the distance~scaled to the acoustic

FIG. 4. Results of near-field intensity minimization, 232 control sources atzs50.06l, 333 error sensors atzm50.24l. The far-field directivity is in they-z
plane, ———: before control, ---: after control.

FIG. 5. Sound power attenuation as a function of the distance between the
control sources plane and the error sensors plane, 232 control sources at
zs50.06l, 333 error sensors, ———: squared pressure minimization, ---:
intensity minimization.
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wavelength! between the control source plane and the error
sensor plane. The optimal attenuation of 21.2 dB, obtained
from the minimization of the sound power, is reported on the
figure as a reference value. A number of interesting features
can be noted on this figure. First, intensity minimization
yields slightly better control performance than squared pres-
sure minimization for all of the distances considered except
in the near-field of the control sources~below approximately
l/10); the difference, however, remains small and would not
justify the practical complications involved in active inten-
sity sensing, as compared to sound pressure sensing. The
best control performance is achieved when minimizing the
intensity, with the error sensor plane at 0.15l from the con-
trol sources. At large distances, the two strategies give simi-
lar results; this is to be expected since the active intensity
becomes proportional to the squared pressure at large dis-
tances from the source, and intensity minimization then be-
comes equivalent to squared pressure minimization. It should
also be noted that squared pressure minimization gives a
maximum sound power attenuation for a certain distance be-
tween the control sources plane and the error sensor plane~in
this case 0.24l!. At larger distances, the control performance
decreases because of the decreasing aperture of the error sen-
sors array as seen from the plate; at smaller distances, there
is also a rapid decrease of the control performance, because
the control then aims at minimizing near-field components
which are not radiated in the far field. The strategy of mini-
mizing the active intensity instead of the squared pressure
does not completely alleviate this difficulty; intensity mini-
mization, like squared pressure minimization, suffers from a
rapid decrease of the control performance when the sensors
are in the near field of the sources. This is related to the
signed nature of the cost function in the case of intensity
minimization; the degradation of the control performance in
the near field coincides with a negative and possibly large
value of the sum of the intensities after control. As an ex-
ample, Fig. 6 shows thez component of the active sound
intensity at the error sensors before and after minimization of
the intensity, for the same control source and error sensor
arrangement as used previously~the separation between the

control source plane and the error sensor plane was 0.06l!.
Even though the error sensors are located downstream the
control sources, the control clearly creates negative sound
intensity at some sensor locations, resulting in a nonoptimal
control performance. The value of the optimized, intensity-
based cost functionJopt5ci2bi

HA ibi was found to be nega-
tive in this configuration. The same observation was made
for control sources–error sensors separation smaller than
0.1l. Such inconvenience can be compensated by adding
more intensity sensors, at the expense of a more complex
system.

2. Case 2

We now consider a primary vibration field of the plate
consisting of the (m,n)5(1,3) mode driven at a unit modal
displacement,Wmn51. The plate has dimensionsl x54 m
and l y53 m, and the frequency isf 5100 Hz. These data
more acurately reflect the practical case of a transformer
sidewall, at the fundamental frequency of excitation of the
structure. Figure 7 shows the primary sound field of the plate
in the y-z plane passing throughx5 l x/2. For the~1,3! mode
and the frequency considered, the ratio of the acoustic wave
number to the structural wave number isk/kmn50.57,1,
and the mode is therefore a nonefficient radiator at this fre-
quency. Figure 7 shows that the acoustic near field is more
complex than in the previous case, with strong spatial fluc-
tuations of the sound pressure and active sound intensity~in
some areas close to the plate, not shown on this figure, the
sound intensity can be negative!.

Figures 8 and 9 show active control results after mini-
mization of the near-field squared pressures and near-field
intensity, respectively. A total of 433 control sources at
height zs50.2 m (zs50.06l) above the plate surface were
used, regularly positioned in a plane extending from
(xs ,ys)5(0,0) to (xs ,ys)5( l x ,l y) ~a plane covering the
area of the vibrating plate!. Also, there are 836 error sen-
sors at heightzm50.8 m (zm50.24l) above plate surface,
regularly positioned in a plane extending from (xm ,ym)
5(2 l x/2,2 l y/2) to (xm ,ym)5(3l x/2, 3l y/2) ~that is, a plane
covering four times the area of the radiating plate!. Such an
arrangement ensures that approximately two control sources
and two error sensors are used per acoustic wavelength. The
optimal sound power attenuation calculated from~31! for
this control source configuration is 22.2 dB; the minimiza-
tion of the squared pressures at the error sensors gives a
sound power attenuation of 20.3 dB, while the minimization
of the active intensities gives a significantly smaller sound
power attenuation of 13.4 dB. In this case the poor perfor-
mance of intensity control is due to the fact that the sum of
the intensities at the error sensors is driven to a negative
value after control. Note that the near-field sound pressure is
significantly different when minimizing the near-field pres-
sure or near-field intensity.

Figure 10 shows the sound power attenuation obtained
for the two strategies as a function of the distance between
the control source plane and the error sensor plane, for the
same configuration of control sources and error sensors as
previously. The optimal attenuation of 22.2 dB, obtained
from the minimization of the sound power, is reported on the

FIG. 6. Sound intensity at the error sensors before and after minimization of
the intensity, 232 control sources atzs50.06l, 333 error sensors atzm

50.12l.
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figure as a reference value. In this case, intensity minimiza-
tion provides lower attenuation than squared pressure mini-
mization for all the distances considered, with similar attenu-
ations obtained in the far field. The best control performance
~20.3 dB sound power attenuation! is achieved when mini-
mizing the squared pressure, with the error sensor plane at
0.18l from the control sources. Figure 11 shows thez com-
ponent of the active sound intensity at the error sensors be-
fore and after minimization of the intensity, for the same
control source and error sensor arrangement as used previ-
ously ~the separation between the control source plane and
the error sensor plane was 0.06l!. The poor performance of
intensity control in this configuration is again attributed to
the fact that the intensity~and hence the sum of the intensi-
ties! at the error sensors is driven to a negative and possibly

large value after control. The value of the optimized,
intensity-based cost functionJopt5ci2bi

HA ibi was found to
be negative in this configuration. The same observation was
made for control sources–error sensors separation smaller
than 0.3l. A possible solution to this problem is to add more
error sensors, in order to observe a quantity more closely
approximating the radiated sound power, hence a positive
quantity. Figure 12 shows the sound power attenuation ob-
tained for the same control source arrangement as previ-
ously, and a control sources–error sensors separation of
0.24l, with now 24318 error sensors in the error sensors
plane. With more error sensors, intensity minimization per-
forms better than squared pressure minimization in the near
field. The best control performance~19.8 dB sound power

FIG. 7. Primary sound field in the planex5 l x/2 for mode (m,n)5(1,3), Wmn51, l x54 m, l y53 m, andf 5100 Hz.

FIG. 8. Results of near-field squared pressure minimization, 433 control sources atzs50.06l, 836 error sensors atzm50.24l. The far-field directivity is
in the y-z plane, ———: before control, ---: after control.
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attenuation! is achieved when minimizing the intensity, with
the error sensor plane at 0.06l from the control sources. In
this configuration, the intensity-based cost functionJopt5ci

2bi
HA ibi was found to be positive after minimization. A

potential advantage of intensity minimization is thus the pos-
sibility of placing the error sensors very close to the primary
source and control sources, but at the expense of a larger
number of sensors required. The reduction obtained, how-
ever, is smaller than the maximum sound power attenuation

of 20.3 dB obtained when minimizing the squared pressure
with only 836 error sensors at 0.18l from the control
sources. Figure 13 shows the sound power attenuation as a
function of the density of the error sensor array, for the same
control source arrangement as previously, and a control
sources–error sensors separation of 0.18l. In this case, the
extent of the error sensor plane is kept fixed~four times the
area of the radiating plate!, and the number of error sensors
per acoustic wavelength is variable. An error sensor density
of three to four sensors per acoustic wavelength is found to
be necessary in order to obtain a good control performance
for the control source arrangement considered. As far as the
extent of the error-sensor plane is concerned, a rapid degra-
dation of the control performance is observed~for both in-
tensity minimization and squared pressure minimization!
when the error sensor plane covers an area smaller than the
primary radiator.

B. Efficient radiator

We now consider a similar radiator as previously~di-
mensionsl x54 m, l y53 m), with a primary vibration field
of the plate consisting of the (m,n)5(1,3) mode driven at a
unit modal displacement,Wmn51, and at a frequencyf
5300 Hz. In contrast to the previous case, the ratio of the
acoustic wave number to the structural wave number is now
k/kmn51.71.1, and the mode is therefore an efficient radia-
tor at this frequency. Figure 14 shows the primary sound
field of the plate in they-z plane passing throughx5 l x/2.
The acoustic field in this case reveals a clear energy flow

FIG. 9. Results of near-field intensity minimization, 433 control sources atzs50.06l, 836 error sensors atzm50.24l. The far-field directivity is in they-z
plane, ———: before control, ---: after control.

FIG. 10. Sound power attenuation as a function of the distance between the
control sources plane and the error sensors plane, 433 control sources at
zs50.06l, 836 error sensors, ———: squared pressure minimization, ---:
intensity minimization.

3403 3403J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Berry et al.: Near-field sensing in active control



from the radiator to the acoustic medium, with a strong di-
rectivity of the sound radiation and less local circulation of
the acoustic intensity in the near field than in the nonefficient
radiator case. The following simulations investigate whether
active control of intensity outperforms active control of
squared pressure in this case.

Figures 15 and 16 show active control results after mini-
mization of the near-field squared pressures and near-field
intensity, respectively. A total of 836 control sources at
height zs50.2 m (zs50.18l) above the plate surface were

used, regularly positioned in a plane extending from
(xs ,ys)5(0,0) to (xs ,ys)5( l x ,l y). Also, there are 16312
error sensors at heightzm50.8 m (zm50.71l) above plate
surface, regularly positioned in a plane extending from
(xm ,ym)5(2 l x/2,2 l y/2) to (xm ,ym)5(3l x/2,3l y/2). The
optimal sound power attenuation calculated from~31! for
this control source configuration is 26.0 dB; the minimiza-
tion of the squared pressures at the error sensors gives a
sound power attenuation of 20.6 dB, while the minimization
of the active intensities gives a sound power attenuation of

FIG. 12. Sound power attenuation as a function of the distance between the
control sources plane and the error sensors plane, 433 control sources at
zs50.06l, 24318 error sensors, ———: squared pressure minimization,
---: intensity minimization.

FIG. 11. Sound intensity at the error sensors before and after minimization of the intensity, 433 control sources atzs50.06l, 836 error sensors atzm

50.12l.

FIG. 13. Sound power attenuation as a function of the density of the error
sensor array, 433 control sources atzs50.06l, 836 error sensors atzm

50.24l, ———: squared pressure minimization, ---: intensity minimiza-
tion.
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19.4 dB. Again, intensity minimization does not outperform
squared pressure minimization in this case, even though the
primary intensity field shows a clear energy flow away from
the plate. Similar observations were made for control
sources–error sensors separation smaller than 0.3l, for
which the sum of the intensities was found to be negative
after control.

III. CONCLUSION

The strategy of sensing and minimizing the near-field
active intensity in the active control of free-field radiation
from a vibrating plate has been investigated. The optimal
minimization of the sum of the near-field, normal active
sound intensity using secondary acoustic sources has been

derived for this problem, and the results obtained have been
compared to the minimization of the sum of the near-field
squared pressure. The strategy of minimizing the near-field
sound intensity suffers from two main limitations, which are
related to the fact that sound intensity is a signed quantity:
~1! precautions need to be taken when deriving the optimal
control source strengths in the minimization of the sound
intensity, as the quadratic term in the associated cost func-
tion is not necessarily positive;~2! additionally, the cost
function itself can take negative values after minimization,
possibly resulting in poor control performance. The numeri-
cal simulations show that near-field sound pressure minimi-
zation offers decreasing performance when the sensors are
very close to the primary source. However, near-field sound

FIG. 14. Primary sound field in the planex5 l x/2 for mode (m,n)5(1,3), Wmn51, l x54 m, l y53 m, andf 5300 Hz.

FIG. 15. Results of near-field squared pressure minimization, 433 control sources atzs50.18l, 836 error sensors atzm50.71l. The far-field directivity
is in they-z plane, ———: before control, ---: after control.
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intensity minimization does not, in general, provide signifi-
cant improvements as compared to near-field squared pres-
sure minimization, and may in some cases give smaller at-
tenuations than pressure minimization. This is due to the fact
that, when the intensity sensors are in the near field of the
primary source, the sum of the intensities can be driven to
large and negative values after control. A potential advantage
of intensity minimization is the possibility of placing the
error sensors very close to the primary source and control
sources, but at the expense of a larger number of sensors
required.
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A band-limited method of selecting actuators and sensors for structural acoustic control is reviewed,
and experimental results are presented to demonstrate the approach. The selection methodology is
based upon the decomposition of the Hankel singular values of a system model in terms of
individual sensor and actuator configurations for lightly damped structures. The technique selects
sensor and actuator combinations which couple well to structural modes that radiate efficiently.
However, it rejects sensor and actuator combinations which couple well to modes that are inefficient
acoustic radiators or are outside of the desired bandwidth of control. Selecting transducer
combinations which filter modes outside of the desired bandwidth serves to minimize the potential
for spillover and instability associated with unmodeled or poorly modeled dynamics. The approach
is computationally efficient since it is based upon open-loop dynamics and does not require iterative
nonlinear optimization. ©1999 Acoustical Society of America.@S0001-4966~99!06812-5#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

Various approaches for optimizing the location of actua-
tors and sensors for structural acoustic control have been
proposed in the past~Snyder and Hansen, 1990; Wanget al.,
1991; Clark and Fuller, 1991, 1992a; Heck and Naghshineh,
1994; Ruckman and Fuller, 1995!. The ultimate goal of such
studies has been aimed at a reduction in the complexity as-
sociated with the compensator in favor of wave number fil-
tering through the distributed actuator and/or sensor~Fuller
and Burdisso, 1991; Clark and Fuller, 1992b; Clarket al.,
1993; Snyderet al., 1993; Gu et al., 1994; Fuller et al.,
1996; Johnson and Elliott, 1995; Maillarad and Fuller, 1998;
Charetteet al., 1998!. However, for many of these studies,
the emphasis was placed upon adaptive feedforward control.
For such control, the focus can be limited to spatial apertures
which couple well to the performance path over the band-
width of interest. Additionally, spillover into modes outside
of the bandwidth of interest is of little concern since control
effort is extended only over the bandwidth of the reference
signal. However, for feedback control, a necessity for struc-
tural acoustic systems driven by exogenous inputs such as
turbulent boundary layer noise, spillover is a primary con-
cern~Thomas and Nelson, 1995; Clark and Frampton, 1997,
1998; Frampton and Clark, 1997!.

Lim ~1997! recently proposed a methodology for select-
ing actuator and sensor placement for disturbance rejection
based upon the Hankel singular values of lightly damped
structures. Compared to previous methodologies which em-
phasized the use of iterative, nonlinear optimization tech-
niques~Wang et al., 1991; Clark and Fuller, 1992a; Ruck-
man and Fuller, 1995; Smith and Clark, 1998; Smithet al.,
1998!, the approach outlined by Lim~1997! is computation-
ally efficient. For lightly damped structures, the Hankel sin-

gular values can be estimated from the modal properties of
the discrete time system models. Thus, the participation of
each structural mode in the control path~actuator to sensor!
can be weighted by the participation of this mode on the
disturbance to performance path. While this method is effi-
cient and computationally direct~i.e., no iteration!, it does
lack a robustness metric.

For experimental implementation of feedback control,
we often seek to design a controller for a reduced-order
model of the system. Due to practical constraints imposed by
finite bandwidths of digital signal processors, an accurate
model of the structure is obtained over a limited bandwidth,
and the compensator is designed to ‘‘roll-off’’ at frequencies
outside of the bandwidth of interest. However, this roll-off
and the application of low-pass filters to attenuate the cou-
pling of higher-order modes complicates the design, leading
to stability issues which limit closed-loop performance. In a
recent study by Clark and Cox~1998!, a methodology for
band-limited actuator/sensor selection for disturbance rejec-
tion was proposed, extending the work of Lim~1997!.

In this method, actuator/sensor pairs are selected based
upon a combined metric which provides a tradeoff between
the coupling to structural modes related to performance
within the bandwidth of interest, and thelack of couplingto
structural modes outside of the identified bandwidth of inter-
est. An analytical example for structural acoustic control was
provided by Clark and Cox~1998!, and the complementary
experimental demonstration is the subject of this work.

A brief review of the actuator/sensor selection method-
ology is provided in the subsequent section. Upon outlining
the selection methodology, the experimental system is de-
scribed including the optimal piezoceramic actuator and sen-
sor for structural acoustic control of a panel radiating into a
half-space.H2 design methodologies were applied~Clark
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et al., 1998!, and the experimental results are compared to
the predicted results. The experimental results demonstrate
that the band-limited transducer selection methodology for
disturbance rejection provides the structural acoustic control
system engineer with a powerful and simple technique for
selecting transducers from analytical or experimental models
of systems.

I. BAND-LIMITED TRANSDUCER SELECTION FOR
DISTURBANCE REJECTION

In structural acoustic control we seek to reduce sound
radiation from a structure~Fuller, 1988!. Under such con-
straints, previous research has demonstrated that only some
of the structural modes are efficient acoustic radiators within
the low-frequency bandwidth targeted for such application
~Wallace, 1972a, b; Lomas and Hayek, 1977!. As such we
typically modify models of structures to incorporate radia-
tion filters which provide, as a performance output, a mea-
sure of sound power radiated~Baumannet al., 1991; Cunne-
fare, 1991; Gibbset al., 1998!. Such filters, when augmented
to a structural model, yield what is frequently termed a gen-
eralized plant in control terminology,P(s). A block diagram
of the generalized plant is presented in Fig. 1. As illustrated,
the plant is subjected to disturbance inputs,w(s), and con-
trol inputs,u(s). The outputs of the generalized plant are the
performance variables,z(s), and the sensed or measured
variables,y(s). The corresponding input–output equations
can be expressed as follows~Clark et al., 1998!:

Fz~s!

y~s!G5F Pzw~s! Pzu~s!

Pyw~s! Pyu~s!
G Fw~s!

u~s! G . ~1!

The performance path is defined by the transfer matrix exist-
ing between the exogenous input disturbances and the per-
formance outputs,Pzw(s). The control path is defined by the
transfer matrix existing between the control inputs and the
measured or sensed outputs,Pyu(s). In structural acoustic
control, the performance path is defined between the distur-
bances which serve to excite the structure and the radiation
filters used to estimate the sound power radiated.

Lim ~1997! proposed a method of determining the opti-
mal subset of actuators and sensors for control based upon a
weighted measure of the modal participation of each sensor/
actuator combination. To determine the transducer pairs best
suited for control, the Hankel singular values of the system
through the performance path and the control path were de-
termined. Lim and Gawronski~1996! noted that the Hankel
singular values of a discrete time model of a lightly damped
structure can be efficiently computed from a diagonalized
form of the state space model of the system, denoted by the
quadruple~A, B, C, D!. As noted by Lim and Gawronski
~1996!, a similarity transform can be constructed such that
the transformed system matrix is block diagonal:

Ã5S Ã1 0 ... 0

0 Ã2

] • �

0 ... Ãn

D , ~2!

where

Ãi5FRe~zi ! 2Im~zi !

Im~zi ! Re~zi !
G ~3!

and

zi5exp~d i1 j c i !T ~4!

is the i th discrete eigenvalue ofA with corresponding eigen-
vector, v i . ~Note that d i6 j c i are the eigenvalues of the
corresponding continuous time system.! The similarity trans-
form is defined by the transformation matrix,

V5@r 1 ,...,r n#, ~5!

where r i5@Re(vi)2Im(vi)#. The resulting transformation
produces states whose eigenvectors approximately corre-
spond to principal directions. The corresponding transforma-
tions of theB, C, andD matrices are defined as follows:

B̃5V21B, ~6!

C̃5CV, ~7!

D̃5D . ~8!

Owing to the diagonal dominance of the discrete controlla-
bility and observability grammian for lightly damped struc-
tures, the square of thei th Hankel singular value~HSV! can
be approximated as follows~Lim and Gawronski, 1996!:

g1
4'

tr @B̃B̃T# i i tr @C̃TC̃# i i

~4d iT!2 . ~9!

Note thatd i↔z iv i , wherez i is the damping ratio of thei th
mode andv i is the natural frequency of thei th mode. Thus,
the i th HSV is directly related to the time scale, 1/(z iv i), of
the i th, lightly damped, structural mode. As detailed by Lim
and Gawronski~1996!, the approximation is accurate up to
frequencies near 90% of the Nyquist frequency.

Defining the HSVs through the disturbance path as

Gzw
2 5diag~gzw1

2 ,...,gzwn

2 !, ~10!

and the HSVs through the control path as

Gyu
2 5diag~gyu

2 ,...,gyun

2 !, ~11!

one obtains a measure of the level of participation of each
structural mode or state in the performance path,Pzw(s), and
control path, Pyu(s), respectively. One can compute the
HSVs defined in Eq.~11! for every possible input–output
path ~i.e., every possible combination of an array of trans-
ducers targeted for control!. Additionally, one can compute
the HSVs for the general vector of inputs and outputs~i.e.,
using all possible actuators and sensors! as a baseline:

G̃yu
2 5~ ḡyu1

2 ,...,ḡyun

2 !. ~12!

FIG. 1. Block diagram of generalized plant.

3408 3408J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 R. L. Clark and D. E. Cox: Actuator/sensor selection strategy



From Eqs.~10!–~12!, Lim ~1997! defined the following per-
formance metric for sensor/actuator selection:

Jqp[(
i 51

n gyqupi

4

ḡyui

4 gzwi

4 , ~13!

whereJqp is the performance metric associated with theqth
sensor andpth actuator, andn is the number of complex
conjugate pole pairs~i.e., modes! of the system. The perfor-
mance metric defined by Eq.~13! thus provides a measure of
the relative modal participation of each sensor/actuator com-
bination over the relative modal participation of all possible
sensor/actuator combinations weighted by the modal partici-
pation through the performance path. Obviously, if a mode
~state! does not exist in the performance path, it is weighted
by zero. The metric outlined by Lim~1997! thus offers a
convenient and computationally efficient means of determin-
ing a subset of actuators and sensors which couple well to
modes present in the performance path.

However, for feedback control applications, practical
constraints impose limitations on bandwidth, and as such
there are always modes outside of the bandwidth of interest
which present problems with respect to the trade-off between
stability and performance. We often seek to limit the partici-
pation of out-of-bandwidth modes by implementing low-pass
filters or by forcing the compensator to ‘‘roll-off’’ at some
predetermined frequency through loop-shaping techniques.
However, such practices can serve to complicate the com-
pensator design. Additionally, we often seek to design com-
pensators based upon reduced-order models of the system,
reducing the order of the resulting compensator for practical
implementation. All of these practical design issues serve to
introduce sensitivity to structural modes present outside of
the bandwidth identified for control. Ideally, we would seek
a set of sensor/actuator pairs which naturally filter the con-
tribution of out-of-bandwidth modes while at the same time
couple well to those modes which dominate the disturbance
path.

As was demonstrated by Clark and Cox~1998!, a per-
formance metric can be developed which emphasizes band-
limited coupling to structural modes important in the distur-
bance path and de-emphasizes coupling to structural modes
outside of the identified bandwidth. To develop this metric,
Clark and Cox~1998! distinguished between the number of
in-bandwidth modes,nin , and the number of out-of-
bandwidth modes,nout5n2nin , used in their performance
metric. For the in-bandwidth modes, the selection metric is
identical to that presented by Lim~1997!:

Jqp
in 5(

i 51

nin S gyqupi
4

ḡyui
4 D gzwi

4 . ~14!

However, to enhance stability, we prefer to limit the cou-
pling through the control path,Pyu , to the out-of-bandwidth
modes. As such, a metric is defined by weighting the nor-
malized HSVs for the control path with themselves and tak-
ing the reciprocal of the result to emphasize poor coupling:

Jqp
out5S (

i 5nin11

n S gyqupi

4

ḡyui

4 D gyqupi

4 D 21

. ~15!

If each metric of Eqs.~14! and ~15! are normalized with
respect to their maximum entry, and the normalized metrics
are defined byJ̄qp

in andJ̄qp
out, respectively, the sum of the two

normalized metrics results in a selection methodology which
provides a trade-off between in-bandwidth performance and
out-of-bandwidth stability:

Ĵqp5 J̄qp
in 1 J̄qp

out. ~16!

Selection is based upon those sensor/actuator pairs that
couple well to modes present in the disturbance path over the
desired bandwidth of control and those that couple poorly to
modes present in the control path outside of the desired
bandwidth of control.

II. REVIEW OF STRUCTURAL ACOUSTIC MODEL

The emphasis of the work presented herein is placed
upon the experimental demonstration of the band-limited
sensor/actuator selection methodology for disturbance rejec-
tion. A test structure was machined from steel, measuring
1831630.1875 in.3 thick. The boundaries were constructed
to approximate that of a simply supported plate, and piezo-
ceramic transducers measuring 63430.0075 in.3 thick were
available for experimental implementation. These relatively
large piezoceramic patches were not sized for control author-
ity, rather they were selected based upon the results of a prior
study which demonstrated that large aperture transducers
serve as spatial wave number filters and provide greater con-
trol over the low-bandwidth modes required for structural
acoustic control~Vipperman and Clark, 1999!.

In a previous study by Clark and Cox~1998!, the per-
formance metrics defined in Eqs.~13! and~16! were used to
select a single sensor/actuator pair devoted to controlling the
sound power radiated from the panel, assuming that it radi-
ates into a half-space. The objective was to determine the
optimal transducer pair from a predetermined array of pos-
sible transducers for control of sound power radiated below
approximately 1 kHz. To accomplish this task, radiation
modal expansion~Gibbs et al., 1998! was used to generate
filters modeling the rms sound power radiated. For the band-
width identified, only the first radiation mode was used. The
first radiation mode captures the radiation of volumetric
modes at low frequency. Essentially, sound radiation from
the ~1,1!, ~1,3!, ~3,1!, and~3,3! modes is targeted.

For the chosen test structure, an analytic model was de-
veloped in an earlier study~Clark and Cox, 1998! using an
assumed modes approach with simply supported boundary
conditions and proportional damping. This model was suit-
able for the actuator/sensor optimization process, however, it
neglected filter dynamics and nonideal boundary conditions
present in the experimental setup. Therefore, for control de-
sign and evaluation an experimentally identified model was
used, as described in the next section.

In the analytic model there are ten structural modes
within the bandwidth of interest. A total of seven target lo-
cations were identified resulting in 49 possible sensor/
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actuator combinations including colocated options. Due to
the use of piezoelectrics patches as both the sensor and ac-
tuator transducer many of these combinations are redundant.
For example, using sensor-2 and actuator-3 is equivalent to
using sensor-3 and actuator-2. This reciprocity is apparent in
the results. The target center-point locations for each trans-
ducer in nondimensional plate coordinates are presented in
Table I. Additionally, the center-points are indicated by as-
terisks on the schematic diagram of the plate illustrated in
Fig. 2. Also shown in Fig. 2 are the resulting optimal loca-
tions for a single sensor/actuator pair based upon the selec-
tion metric defined by Clark and Cox~1998! of Eq. ~16!.

Upon applying the metric developed by Lim~1997!, Eq.
~13!, the optimal sensor/actuator combination selected was a
colocated transducer centered on the plate~sensor 3/actuator
3!. Due to the efficient coupling of modes with odd indices,
this location was anticipated for low-frequency~,1 kHz!
structural acoustic control. However, the sensor/actuator pair
~sensor 3/actuator 2! resulting from the metric defined by
Clark and Cox~1998!, Eq. ~16!, was nonintuitive. It was
assumeda priori that a single patch centered on the plate
would couple well to efficient radiators at low frequency and
adequately filter modes at higher frequency due to the di-
mension of the transducer and its relative symmetry in loca-
tion. To reconcile the two transducer pair options, the fre-
quency response of each was plotted. As illustrated in Fig. 4,
it is obvious why sensor 3/actuator 2 resulted as the optimal
transducer pair based upon the metric of Eq.~16!: the re-
sponse to out-of-bandwidth modes~.1 kHz! is significantly
less through this sensor/actuator pair than it is through the
colocated transducer pair centered on the plate. However,

there is very little difference in the in-bandwidth~,1 kHz!
response.

To test the sensor/actuator selections, two transducers
were bonded to the test plate as illustrated in the schematic
diagram of Fig. 2. Transducers were bonded to opposite
sides of the plate due to the required overlap in the optimal
locations from the metric of Eq.~16!. The transducer cen-
tered on the structure was operated as an adaptive sensori-
actuator~Vipperman and Clark, 1999! to achieve the colo-
cated transducer pair selected by the metric of Eq.~13!. An
adaptive sensoriactuator is defined as a transducer used si-
multaneously for sensing and actuation and capable of con-
tinuously rejecting the electrical contribution of the output
associated with the feedthrough from the applied electrical
input. Specific details of implementation for piezoceramic
transducers are outlined in the prior work of Vipperman and
Clark ~1999!.

III. SYSTEM IDENTIFICATION AND CONTROL
SYSTEM DESIGN

Prior to designing the control system, the experimental
test structure was identified using the time-domain eigen-
value realization algorithm~ERA! ~Juang and Pappa, 1985!.
Each transducer illustrated in Fig. 2 was operated as a sen-
soriactuator, and the multi-input, multi-output~2I2O! system
was identified. A plot of the frequency responses, both mea-
sured and from the identified model, of the piezoceramic
transducer centered on the plate~transducer 3 of Fig. 2! and
operated as a sensoriactuator are presented in Fig. 3~a!. As
illustrated, the dynamic response of the system is accurately
captured with a 28-state model over the bandwidth pre-
sented. In Fig. 3~b!, the frequency responses of the measured
and identified model of the structure using transducer 3 as a
sensor and transducer 2 as an actuator are presented. Again,
the measured frequency response and that resulting from the
identified model correlate well below approximately 1200
Hz.

FIG. 2. Schematic diagram of test panel showing center-points of transducer
options and optimal sensor/actuator location.

FIG. 3. Comparison of measured frequency response function and that pre-
dicted with model obtained through experimental system identification for
both transducer pair options.

TABLE I. Center-points of piezoceramic transducers in nondimensional
plate coordinates.

Transducer x coordinate y coordinate

1 0.3 0.3
2 0.4 0.4
3 0.5 0.5
4 0.3 0.5
5 0.4 0.5
6 0.5 0.3
7 0.4 0.3
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The bode plots of the two transducer pair options are
presented in Fig. 4. As illustrated, both the colocated trans-
ducer pair~sensor 3–actuator 3! and the non-colocated trans-
ducer pair~sensor 3–actuator 2! couple well to structural
modes below 1 kHz. However, above 1 kHz, the non-
colocated transducer pair~sensor 3–actuator 2! provides
‘‘roll-off’’ due to spatial filtering, which serves to reduce the
effects of structural modes on the closed-loop response out-
side of the identified bandwidth for control. If a low-pass
filter was introduced to achieve this same reduction in mag-
nitude, an additional phase-lag would result. However, due
to the spatial filtering provided by the distributed, non-
colocated transducers, the reduction in magnitude is
achieved at frequencies greater than 1200 Hz with no addi-
tional phase-lag. This crude ‘‘spatial loop-shaping’’ provides
the control system designer with an added benefit since the
in-bandwidth compensator can be designed for more aggres-
sive control without increasing the loop-gain outside of the
desired bandwidth for control.

For the experimental results presented, a two-pole Ithaco
high-pass filter with a corner frequency of 10 Hz and a four-
pole Ithaco low-pass filter with a corner frequency of 2 kHz
were used to filter the sensor signals. The data was collected
with a TMS320C40 digital signal processor using a 16-
input–8-output analog to digital~A/D! and digital to analog
~D/A! board. The same boards were used in the implemen-
tation of the compensator, at a sample rate of 5 kHz. A
four-pole smoothing filter was implemented on the outputs
of the D/A at a frequency of 2 kHz. Krohn-Hite model 7600
power amplifiers were used to drive the piezoceramic trans-
ducers. A custom designed circuit implemented the adaptive
sensoriactuator to operate the center transducer simulta-
neously as a sensor and an actuator~Vipperman and Clark,
1999!.

To develop a model of the radiation filters, the radiation
modal expansion~RME! technique was applied~Gibbset al.,
1998!, and the plate was subdivided into 20 rectangular ele-
ments of equal surface area. The response between each ac-
tuator and the acceleration measured at the center-point of

each elemental area was obtained and included as part of the
identified model. Through RME, a weighted sum of the ve-
locity measured at each coordinate is developed for each
radiation filter used. Thus, if four radiation filters are used,
then the 20 velocity measurements can be reduced to four
signals whose weighted sum is dependent upon the ‘‘shape’’
~applied through the weighted sum! of the radiation mode.
This greatly simplifies the time required for system identifi-
cation and provides a measure of the radiated sound power
over the bandwidth of interest.

A loudspeaker was used to generate the disturbance, and
it was placed on center with the plate at a 45-degree angle of
incidence and 18 in. from the plate. The input was band-
limited noise up to 2 kHz. A comparison of the sound power
radiated to that predicted using a single radiation filter is
presented in Fig. 5. Recording the frequency response be-
tween the disturbance and all 20 accelerometer positions and
storing the data provides a mechanism for estimating the
radiated power. The power computed from the discretized
approximation of the Rayleigh integral is computed and la-

FIG. 4. Comparison of measured fre-
quency response functions for each
transducer pair, emphasizing roll-off
resulting from spatial filtering through
sensor 3–actuator 2..

FIG. 5. Comparison of predicted sound power radiated using the power
matrix and the first radiation mode.
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beled ‘‘power matrix’’ in Fig. 5. This measure serves as the
reference~i.e., best that can be computed using all radiation
filters!. As illustrated, below 800 Hz, a performance measure
based solely upon a single radiation filter is sufficient for
designing compensators for dynamic control. While adding
additional higher-order radiation filters leads to a better esti-
mate of the radiated power at higher frequency, the single
radiation filter, which requires only a single-state filter, suf-
ficiently characterizes the desired performance of the volu-
metric radiators. Note also that peaks corresponding to reso-
nances of the~1,2!, ~2,1!, and ~2,2! structural modes are
notably absent from the measured estimate of sound power,
owing to their poor radiation efficiency.

From these dynamic models, compensators were de-
signed based uponH2-synthesis~Clark et al., 1998!. A block
diagram of the model used for compensator design is pre-
sented in Fig. 6. As illustrated, radiation filters were applied
to the output of the experimental model of the plate. A 28-
state, reduced-order model of the plate was developed in-
cluding a one-state model for the radiation filter. Perfor-
mance variables were selected fromzu , a signal representing
control effort penalty, andzR , a signal representing the ra-
diated power. Measured outputs,y, consisted of transducer 3
as a sensor for both control cases examined. However, con-
trol inputs,u, were selected from either transducer 3 for se-
lection metric of Eq.~13! or transducer 2 for selection metric
of Eq. ~16!. The process noise,wp , was constructed by driv-
ing the modeled dynamics through transducer 3 and trans-
ducer 2 with independent, spectrally white inputs, and the
sensor noise,ws , was constructed with a spectrally white
input applied to the sensors. A comparison of the measured
output, y, for a given process noise and sensor noise are
plotted for the identified model of the structure in Fig. 7.
Since the same sensor was used in each control system de-
sign case, the process noise and sensor noise weightings
were held at consistent levels in the design process.

IV. RESULTS

Applying H2-synthesis, a compensator was designed for
each single-input, single-output~SISO! transducer pair se-
lected by the two alternative performance metrics. The loop-
gains for each are presented in Fig. 8. In calculating the
loop-gain a full order evaluation model of the system was
used, which contained the effects of structural modes outside
of the desired bandwidth for control. As illustrated, the trans-
ducer pair~sensor 3–actuator 3! selected by the performance
metric defined in Eq.~13! results in loop-gains near unity at
a frequency of approximately 1838 Hz. Given that the dy-

namics of the system are ignored at this frequency in the
design model, one would expect possible stability problems.
However, for the transducer pair~sensor 3–actuator 2! se-
lected by the performance metric defined in Eq.~16!, the
loop-gain is much less than unity at higher frequencies due
to the inherent ‘‘roll-off’’ resulting from the spatial filtering.
The in-bandwidth loop-gain~,1 kHz! is roughly the same at
all of the resonance frequencies desired in the performance
path as illustrated in Fig. 8.

The predicted performance based upon the full-order,
experimentally identified dynamics of the system are pre-
sented in Fig. 9. The sound power radiated by the~1,1! mode
~142 Hz!, ~3,1! mode~593 Hz!, and~1,3! mode~712 Hz! are
all attenuated significantly for both transducer pair options.
However, at approximately 1838 Hz, an increase in acoustic
response is predicted for the colocated transducer pair~sen-
sor 3–actuator 3!. In fact, the predicted closed-loop response
was on the border of instability, consistent with expectation
based upon the loop-gains of Fig. 8. The predicted instability
for the experimental system was also consistent with that

FIG. 6. Block diagram of control system design plant.

FIG. 7. Sensor output due to process and sensor noise inputs, as used for
both control system designs.

FIG. 8. Predicted loop-gain for alternative transducer pairs given the same
design parameters~control effort penalty of 1.5e25 and sensor noise of 1!.
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predicted for the analytical model considered previously by
Clark and Cox~1998!.

Upon implementing the two compensators on the experi-
mental test-rig, the closed-loop response presented in Fig. 10
was obtained. The frequency responses between the distur-
bance applied through the loudspeaker and the acceleration
measured at the 20 discrete points on the structure required
to estimate the sound power radiated were obtained. Apply-
ing the full radiation matrix to these measured frequency
response functions provides a means of estimating the total
sound power radiated. Notice that the performance of the
two SISO controllers is nearly identical below 1000 Hz as
illustrated in Fig. 10. Also note that the only structural
modes controlled are those present in the performance path
associated with the first radiation mode. The acoustic power
at structural resonances greater than 800 Hz are not modeled
and are thus ignored in the dynamic compensator. Including
more radiation modes would serve to enhance performance
at higher frequencies.

However, upon considering the frequency responses
above 1000 Hz~presented in Fig. 11!, one observes that the

controller implemented with the colocated transducer pair
~sensor 3–actuator 3! results in significant spillover at ap-
proximately 1838 Hz, as was predicted. In fact, the controller
for this SISO transducer pair is on the border of instability
for the given design parameters~a control effort penalty of
1.5e25 and a sensor noise of 1!. Thus, through appropriate
transducer selection, one can obtain the same level of perfor-
mance within a prescribed bandwidth while minimizing the
effects of spillover outside of the identified bandwidth, as
demonstrated by the closed-loop response of the non-
colocated transducer pair~sensor 3–actuator 2!.

V. CONCLUSIONS

A band-limited method of selecting actuators and sen-
sors for structural acoustic control is reviewed, and experi-
mental results are presented to demonstrate the approach. By
applying a selection metric which emphasizes in-bandwidth
coupling to structural modes present in the performance path
and de-emphasizes out-of-bandwidth coupling to structural
modes in the control path, a crude method of ‘‘spatial loop-
shaping’’ is developed. The results presented show that this
technique can be used to define transducer locations which
reduce the effect of spillover in feedback controllers. The
technique serves to solidify methods applied in structural
acoustic control and adaptive structures in a synergistic de-
sign philosophy which incorporates the selection of the
transducers as part of the integrated control system design
process.
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Statistical structures of indoor traffic noise in a high-rise city
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Noise measurements were conducted in seven residential flats close to the traffic in Hong Kong.
Noise-level time variations and their statistics are discussed. The results of the overall noise level
statistics reveal that Gaussian noise-level distribution can only be found under the free traffic-flow
condition while some characteristics of gamma noise-level distributions are observed when the flow
is of the interrupted type. Short-duration noise-level time variation statistics reveal a well-defined
relationship between skewness and kurtosis for each traffic-flow pattern identified. Results also
suggest that the Pearson type I and IV distributions are useful for describing the short-duration
noise-level distributions. ©1999 Acoustical Society of America.@S0001-4966~99!00512-3#
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INTRODUCTION

In a densely populated high-rise city such as Hong
Kong, the acoustical environment under the influence of traf-
fic noise may differ from those of the smaller cities. This is
largely due to the proximity of trunk roads to large
buildings1,2 and the effect of city reverberation.3

The importance of traffic noise in environmental control
has attracted the attention of many acousticians and scientists
in the past few decades. Griffithset al.4 studied the subjec-
tive effects of traffic-noise exposure on human beings in the
London area. A similar study focused on the behavior of
human beings exposed to traffic noise was carried out in two
French cities by Lambertet al.5 Traffic-noise criteria for as-
sessing the annoyance caused by traffic noise have also been
studied. Scholes6 found that the A-weighted equivalent
sound-pressure levelLAeq and the traffic noise index~TNI!
calculated from the A-weighted percentile levelsLA10 and
LA90 correlate satisfactorily with human annoyance. The use
of percentile levels as the noise criteria was further investi-
gated by Langdon and Griffiths.7 LA10 is widely used in traf-
fic noise-control practices nowadays.

Physical noise measurements were also conducted by
researchers all over the world. Examples are the works of
Ko1 in Hong Kong, Ishiyamaet al.2 in Tokyo, Cannelli8 in
Rome, and more recently, Chakrabartyet al.9 in Calcutta.
Scale-model studies have also been done by Liu10 and Ya-
mashita and Yamamoto.11 However, this list is by no means
exhaustive. Empirical formulas for the estimation ofLA10

under known traffic volume have also been developed.12

Statistical modeling of traffic noise is also a research
topic. Foxon and Pearson13 concluded from the results of a
site measurement that the distribution of traffic-noise level is
Gaussian-like. However, Kurze14 has showed both math-
ematically and experimentally that the noise-intensity fluc-
tuation due to free-flowing traffic is gamma-distributed. It
should be noted that Foxon and Pearson13 and Kurze14 were
using different quantities for describing the noise statistics.
Foxon and Pearson13 used the noise level in dB while
Kurze14 discussed the noise intensity. The noise levelL is
related to the noise intensityI by the well-known logarithmic
relationship

L510 log0~ I /I ref!,

where I ref denotes the reference noise intensity. The more
recent results of Don and Rees15 suggest complicated noise-
level distributions depending on the compositions of road
vehicles, and they have developed a model based on the
superposition of Gaussian distributions for the estimation of
traffic-noise probability distribution. However, their pro-
posed model has not been widely adopted in the traffic-noise
prediction practice. Despite the efforts of previous research-
ers, a commonly agreed-upon distribution function for traffic
noise has not been sought, nor its shape under different
traffic-flow patterns.

Most of the measurements mentioned above were not
conducted at the facades of buildings. In a high-rise and
densely populated city, the transmission of traffic noise the
indoor built environment through the building facades is a
big problem. Owing to the large variation of the indoor
acoustical conditions, results of indoor traffic noise in exist-
ing literature are very limited. One example is due to Ko,16

who showed the existence of a fairly good correlation be-
tween indoor and outdoor traffic-noise levels in the open
window case. The present study is an attempt to find out
whether a fixed traffic-flow pattern will lead to a certain gen-
eral shape of the indoor traffic noise-level distribution. It is
hoped that the present results can provide information for
further development of the traffic-noise prediction method.

I. SITE MEASUREMENTS

A. Methodology

In the present study, seven site measurements were car-
ried out within the urban area of Hong Kong where the major
source of noise was traffic. Simultaneous recording of out-
door and indoorLAeq,T52 s was done using two Metrosonics
dB-3100C integrating sound-level meters. They also mea-
sured noise-level probability distributions, the overallLA10

andLA90 . The outdoor noise levels were measured 1 m from
the building facades while the indoor ones were recorded
close to the centers of the indoor environments. Duration of
each measurement was at least 25 min. A video recording of
the traffic flow was carried out in parallel with each noise
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measurement for later traffic count and other analyses. Mean
speeds of the vehicles were also estimated from their passage
time between two lampposts with a known separation. In
addition, reverberation measurement was carried out in each
indoor environment using the Bru¨el & Kjær 2144 frequency
analyzer in the multispectrum mode. Open window condition
was adopted in the present study.

B. General site information

The seven sites selected in the present study are either
near a main trunk road or a road junction with buildings on
both sides of the associated roads. Thus, the results are
mainly related to two types of traffic-flow patterns—the free
flow14 and the interrupted flow.17 The latter flow pattern de-
scribes the situation in which the vehicles decelerate, stop,
and accelerate again.17 This phenomenon is common for
road junctions. These two mentioned traffic-flow patterns are
also typical in high-rise and densely populated cities. It is not
intended to subdivide the interrupted flow pattern into
banked and pulsed flow patterns as in Don and Rees.15 This
will be discussed later.

Table I summarizes the general features of these sites
and Fig. 1~a! to ~c! show the survey maps for sites C, D, and
E which illustrate all the essential features of the present
surveyed sites. Effect of traffic interruption by traffic light is
important at sites E to G, which are close to road junctions.
However, the traffic pattern for site D was unavoidably af-
fected by a traffic light located about 500 m away from the
measurement point, though the vehicles could move with
speeds similar to those in sites A to C. Sites A to C are close
to main trunk roads where there is no traffic light within 1
km from measurement points. It should also be noted that the
buildings surrounding site E are packed very closely to each
other so that the clearance between them is very small. In
addition, the results from the reverberation time measure-
ments reveal that a great variety of indoor environments has
been covered in the present study. The indoor environments

associated with sites A, B, and G are unfurnished. The gen-
eral heights of the buildings shown in Table I reflect a fea-
ture of a high-rise city. The road junctions studied by
Chakrabartyet al.9 are surrounded by low-rise buildings.

C. Traffic-flow data

Traffic count and vehicle-speed estimation were done
after the site measurements by playing back the video re-
cordings. Traffic volume, the decomposition of traffic, and
average vehicle speed for each site are tabulated in Table II.
The average vehicle speeds for the sites close to road junc-
tions are obtained during the green traffic light condition.
Also, a majority of the vehicles fell into the category ‘‘pas-
senger car and taxis.’’ In general, the average vehicle speed
under the free-flow condition is higher than that under the
interrupted flow. However, as stated before, the traffic flow
at site D was affected by a traffic light 500 m away from the
noise measurement point so that the vehicles may not have
attained their normal speeds in the free-flow situation. It
should also be noted that the speed limit enforced by the
local government will limit the speeds of the vehicles and
since the road at site D is not a main trunk road, the lower
traffic volume will lead to a partially continuous flow pat-
tern. This type of traffic flow is referred to as the partially
continuous free flow in the foregoing discussions. It will be
shown later that the results obtained at site D show the fea-
tures of both the free and interrupted flows.

II. RESULTS AND DISCUSSION

Both the equivalent sound-pressure levels at 1 m from
the building facade and in the indoor environments were
recorded every 2 s in thepresent study. In the following
sections, their time variations and statistical characteristics
are discussed. In the present investigation, the time varia-
tions of the indoor noise levels follow closely those of the

TABLE I. General features of measurement sites.

Site A B C D E F G

Road type Main trunk Main trunk Main trunk Distributor Distributor Distributor Distributor
Speed limit
~km/h!

70 70 70 50 50 50 50

Anticipated traffic
flow

Free Free Free Free Interrupted Interrupted Interrupted

Number of lanes 6~3 in each
direction!

6 ~3 in each
direction!

6 ~3 in each
direction!

4 ~2 in each
direction!

6 ~3 in each
direction!

4 ~2 in each
direction!

4 ~2 in each
direction!

Distance from
traffic light ~km!

.1 .1 .1 ;0.5 0.05 0.07 0.05

Traffic light
durationa ~s!

¯ ¯ ¯ ¯ 60G160R
both sides

30G180R near side
20G190R far side

37G160R near side
20G160R far side

37G160G near side
20G160R far side
General building
clearance~m!

.10 .10 .10 ;5 generally no
clearance

,5 .10

General building
height ~m!

80 80 65 35 34 40 65

Indoor
reverberation time

0.8 0.8 0.4 0.5 0.4 0.4 0.8

aG: green light; R: red light.
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outdoors, as discussed in Ko.16 Also, it is found that the
indoor reverberation characteristics do not affect this rela-
tionship, though it does affect the difference betweenLAeq in
the indoor environment and at the building facade~not

shown here!. In order to simplify the following discussion,
the results presented hereinafter, unless otherwise stated, are
those obtained indoors.

A. Noise-level variations and their overall statistics

Occasional lulls in the traffic flow result in reduced lev-
els, which appear as downward-pointing spikes in the time
trace of noise-level variations. A typical example of this is
that obtained at site C~free flow! shown in Fig. 2~a!. Bursts
of accelerating or decelerating traffic, especially prevalent
near traffic lights, produce the spikes of increased noise ob-
served in Fig. 2~b! ~site F, interrupted flow!. Such spikes can
have a magnitude as high as 15 dB. Figure 2~c! illustrates the
noise-level time variation obtained at site E, which is af-
fected by a traffic signal with equal duration of red and green
light. The noise level varies periodically with nearly constant
amplitude, resulting in a relatively uncommon statistical dis-
tribution. It will be discussed later.

The partially continuous free-flow traffic pattern at site
D contains both lulls and bursts resulting from the traffic
light located far away from the measurement point and the
lower traffic volume~not shown here!. A similar phenom-
enon is observed in an additional measurement conducted at
site A when the traffic volume was only about 3300 vehicles
per h and the nominal vehicle speed was 65 km/h. Such
excursions from the average level significantly affect the
shape, and thus influence the higher moments of the traffic
noise-level distribution. Skewness,s, and kurtosis,k, as de-
fined by Stuart and Ord18

s5
( f ~x2 x̄!3

s3 and k5
( f ~x2 x̄!4

s4 23, ~1!

wheref is the probability distribution,$x% the sample,s the
standard deviation of$x%, andx̄ the sample mean, have been
calculated for the free-flowing~sites A, B, and C! and the
interrupted flow~sites E, F, and G! traffic situations as well
as for site D, which appears to be a mixture of both flow
conditions. Results are presented in Table III. The skewness

FIG. 2. Time variations ofLAeq,T52 s. ~a! site C (LAeq,T525 min555.9 dB);
~b! site F (LAeq,T525 min558.6 dB); ~c! site E (LAeq,T525 min561.9 dB).
Horizontal straight line:LAeq,T525 min.

FIG. 1. Examples of measurement site locations.~a! site C; ~b! site E; ~c!
site D.✪: Measurement location;;: traffic light.
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for the interrupted traffic-flow cases is always positive. Fig-
ure 3 illustrates some typical examples of the indoor noise-
level distributions for the three types of traffic conditions at
1-dB bin range. The corresponding distributions for the out-
door noise levels are very similar to those shown in Fig. 3
and are not presented.

For a gamma-distributed noise-intensity time record, the
resulting noise-level distribution will have a negative skew-
nesss. Therefore, Fig. 3 shows that the noise-intensity fluc-
tuation may be gamma-distributed only for the case with a
continuous free-traffic flow. However, the skewness of the
present distributions is very much higher than that of the
noise-level distributions having the same kurtosis but with
gamma-distributed noise-intensity fluctuations as shown in
Table III. This suggests that the present noise intensity does
not follow the gamma distribution proposed theoretically by
Kurze.14 Also, the present distributions differ from those pre-
sented by Ko,1 which show significant positive skewness.
However, it should be noted that although there is no agree-
ment with the gamma distribution in these overall statistics,
the noise-level distributions within short time intervals do
follow some common probability density distributions. This
will be discussed in the next section.

The corresponding noise-level distributions for the par-
tially continuous free-traffic flow cases are Gaussian-like
with small skewness and kurtosis~Table III!. This is prob-
ably due to the randomness in the arrival time and spatial
distribution of vehicles so that the results tend to agree with
those of Johnson and Saunders.19 The Gaussian-like traffic

noise-level distribution of Foxon and Pearson13 appears to be
due to this partially continuous flow pattern. Their measure-
ment site was located in an area with both free flow and
interrupted traffic—a situation similar to site D.

The higher the discontinuity of the traffic flow, the more
positive the noise-level distribution skewness will be. In gen-
eral, the shapes of the noise-level distributions do not really
agree with those suggested by Don and Rees.15 Though the
noise-level distribution for site E has two peaks, the present
data were recorded in the afternoon instead of in the evening
as in Don and Rees.15 Such discrepancy may be due to the
fact that the results of Don and Rees15 are noise-level statis-
tics within 300 s so that they are sensitive to the intermittent
changes in the traffic-flow pattern. However, it will be shown
in the next section that their proposed noise-level distribution
shapes can occur in the short-time statistics. Noise-level dis-
tributions at site G and, in particular, site F have skewness
close to unity and approximate more closely a gamma distri-
bution ~for a gamma distribution with meanp54.9, s
50.90, andk51.22!. The positive skewness results from the
high-magnitude upward spikes in theLAeq,T52 s time varia-
tion such that the overall equivalent sound-pressure level
LAeq is higher than the mode of the level distribution@e.g.,
Fig. 2~b!#.

B. Short-time statistics

Since the noise levels keep on changing throughout the
whole measurement period, it is worthwhile to investigate

TABLE II. Traffic-flow data summary.

Site

Number of vehicles/houra

V1 V2 V3 V4 V5 V6 V7 V8 Total
Mean speed

~km/h!

A 95 2304 816 0 96 960 517 242 5030 64
B 52 1620 1188 0 84 1080 480 186 4690 63
C 29 1992 84 0 0 36 7 0 2148 72
D 58 636 216 312 120 84 30 0 1456 45
E 8 780 0 144 204 36 34 4 1210 29
F 7 660 132 144 72 60 19 0 1094 30
G 2 336 48 12 48 24 4 0 472 23

aV1: Motorcycle; V2: passenger car and taxis; V3: light truck or van of unladen weight,2.8 tons; V4: light bus;
V5: double deck bus; V6: median truck of unladen weight,5.5 tons; V7: heavy truck of unladen
weight.5.5 tons excluding container vehicle; V8: container vehicle.

TABLE III. Skewness and kurtosis in overall indoor noise-level statistics.

Site Skewnesssa Kurtosisk
Standard deviation

s ~dB! LAeq, T525 min ~dB!

A 20.45 ~20.77! 0.23 1.49 73.1
B 20.38 ~20.65! 0.06 1.92 51.6
C 20.12 ~20.78! 0.39 2.38 55.9
D 0.06 ~20.51! 20.39 2.27 73.7
E 0.25 ~20.44! 20.79 3.55 61.9
F 0.88 ~no solution! 1.35 2.41 58.6
G 0.99 ~20.86! 1.02 4.13 65.0
Additional
measurement

0.02 ~20.71! 0.44 1.89 71.3

aData in parentheses denote skewness of noise-level distribution with samek but obtained from gamma-
distributed noise-intensity time fluctuation.
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how the statistical properties of the noise-level variations
will change with time for a deeper understanding on the na-
ture of traffic-noise fluctuations. This section is an attempt to
look into the variations of such properties and to look for
their common characteristics. Statistical parameters, such as
the standard deviation, skewness, and kurtosis, are calculated
within any 5-min consecutive intervals of the recorded in-
doorLAeq,T52 s time variations. It is not believed that shorter
calculation intervals are suitable to ensure reliable statistics
because transient noises and pulses will then contaminate the
results so obtained. Five-minute intervals have been adopted
for the measurement of unsteady noise inside office
buildings20 as well as in the traffic-noise study.15

The standard deviations of the noise levels in the present
study are lower than those of Don and Rees15 ~Fig. 4!. It can
also be observed from Fig. 4 as well as from Table III that
higherss are found at sites E and G where the durations of
the red traffic light are relatively short~Table I! and the
nominal speeds of the vehicles are low~Table II!. Deviation
of the present short-time noise-level statistics from the
Gaussian distribution is observed where the noise climate

LA10,T55 min2LA90,T55 min is concerned~Fig. 4!. The noise
climate can be assumed to be proportional tos only when
the latter is small (s<1.5 dB). This is different from the
results of Don and Rees.15 Gamma noise-level distribution is
not valid in the present case. Relatively large scattering is
observed ats'2.4, where the variation range of the noise
climate is around 4 dB. This results from the free-flow traffic
at site C. This will be further discussed later.

Examples of the 5-min noise-level distributions, in
0.5-dB bins, indicate substantial differences with time at the
same site@Fig. 5~a! and~b!#. An approximately uniform dis-
tribution with a small U-shape obtained from an interrupted
traffic flow at site E@Fig. 5~e!# differs from profiles reported
elsewhere~for instance, Don and Rees15!. It is found from a
replay of the video recording that the vehicles stopped and
started periodically with a distinctive frequency because of
the traffic signal~Table I!. The time variation of the noise
levels therefore appears approximately sinusoidal with
nearly constant amplitude@Fig. 2~c!#. Since a sinusoidal time
variation of noise levels will tend to produce a U-shaped
distribution, the occurrence of the distribution observed in
Fig. 5~e! is explained.

Since the short-time noise-level distributions vary sub-
stantially with time, it is not possible to analyze each of them
individually. In order to characterize these distributions, the
method of Pearson is employed. The type of distribution
function for describing a set of sampled data is determined
by analyzing the skewness and kurtosis of the sample on a
skewness–kurtosis chart called the (b1 ,b2) chart of
Pearson,18 where b15s2 and b25k. Details of the proce-
dure and the importance of the relationship between skew-
ness and kurtosis can be found in standard textbooks on ad-
vanced statistics~for instance, Elderton and Johnson21!. The
present analysis is started off by comparing the~s,k! relation-
ships of the present data with those of the common distribu-
tions.

Though many different shapes of the noise-level distri-
butions can be observed and they seem to appear randomly,
their skewnesss and kurtosisk are bounded and, to a large
extent, related for each type of traffic flow identified in the
present study. Figure 6~a! is a plot of k againsts for the
interrupted traffic cases. Essential features of this plot are
thats is always positive andk can be negative or positive but
it increases and shows a definite relationship withs. The
noise-level distributions are neither Gaussian nor gamma, al-
though some of the overall statistics tend to reveal the char-
acteristics of these two well-known distributions~Fig. 3 and
Table III!. The ~s,k! relationships of some common distribu-
tion functions18 are also included in Fig. 6~a! but none of
them agrees with the present results. Though some agree-
ments with the noise-level distribution with a gamma-
distributed noise-intensity time variation are observed for
small positives, this type of level distribution is in general
not really valid in the positives range. It should be noted that
a similar ~s,k! relationship is also observed for the outdoor
measurements and thus they are not presented. It can also be
noted from Fig. 6~a! that the data for site E show negativek
with small s, showing that the associated noise-level distri-
butions are quite uniform.

FIG. 3. Examples of probability density distributions from overall statistics
of 25-min averages.s: site A; n: site D; ,: site E.

FIG. 4. Variation of 5-min noise climate with noise-level standard devia-
tion. s: site A; h: site B;3: site C;n: site D;,: site E;L: site F;1: site
G; d: additional measurement at site A; ———: Gaussian; ––:
Weibull ~Ref. 22!; –•–: gamma.
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Figure 6~b! shows the~s,k! relationship for the free-
traffic-flow cases, which is less ordered than that shown in
Fig. 6~a!. Unlike the case for interrupted traffic, skewnesss
in this case can be positive or negative and21<s<1. This
coexistence of positive and negatives, together with a rela-
tively large variation in the kurtosisk and a less-ordered~s,k!
relationship in the 5-min statistics will result in a large varia-
tion in the shape of the noise-level probability density and
cumulative distributions. These two distributions have a sig-
nificant effect on the noise climate, resulting in the large
scattering of data associated with site C observed in Fig. 4
(s'2.4).

Skewnesss in this free-flow case is not as large as that
for the interrupted cases. The variation ofk with s tends to be
bounded by the prediction of gamma-distributed noise-
intensity fluctuations for negatives within reasonable toler-
ance. For positives, no collapse of data is possible in reality,
as the gamma-distributed noise-intensity time fluctuation
will result in a negatively skewed noise-level distribution.
This is because the noise intensity and noise level are related
by a logarithmic relationship. Some data tend to agree with
that of a Weibull-distributed noise-level time variation22 and
quite a number of the distributions haves andk close to zero,
suggesting the presence of Gaussian noise-level distributions
in the short-time statistics under the free-flow condition.

No agreement with the gamma-distributed noise-level
prediction can again be observed under the free-flow condi-
tion. A Gaussian-distributed noise-intensity time fluctuation
gives rise to a noise-level distribution with negatives and
largek—a situation not observed in the present study. Thus,
the associated~s,k! relationship is not included in the discus-
sions. Also, a Weibull-distributed noise-intensity time fluc-

tuation givess521.14 andk55.40, which are outside the
range of the experimental results.

The ~s,k! relationship for site D, which represents the
case of a partially continuous free flow affected by a distant
traffic light, is shown in Fig. 6~c!. That for the additional
measurement at site A agrees with Fig. 6~c! for small posi-
tive s,1 ~not shown here!. Skewnesss for this additional
measurement, which was done close to a highway without
flow restriction of any form, is seldom larger than 1. The
corresponding traffic volume was low. Though the noise in
this case appears intermittent, the continuous generation of
noise by the vehicles does not in general produce very posi-
tively skewed noise-level distribution, asLAeq in this case
does not depend very much on the magnitudes of several
specific spikes in the noise-level time variation. This is not
the case for a traffic flow with serious interruption.

Though boths and k vary with time, the present ob-
served~s,k! relationship, at least for a particular type of traf-
fic flow, tends to suggest that both the indoor and outdoor
noise-level distributions are not as random as one expects.
The present~s,k! relationships appear much more organized
than those of Don and Rees.15 Also, the above~s,k! relation-
ships are again found when the time interval for calculation
is reduced to 4 or even 3 min, though a higher order of
scattering can be anticipated~not shown here!, suggesting
the robustness of these relationships. For the shorter time-
interval cases, the ranges ofs andk become larger, in gen-
eral.

It is observed that the short-time statistical structure of
the noise-level time variation differs from the overall statis-
tics quite significantly. It is expected, especially for the in-
terrupted traffic-flow cases, because the short-time statistical

FIG. 5. Examples of 5-min noise-level distributions.~a! site A; ~b! site A; ~c! site D; ~d! site F; ~e! site E; ~f! site C.
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parameters are sensitive to relatively short-duration high-
energy-level acoustical signals and the intermittent changes
in the traffic condition. The question of whether there is any
relationship between these two sets of statistical results is left
to further investigation.

In order to find out the type of distribution that may be
able to describe the general forms of present noise-level dis-
tributions, the present~s,k! relationships are compared with

those of the Pearson’s family on the (b1 ,b2) chart.18 Fine
details of the present short-time noise level distributions are
ignored. Though there are some other families of frequency
curves,21 the Pearson’s family appears to be the most funda-
mental and is thus adopted in the present investigation.

Figure 7~a!, ~b!, and ~c! show the (b1 ,b2) chart18 and
the ~s,k! relationships of the interrupted flow, free-flow, and
partially continuous flow, respectively. These~s,k! relation-
ships are obtained by regression. The 95% confidence
boundaries are also included here to provide for the data
scattering. The Roman letters in Fig. 7 represent the types of
Pearson distributions and the alphabets in parentheses denote
the general shapes of the distributions described in Elderton
and Johnson.21 The thin solid lines are the boundaries sepa-
rating different regions of Pearson distributions. For further
details of the (b1 ,b2) chart and the properties of the Pearson
distributions, please see Refs. 18 and 21.

Figure 7~a! suggests that a majority of the noise-level
distributions obtained under the interrupted traffic-flow con-
dition can be approximated by the Pearson type I curve
which takes the form

f ~x!;S 11
x

a1
D m1S 12

x

a2
D m2

, ~2!

where mis and ais are constants to be evaluated from the
sample$x%. The shape of such distribution depends on the
values ofmis andais. For s2*2, which is only found in the
interrupted flow cases, the measured noise-level distribution
remains close to the Pearson type I curve but there is a higher
chance to have a J-shaped one~not shown here!. For very
small s, the distribution may also take the form of a
U-shaped Pearson type I curve. Whens50, it becomes a
Pearson type II distribution@m15m2 anda15a2 in Eq. ~2!#.
An example of a U-shaped noise-level distribution~which
appears quite rectangular! has been shown in Fig. 5~e!. It is
obtained at site E with an interrupted traffic-flow condition.
However, this region is very narrow and thus is not discussed
further.

Figure 7~b! suggests that while it is possible to find
noise-level distributions which take the forms of the Pearson
type III, IV, V, and VI under the free-flow condition, the
probability of having a bell-shaped Pearson type I distribu-
tion is still higher than those of the others. Some symmetrical
Pearson type VII noise-level distributions can also be ex-
pected for smalls. Unlike the case with interrupted traffic, a
U-shaped Pearson type II distribution is not likely to be
found.

The increase ofk with s is relatively rapid under the
partially continuous-flow condition, as shown in Fig. 7~c!.
Under this type of mixed-flow condition, no dominating dis-
tribution type exists and the noise-level distribution may take
the form of Pearson type I, II, III, IV, V, or VI, depending on
s. For s2.0.7, Fig. 7~c! suggests the use of the Pearson type
IV curve

f ~x!;S 11
x2

a1
2D 2m1

e2m2 tan21~x/a1!, ~3!

to approximate the noise-level distribution, while fors2

,0.3, the bell-shaped Pearson type I curve becomes more

FIG. 6. Relationships between skewness and kurtosis.~a! interrupted traffic
flow; ~b! free flow;~c! partially continuous traffic flow.s: site A; h: site B;
3: site C;n: site D;,: site E;L: site F;1: site G;d: Extreme value;j:
exponential;l: rectangular;m: logistic; .: Laplace; ———: gamma-
distributed noise level; –•–: Poisson-distributed noise level; ––: inverse
Gaussian-distributed noise level; –••–: Weibull-distributed noise level;
•••••: gamma-distributed noise-intensity time fluctuation.
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appropriate. The noise-level distributions obtained under this
traffic condition are usually bell-shaped~a property of the
relevant Pearson curves21!. The Pearson type VII and the
U-shaped type II distributions do not appear to be relevant.

III. CONCLUSIONS

Simultaneous indoor and outdoor noise measurements
with video recording were carried out at seven residential
flats affected by traffic noise in the present study. The traffic-
flow patterns on the main noise-producing roads can basi-
cally be divided into the free-flow and interrupted-flow
types. The time variations of noise levels, their overall sta-
tistics, and the short-duration statistics are discussed. The
short-duration statistics are also compared with those of the
existing frequency distributions.

Upward noise-level spikes appear frequently in the
interrupted-flow cases, giving rise to positive skewness in the
noise-level statistics. For the free-flow cases, the noise level
fluctuates about the equivalent sound-pressure level with oc-
casional downward spikes due to short-duration lulls in the
traffic flow. The present overall statistical results suggest that
Gaussian noise-level distribution can only be found when the
traffic volume is low and the flow is not interrupted very
much. For the interrupted-flow case, the overall noise-level
distributions show some characteristics of the gamma distri-
bution.

Five-minute short-duration noise-level statistics are
studied in the present investigation for a deeper understand-
ing of the nature of the traffic-noise fluctuations. The rela-
tionships between skewness and kurtosis of the measured
short-duration noise-level distributions are far from the
Gaussian predictions. The results show some possibilities of
having a gamma-distributed noise intensity or a Weibull-
distributed noise-level time fluctuation under the free-flow
condition. Skewness of the noise-level distribution is pre-
dominantly positive for the interrupted traffic-flow cases. No
commonly used statistical functions can describe the corre-
sponding relationship between skewness and kurtosis,
though a gamma-like overall noise-level distribution is ob-
served.

The skewness–kurtosis relationships of the present
short-duration noise-level distributions suggest that a major-
ity of these distributions, especially those for the interrupted
flow, can be approximated by the Pearson type I curve in-
stead of the Pearson type III or Gaussian distribution sug-
gested in the existing literature. Gaussian noise-level distri-
butions are likely to be found only under the free-flow traffic
condition.
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FIG. 7. Comparison between short-time level distributions and Pearson dis-
tributions.~a! interrupted traffic flow;~b! free flow; ~c! partially continuous
traffic flow. ———: Regression line; –•–: 95% confidence boundaries. M:
bell-shaped; U: U-shaped; J: J-shaped; Roman letters: types of Pearson dis-
tributions; thin solid lines: boundaries separating regions of Pearson distri-
butions~Ref. 19!.
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The pulsed phase-sensitive~PPS! technique for measurements of sound velocity and attenuation in
fluids and solids is reviewed. With this technique, which uses a cycle-overlap principle, a time delay
is measured between any two acoustical pulses transmitted through a sample or reflected from its
boundaries. A current realization of the technique allows one to resolve the time-delay variation
down to 0.1 ns. Thus at relative measurements with the PPS technique, precise sound velocity data
can be obtained for samples of small thickness~about 1 mm!. The technique is versatile and can also
be used for accurate absolute measurements. The technique is most advantageous for studies of
samples with high attenuation, in particular near phase transitions and at high temperatures. The
technique also allows one to measure sound attenuation with moderate accuracy. An application of
the technique that employs narrow-band radio frequency~rf! bursts for relative measurements of the
phase sound velocity is considered in detail. The technique is applied to studies of liquid alkali
metals and mercury at temperatures up to 2100 K and pressures up to 200 MPa. As a verification
of the capabilities of the technique, new results are presented on sound attenuation in mercury in the
metal–nonmetal transition region. A table for sound velocity in mercury at temperatures from 550
to 1900 K and pressures up to 190 MPa is presented in the Appendix. ©1999 Acoustical Society
of America.@S0001-4966~99!06412-7#

PACS numbers: 43.58.Vb, 43.35.Yb, 43.35.Bf@SLE#

INTRODUCTION

The well-known power of physical acoustics to study
the properties of matter has resulted in the development of
numerous techniques for measurements of sound velocity
and attenuation in fluids and solids. Some of the techniques
have found important industrial applications. The appropriate
theory, principal methods, and corresponding experimental
details can be found in comprehensive reviews and mono-
graphs, such as McSkimin,1 Truell et al.,2 Papadakis,3

Kolesnikov,4 Trusler,5 and Cantrell and Yost.6

The pulsed phase-sensitive~PPS! technique was origi-
nally developed for accurate measurements of sound velocity
in liquid metals at high temperatures (T<2500 K! and high
pressures (P<300 MPa!.7 It will be seen, however, that the
capabilities of the PPS technique are not restricted to this
field.

The main difficulties with experiments at such condi-
tions are well known. They are caused by small sample sizes,
utilization of rather long and stationary buffer rods, and large
sound attenuation in the sample and buffer rods. Although
some techniques, such as pulse-echo overlap,8,9 pulse
superposition,10 and phase comparison,11 allow very high ac-
curacy for the time-delay measurements, and some of them
are adaptable for use with the buffer rods,9,12,13 the high-

temperature and high-pressure conditions are not favorable
for the application of these techniques. Other accurate tech-
niques, such as the pulse-echo2,14 and pulse interferometric
techniques,1,15,16 are also inappropriate for measurements at
simultaneously high temperatures and pressures.~Recently,
M. Hensel17 conducted measurements of sound velocity in
expanded mercury with the pulse-echo technique. Reliable
data were obtained at temperatures below 1500 K.!

Only a pulse transmission-echo technique18 facilitates
the measurements at both high temperatures and high pres-
sures. This technique accommodates the buffer rods and uti-
lizes a pulse transmitted through the sample in a single pass.
Therefore this technique allows one to reach the highest tem-
peratures where most samples exhibit the greatest attenua-
tion. This pulse transmission–echo technique was used by
Suzuki et al.19 in the pioneering high-temperature, high-
pressure study of sound velocity in mercury.

A schematic diagram of the cell used in this technique is
shown in Fig. 1. The sample space is the gap between the
buffer rods. Three time delay intervals are measured: the
delay for the echoes in each of the rods and the delay for the
signal transmitted through the entire cell. The difference be-
tween the time required for the signal to travel through the
cell, and the average of the echo times, represents the time
required for the signal to traverse the sample. Similarly, the
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difference between the relative levels in decibels of the trans-
mitted signal and the average of the echo signals yields at-
tenuation due to the sample, provided that corrections are
made to account for the sample–buffer rod interfaces. The
velocity and coefficient of attenuation are then easily com-
puted when the sample length is known.

A disadvantage of the original version of the
transmission–echo technique is that the accuracy of the time-
delay measurements is determined by the duration of the
leading edge of the rectified rf pulses. The leading edge al-
ways occurs over a number of rf periods depending on the
resonance properties of the transducer with corresponding
electrical circuit, and the acoustical characteristics of the
buffer rod.5 An uncertainty of 10%–20% is a reasonable
estimate of the error in the speed measurements with this
technique for samples of about 1-mm length.18 The PPS
technique combines the advantages of the transmission–echo
method with the high accuracy inherent in the phase com-
parison techniques.

The principles of the PPS technique and corresponding
experimental apparati are described in the next section. Ap-
plications of the technique are presented in Sec. II. Section
III describes possible cell designs for acoustical measure-
ments in liquids at high temperatures, and Sec. IV presents
the summary. An Appendix contains tabulated data obtained
for sound velocity in mercury at sub- and supercritical tem-
peratures and pressures.

I. THE TECHNIQUE

Below we describe the technique for using the cell sche-
matically shown in Fig. 1 with moderately narrow-band rf
bursts, i.e., for phase sound velocity measurements. In such a
case, the use of transducers of different resonance frequen-
cies allows one to study the frequency dependence of the
acoustical properties. However, these conditions are not
mandatory. The technique is applicable without buffer rods,
as well as with either one or two transducers. In addition,
broadband pulses can be employed to measure the group
velocity of sound.

A. Basic principles of the time-delay measurements

For high-temperature measurements, an ultrasonic probe
pulse is introduced into the sample through a buffer rod. The
sound propagation times in the buffer rods~including the
small delays in the transducer–rod bonds7!, t1 and t2 , are
unknown. However, these times can be eliminated provided
that two time delays,Dt1 and Dt2 , between a transmitted
and reflected signal are measured, by applying the probe
pulse first to one and then to the other transducer.

Dt15t11t1t222t1 , ~1!

Dt25t21t1t122t2 . ~2!

The sound propagation timet through the sample and
the velocityc are

t5~Dt11Dt2!/2, ~3!

c5L/t, ~4!

whereL is the length of the sample.
The intervalsDt are measured by delaying the sweep of

the oscilloscope with respect to a basic synchronization pulse
that periodically initiates the coherent rf probe pulses. The
choice of the pulse repetition rate is determined by the time
required for the echoes in the buffer rods to be attenuated
before the next pulse is applied. The sweep of the oscillo-
scope is delayed for different times for alternate pulses ap-
plied to the two oscilloscope channels.~For example, if the
two delays are 2t1 and t11t1t2 , then the reflected and
transmitted pulses are displayed, respectively.! In this way
one may achieve a coincidence of the phases of the corre-
sponding rf cycles for these two pulses~the cycle overlap or
the cycle-for-cycle matching!. To avoid undesirable interfer-
ence effects, the time delay should be set using the rf cycles
close to the onset of the first transmitted and reflected sound
pulses where the magnitudes of the oscillations are nearly
constant and there is no overlap of the waves reflected from
the sample boundaries.

The block and time diagrams for the apparatus at the
University of Utah are shown in Figs. 2 and 3, respectively.
A MATEC 5100 gating modulator with plug-in is used to
produce coherent rf pulses synchronously with the basic syn-
chronization pulses shown on line 1 of Fig. 3. A Wavetek
3006 generator with frequency instability less than 0.2
ppm/hr is used as a continuous wave~cw! source for the
gating modulator.~For accurate measurements of the fre-
quency dependence of the acoustical properties, a counter to
control the frequency of the source is added.! The reflected
~line 2! and transmitted~line 3! rf pulses are amplified by the
broadband MATEC 625 receivers, and then applied to the
inputs of a dual-channel one-beam oscilloscope~Tektronix-
475A!, working in the alternating signal mode with external
triggering.

A calibrated time-delay generator~EG&G Instruments,
Inc., Model 9650A! with accuracy 0.3 ns13•1027

FIG. 1. Schematic diagram of a cell for acoustical measurements at high
temperatures.

FIG. 2. Block diagram of the PPS apparatus at the University of Utah. TDG
is the time delay generator; RPG is the generator of the coherent radio-
frequency pulses; S-C is the synchronizer-commutator; OSC is the oscillo-
scope. The numbers correspond to the timing diagrams of Fig. 3.
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3(delay), and jitter 50 ps110283(delay) produces syn-
chronization pulsesA ~line 4! and B ~line 7! delayed with
respect to the pulse~line 1! by times close to 2t1 and t1

1t1t2 , respectively. These synchronization pulses drive a
home-made synchronizer-commutator~constructed from
NAND elements from microcircuits 74LSOON! which pro-
duces a sequence of pairs of synchronization pulsesA andB
~line 10! that trigger the oscilloscope sweep. These pulses are
unambiguously synchronized with the corresponding oscillo-
scope channels. Specifically, pulseA appears only when the
first channel is active, andB—only when the second channel
is active. The synchronization is achieved with the aid of a
gate pulse~line 5!. This gate pulse is an internal pulse from
the oscilloscope, which switches its display between the
channels at the end of each sweep in the alternating mode.

Thus on the oscilloscope screen an operator sees two
pulses, each of which can be independently shifted on the
horizontal axis~by variation of the corresponding delay of
the delay generator!, and amplified or attenuated on the ver-
tical axis. This feature of the PPS technique distinguishes it
from the other methods for time-delay measurements. The
sweep rates are limited only by the oscilloscope. When the
two traces are matched cycle-for-cycle, the difference be-
tween the time delays of the two channels~betweenA andB
pulses in Fig. 3! of the delay generator yields the intervalDt
~see Sec. I C for additional elucidation!.

The PPS technique can be realized with various
schemes. A principal element of all these schemes is the
synchronizer-commutator that provides the sequence of
pulses, shown on line 10 of Fig. 3, to synchronize the corre-
sponding channels of the oscilloscope.

A diagram of the apparatus at the Kurchatov Institute is
shown in Fig. 4. In this apparatus two one-channel delay
generators,I1–8 ~Russian standard!, with accuracy 0.5 ns
10.5•10273(delay), and jitter 0.4 ns110283(delay) are
used. These are connected in series. The delayed output of
the first generator TDG1 drives the second generator TDG2,
which allows TDG2 to readDt directly. The generator for

the coherent rf pulses is home made~courtesy of E. Grodz-
inskii!. An oscilloscope C 1–70 with a dual-channel
amplifier�40–1101 is used. The timing diagrams for this
apparatus are the same as in Fig. 3.

A third diagram of the PPS apparatus, in which the two
time delays are provided by a single one-channel delay gen-
erator with the use of its internal clock signal, is described in
Ref. 7.

The process of measuring sound velocity is partly auto-
mated. The monitoring of the time-delay generator, the re-
cording of original data, and the analysis of these data are
performed using a computer. However, the superposition of
the rf pulses on the oscilloscope screen is performed by
hand. A realization of the PPS technique that employs a digi-
tal oscilloscope~or other digital device to control the cycle
matching! should allow one to completely automate the pro-
cess and should provide an additional increase in the sensi-
tivity of the apparatus.

B. Sensitivity and accuracy of the technique

The sensitivity of the technique, or the resolution of the
smallest phase difference between the cycles of the transmit-
ted and reflected rf pulses~or other pulses chosen for the
measurements! is limited by the jitter in the delay generator
and the scope trigger. These jitters result in an apparent trace
thickness on the oscilloscope screen. The apparati in Salt
Lake City and Moscow allow one to distinguish the variation
of Dt down to 0.1 and 0.5 ns, respectively.

The sensitivity represents a lower bound on the uncer-
tainty of the time measurements, which also depends on
other factors of a particular experiment. After necessary cor-
rections of systematic errors~such as, for example, a phase
shift caused by reflections from the two surfaces of the bond
between the sample and the transducer for the measurements
in solids,20 and a possible difference in time delays for the
different oscilloscope channels!, the accuracy is determined
from the dispersion of the individual results obtained at a
given experimental point.~At high temperatures the disper-
sion is mostly determined by the temperature instability of
the sample.! For example, in the experiments with
mercury21–24 where the probe pulse was switched several
times between the transducers for each experimental point,
the dispersion of the measuredDt was 61 ns; this value

FIG. 3. Timing diagrams for the apparati shown in Figs. 2 and 4. See text
for details.

FIG. 4. Block diagram of the PPS apparatus at the Kurchatov Institute. The
labels are defined in the caption to Fig. 2. The numbers correspond to the
timing diagram of Fig. 3.
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represents the uncertainty of the time measurements in this
work. Drift of the delay pulses, which should also be taken
into account to estimate uncertainty in the data, is much
smaller than 1 ns.

The high sensitivity in the time-delay measurements al-
lows accurate relative data on sound velocity to be obtained
with samples of short lengths. The lower limit for the sample
lengthL is determined by the duration of the leading edge of
the rf pulses and by the sound velocityc in the sample:L
>NTc/2, whereN is number of rf periodsT in the leading
edge. Currently the minimum length of the samples used for
the measurements with the PPS technique is about 0.7 mm.24

C. Relative measurements of sound velocity

In principle, Eqs.~1!–~4! describe the procedure for
making the absolute measurements of sound velocity. How-
ever, problems associated with selection of the correspond-
ing cycles for the chosen rf pulses, as well as delays in the
electrical circuits, prevent a simple realization of this ap-
proach.~Correct selection of the corresponding rf cycles can
be accomplished by employing different path lengths, i.e., by
measurements with different echoes,1,3,20 or with samples of
different lengths.15,25! These problems are obviated by mak-
ing relative measurements. For relative measurements a
change of the propagation timeDt5t2t r is measured as a
function of variation in the environment with respect to a
reference point. The parametert r is an effective time delay
measured at this point. The sound velocitycr , and therefore
the true value of the time delay in the reference pointt r

0

5Lr /cr (Lr is the length of the sample at the temperature of
the reference point!, must be known from the literature or
from another experiment. Note that the absolute measure-
ments at the reference point can also be performed with the
PPS apparatus. This point is usually chosen at more or less
normal conditions, when sound attenuation is not large and
the high uniformity of a temperature field is readily achiev-
able over relatively large samples~with length on the order
of 1 cm, for example!. Probably the best way to make abso-
lute measurements at the reference point is to use the PPS
apparatus in one of the classical modes, which have been
specifically developed for precise measurements under such
conditions~see Sec. I F below!.

Representative oscilloscope pictures with reflected and
transmitted signals for the reference point~which is often the
starting point of the experiment! are shown in Fig. 5. There
are no delays at either of the delay generator channels for the
signals shown in Fig. 5~a! ~zero delay is set forA and B
synchronization pulses in the diagram of Fig. 3!. In Fig. 5~b!
the time delays of the synchronization pulses are set so as to
achieve an approximate alignment of the transmitted and re-
flected rf pulses. Finally, one chooses the rf cycles which
will be used in all the further measurements@19th cycles in
Fig. 5~b!# and displays the region around them on an ex-
panded scale~310!. Measurements are made using this ex-
panded scale. One corrects the delay of theB synchroniza-
tion pulse to achieve the cycle-for-cycle matching with
desirable resolution@approximately 0.1 ns for the signals in
Fig. 5~c!#, and the intervalDt1 is determined as described in

Sec. I A. The intervalDt2 is measured in the same way, and
t5t r is computed using Eq.~3!. The measured timet r dif-
fers from the true sound propagation timet r

05Lr /cr . This
differenced[t r

02t r5dt1nT/2, wheredt represents a time
delay in the electrical circuits;T is the period of sound os-
cillation, andn is an integer, which counts the mismatch of
the rf cycles chosen for the measurements; and the coeffi-
cient 1/2 comes from Eq.~3!.

All further measurements must be conducted using the
same rf cycles. That is, the experiment must be monitored in
such a way, which allows one to identify these cycles on the
oscilloscope screen. In practice, this identification is readily
achieved if the variation in the sound propagation time be-
tween neighboring experimental points is limited to two or
three periods of the rf oscillations. In regions where the
sound velocity varies rapidly, such as near a critical point, it
is better to keep the time variation to within one period.
While running the experiment, in regions with weak sound
dispersion one can check for a lost cycle by turning the mag-
nifier off and looking at the onsets of the pulses@Fig. 5~b!#.
If there are no phase errors, then the coincidence of the lead-
ing edges remains nearly the same as it was in the beginning.
It should be stressed that for relative measurements the strict
correspondence of the cycles~or exact alignment of the lead-
ing edges! is not of primary importance. It is important to
perform all measurements with the same cycles chosen at the
reference point.

The sound velocity is calculated from the formula

c5L/~t r
01Dt!5L0@11a~T2T0!#/~d1t!, ~5!

whereL0 is the sample length at temperatureT0 ~ordinarily
T0 is room temperature!; a is the linear thermal expansion

FIG. 5. Oscilloscope traces of the ultrasonic pulses for a brass cell filled
with water. The length of each rod was 85 mm and the diameter was 14 mm.
The length of the sample was about 2 mm. The frequency of the sound was
7.7 MHz. The upper traces represent the reflected signal, and the lower
traces, the transmitted one. No matching network was used. The sweep rates
are 10, 0.5, and 0.05ms/div for the traces in~a!, ~b!, and~c!, respectively.
The sound reflections within the sample are seen in the lower trace of~a!.
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coefficient of the cell material relative toT0 ; T is the tem-
perature of the sample. The timet is the effective propaga-
tion time computed using Eq.~3!. For determination of the
thermal expansion of the sample, the principal parts of the
cell ~see Sec. I D below! must be made from the same ma-
terial.

In first-order phase transitions, like the liquid–gas tran-
sition, the speed of sound changes discontinuously, and it is
essentially impossible to follow the phases of the signals.
After such a transition a new coincidence of the phases must
be established. The denominator in Eq.~5!, (t r

01Dt), will
now differ from the true value of the propagation time by
mT/2, wherem is another integer. The matching can be cor-
rected in different ways. One way21,22 is to obtain data by
passing around the critical point. Using this method one
finds21,22 that m is 0, or 61.

D. Sample length

Correct measurement of the sample length is obviously
an important component of the acoustical measurements.
While it has been discussed for solids~see Ref. 2, for ex-
ample!, we will briefly consider this issue for fluids.

Commonly, a ringlike spacer with flat and parallel ends
confines the sample length. An elastic element of the cell
~spring! presses the rod~s! to the spacer, insuring that the
spacer and sample lengths are identical~see Ref. 12, for ex-
ample!. The thermal expansion of the sample is then deter-
mined by knowledge of the thermal expansion of the spacer.

In the experiments at high temperature and high pres-
sure, the buffer rods are usually hermetically sealed in the
cell body. Such construction significantly complicates the
use of an elastic element in the cell. The use of a spacer is
possible provided that the cell components~such as the cell
body, the buffer rods, and the spacer! that contribute to the
thermal expansion are made strictly from the same material
~including the crystalline orientation if single crystal buffer
rods are employed!. However, the spacer is not recom-
mended for highly attenuating samples, because parasitic
signals through the spacer are not negligible any more. In
such a case the requirement of the identical materials allows
one to remove the spacer and to calculate the sample thermal
expansion as it is done in Eq.~5!. The lengthL0 can be
determined from calibration measurements of the sound ve-
locity versus temperature with a sample for which the tem-
perature dependence of the sound velocity is well known; or
from direct measurements on the outer ends of the buffer
rods.

For example, our experiments with mercury21–24 have
been carried out with ‘‘spacer-less’’ cells~the cell design is
described in Sec. III below!. The change of position of the
inserted buffer rod with respect to the state when it is in
contact with the other rod was measured with a micrometer.
In different experiments the lengthL0 varied from 0.7 to 2.6
mm. The uncertainty in the length data was within6~5–7!
mm. ~The sources of this uncertainty are nonparallelism in
the ends of the buffer rods and in the axes of the inserted
buffer rod and the cell body.! The sound velocity data ob-
tained with the different sample lengths and the cells made

of different materials~molybdenum and niobium! agree well
with one another as well as with the data on mercury of
Spetzler and Meyer12 ~obtained by the pulse superposition
technique with a spacer of 8 mm-length!. A value of 10mm
was taken as an upper limit on the uncertainty for the sample
length at room temperature. Such an uncertainty in the
sample length was sufficient for the purposes of the
experiments;21–24 however, it can be improved if necessary.

E. Uncertainties in the sound velocity data

Equation ~5! yields the following formula for an esti-
mate of the fractional uncertaintydc of the sound velocity
data at the relative measurements,

dc[Dc/c'$@dcr~11Dt/t r !
21#21~dt!2

1@dL0~11t r /Dt!21#21@a~T2T0!da#2

1@aTdT#2%1/2, ~6!

whereDc is the absolute error of the velocityc, dcr , is the
uncertainty in the reference point,dt5D(Dt)/(t r1Dt) is
the uncertainty in the time-delay measurements@D(Dt) is
the absolute error of theDt measurements#, dL0 is the un-
certainty in the sample length at room temperature, andda is
the uncertainty of the literature data on the thermal expan-
sion coefficient of the cell material, anddT is the uncertainty
in the sample temperatureT. The last two terms in Eq.~6!
are ordinarily significantly smaller than the first three and
can be omitted.26b

For example, in the experiments with mercury,22 the
data on sound velocity at the reference point were taken from
the literature. The uncertainty in this value is on the order of
1023. The uncertainty of the sample length measured at
room temperature is also of the same order.~The lengthL
'2 mm.! The errorD(Dt) is 1 ns, and thedt term in Eq.~6!
is on the order of 1024, which is much smaller than the other
main contributions.@The last two terms in Eq.~6! are on the
order of 1025.# Therefore, the uncertainty in the sound ve-
locity dc at low temperatures~not far from the reference
point! is dominated by the uncertainty of the literature data
for dcr . On the other hand, at high temperatures (T.1500
K! the uncertainty is dominated by the uncertainty in the
length of the sample. Thus the uncertainty in the time mea-
surements essentially does not contribute to the error in the
sound velocity data,22 which is less than 0.4% Tabulated data
on sound velocity in mercury obtained with the PPS tech-
nique are presented in the Appendix.

F. A test

The technique was first tested with water. An essential
advantage of water as a testing substance is a relatively flat
maximum in sound velocity near 74 °C. This feature allows
one to make accurate measurements of sound velocity near
the maximum even with a relatively large uncertainty in the
sample temperature.

The sound velocity in pure water at standard pressure is
known with very high precision; disagreement of the data of
different groups27–29 is about 0.5 m/s or 0.03%. Reproduc-
ibility of the data obtained in each of these works is much
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better. What is more important for the relative measurements
is that the change of sound velocity in these works, for ex-
ample between points at 74 and 20 °C, is in fact identical:
72.8 m/s in Refs. 27 and 28, and 72.7 m/s in Ref. 29.

Experiments with water using the PPS technique have
shown explicitly the principal importance of the use of the
same material for all the parts of the cell. Application of
nonidentical materials resulted in significant disagreement
between the measured and literature data even over less than
a 100-deg temperature interval.30

Results of two test runs with distilled water are shown in
Fig. 6. ~In Refs. 30 and 31 one can find results of other test
experiments with water performed with cells made of differ-
ent materials and with spacers of different length.! A solid
curve represents the data of Ref. 28. The relative measure-
ments were performed with respect to a reference point at
room temperature, in which sound velocity was taken from
Ref. 28. In this work the measurements were performed us-
ing an acoustic interferometer with about a 90-mm change of
path length. The authors’ estimate of the relative accuracy is
on the order of 1025. In our tests we used a horizontally
oriented stainless steel cell consisting of a cell body, two
inserted buffer rods, and a spacer of 5 mm length. The un-
certainty of the spacer length was62 mm. A tungsten/
rhenium thermocouple was installed in a groove of the cell
body near the middle of the sample space. A total length of
the cell assembly was 365 mm. A cylindrical heater of about
80-mm length surrounded the cell; it was centered with re-
spect to the sample space.

To insure that the sample was under steady-state condi-
tions, the delaysDt1 and Dt2 were measured several times
for each experimental point. The temperature was assumed
to be stable, if successive time delays were reproduced with
an error not greater than 1 ns. This value therefore represents
the maximum error in the time measurementsD(Dt).

In Fig. 6 a horizontal bar denotes the uncertainty in the
temperature measurements~63 °C!. The uncertainty in the
time in Eq.~6! (dt'3•1024) is the principal contribution to
the uncertainty of the data on sound velocity. Thusdc in
these measurements is about or less than 0.03%.

The data obtained agree well with precise literature data.

The precision of the sound velocity measurements can be
estimated from comparison of the results obtained near the
maximum with literature data used for the reference point.
The maximum sound velocity in Ref. 28 equals 1555.147
m/s; we obtained 1555.0 and 1555.1 m/s. Thus the discrep-
ancy between the reference data and the data obtained in
these tests with the PPS technique is close to the discrepancy
between the precise literature data from different groups28,29

obtained with significantly larger samples.
It should be pointed out, however, that precise absolute

measurements are very complicated, and it is a great advan-
tage to make them with long samples.

G. PPS and other techniques

The ability to manipulate the signals independently in
both the vertical and horizontal axes of the oscilloscope
screen makes the PPS technique very versatile. In fact, many
of the known pulse techniques can be realized as particular
modes of operation of the PPS apparatus. Several examples
are given below.

The pulse superposition technique1 can be realized if the
repetition rate of the probe pulse is increased to achieve an
interference of the echoes in the sample.

By removing the buffer rods, one can realize a quasi
phase-comparison technique11 ~without real interference of
the sound waves! by setting the delay of channel for the
reflected pulse to zero~line 4 in Fig. 3!. A transmitted pulse
~this can be a reflected pulse as well! is then delayed to
overlap with the probe pulse on the oscilloscope screen. Note
that this mode is virtually the same as a transmission variant
of the pulse echo-overlap technique.8

The double pass technique25 provides one of the afore-
mentioned ways to select the corresponding cycles and ex-
cludedt, and therefore obtain absolute data on sound veloc-
ity. The probe pulse is split for two samples of different
lengthsL1 and L2 . The delays are measured with the PPS
apparatus for three sample lengths:L1 , L2 , andL12L2 .

The echo-overlap~PEO! technique3,8,9,20can be realized
by switching the oscilloscope to one channel operation mode
and removing the inverter from the synchronizer-
commutator@NAND element~8! in Fig. 2#. The delays of the
synchronization pulsesA and B ~lines 4 and 7 of Fig. 3,
respectively! are adjusted so as to achieve the rf cycle match-
ing between any two echoes from the sequence of the pulses
reflected from the boundaries of the sample. In order to dis-
play both echoes, the sweep duration must be less than the
interval between theB andA pulses. As was mentioned, this
mode of operation of the PPS apparatus also allows one to
perform absolute measurements of sound velocity, and can
be used, in particular, to obtain the data for the reference
point. It should be noted that in making absolute measure-
ments, especially with small samples, one must be careful
with possible delays in the electrical circuits. In particular, a
difference in the lengths of the cables connecting the outputs
of the delay generator with synchronizer-commutator may
result in a systematic error.

The PEO and PPS techniques are similar in accuracy
because they are both based on the rf-cycle overlap principle.

FIG. 6. Sound velocity in water. Solid curve is depicted on data of Del
Grosso and Mader~Ref. 28!; squares and circles are experimental points
measured in the runs with the PPS technique.
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However, the PPS technique is easier to perform and is ap-
plicable to a wider variety of physical and technical prob-
lems.

H. Sound attenuation

Simultaneously with the phase measurements, one can
measure the amplitude of the rf pulses, and thus obtain data
on sound attenuation.18 For completeness, we describe this
procedure. If the amplitude of the probe signal isA0 , in the
plane-wave approximation the amplitudes of the signals re-
flected at the first (A1) and at the second (A2) buffer rods
and that transmitted through the cell (At) can be written as

At5KtA0t1T1StsTS2t2 ,

A15K1A0t1
2R1S , ~7!

A25K2A0t2
2R2S ,

where ts , t1 , t2 are attenuations of the sound waves in the
sample, the first buffer rod, and the second buffer rod, re-
spectively.T1S andTS2 are the acoustical transmission coef-
ficients through the corresponding rod/sample boundaries.
R1S and R2S are the acoustical reflection coefficients. The
transmission and reflection coefficients are determined by the
acoustical impedances of the sample and the buffer rods ac-
cording to well-known formulas.1 The coefficientsKt , K1 ,
andK2 depend on the geometrical factors of the cell, such as
the nonparallel configurations of the rod ends, diffraction of
the sound waves, and losses in the buffer-rod/transducer
boundaries. These coefficients also depend on the tempera-
ture distribution in the buffer rods.

From Eq.~7!, the sound attenuationts can be written

ts5KAt~R1SR2S!1/2~T1STS2!21~A1A2!21/2, ~8!

whereK is a combination ofKt , K1 , andK2 . The coeffi-
cient of sound attenuationa is found from

a52 ln ts /L. ~9!

The sound attenuation for short uniform samples@L
,(D2/8l), whereD is the sample diameter, andl is the
wavelength of sound32# is determined mainly by absorption
of sound.

The temperature dependence of the coefficientsK in
Eqs.~7! and ~8! does not allow one to eliminate them com-
pletely, even for the relative measurements (a2a r), where
a r is the coefficient of attenuation at a reference point. Other
obstacles preventing accurate measurements of the attenua-
tion are the impedances of the sample and the hot ends of the
buffer rods. To calculate these impedances, data on density
are required, which are not always available. In these acous-
tical experiments the average sound velocity in the buffer
rods can be readily measured, but special efforts are required
to determine the sound velocity in the rods near the rod/
sample interfaces. These numbers are needed to compute the
impedances. An additional problem for the absorption mea-
surements concerns diffraction effects in the buffer rods,
which must be carefully taken into account when the plane-
wave approximation is not valid.1,2,32 For these reasons it is
difficult to estimate a priori the accuracy of the sound attenu-

ation data measured in this approach. Nevertheless, even
qualitative data on sound absorption are very important, and
this method provides the easiest way to obtain such informa-
tion for fluids at high temperatures and high pressures. In
particular, the amplitude measurements have played a crucial
role in the interpretation of the acoustical anomalies in
mercury23,24 and have yielded the most accurate estimate of
the critical parameters of this metal.22 Examples of sound
attenuation computed using Eqs.~7!–~9! are available in
Refs. 18 and 33, and in the next section.

I. Limitations of the technique

A necessary condition for the PPS technique to work is
the existence of at least one signal transmitted through the
sample. Because the technique allows one to carry out the
measurements with very short samples, this condition puts
lower limits on the transmission coefficientsTrs andTsr @see
Eq. ~7!#, which are determined by the ratio of the sample and
the buffer rod impedances.1 Since the sound velocities for all
substances do not vary appreciably in the solid, liquid, and
gas phases,34 the aforementioned condition leads to a limita-
tion on the mass density of the sample. To date, the lower
limit on density in the experiments that employ the PPS tech-
nique with metallic~mostly molybdenum! cells is about 0.7
g/cm3. This value corresponds to approximately double the
critical density for cesium26 and to one-tenth of the critical
density for mercury.26b

II. EXPERIMENTAL EXAMPLES

The PPS technique has so far been applied mostly to
liquid metals, such as cesium26 and mercury,21–24 at high
temperatures~up to 2100 K! and high pressures~up to 190
MPa!.

Figure 7 presents experimental data for the sound veloc-
ity in mercury and data for the transmitted signal amplitude
measured at a frequency of 10 MHz with a molybdenum cell
at a pressure of 162 MPa.

The maximum uncertainty of the results on sound veloc-
ity measurements is60.4%. The temperature was measured

FIG. 7. Sound velocity and transmitted signal amplitude for mercury at 162
MPa, as measured with the PPS technique. Point A corresponds to the
liquid–gas transition, E to the prewetting transition, and M to the metal–
nonmetal transition. See text for details.
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by two tungsten–rhenium thermocouples manufactured from
a single pair of wire coils, which were calibrated according
to the international standard. The thermocouples were in-
stalled near the upper and lower edges of the sample space.22

Absolute error of the temperature measurements varies from
5 at 1000 K to 10 at 2100 K. Discrepancies in the readings of
the thermocouples made from different parts of the coils lay
within 1 K. Pressure was measured by a Heise manometer
with maximum error60.2 MPa.

In Fig. 7 point A marks the liquid–gas transition; E
denotes a prewetting transition;23 and M corresponds to a
density close to 9 g/cm3, where, according to data on the
electronic properties~see Ref. 24 for references!, mercury
undergoes a metal–nonmetal transition.~A phase diagram
for mercury, which was obtained from acoustical measure-
ments using the PPS technique, is available in Refs. 23 and
24.! A similar minimum in the amplitude of the transmitted
signal was observed for other isobars at their intersection
with the isochore of 9 g/cm3 ~see, for example, Figs. 3 and 4
in Ref. 24!. The variation of the attenuation coefficient, as
estimated from Eqs.~7!–~9!, is shown in Fig. 8. The flat,
poorly shaped minimum in the transmitted signal amplitude
of Fig. 7 corresponds to a well-formed maximum in the at-
tenuation curve of Fig. 8. This maximum coincides well with
the metal–nonmetal transition. An estimate of the error of
the data on sound attenuation depends on assumptions made
for the temperature distribution along the buffer rods, but for
any reasonable assumptions this is less than 30%.

III. THE CELL FOR HIGH-TEMPERATURE
MEASUREMENTS

In static experiments at high temperatures and high pres-
sures, a cell with a heater is placed in a high-pressure vessel
that is filled with an inert pressure-transferring medium.7 Un-
der such conditions, two kinds of cells are currently used in
acoustical experiments. These cells contain either two buffer
rods inserted in the cell body7,17,19,33or just one inserted rod.
In the latter case, the second rod is a part of the cell

body.21,22 These designs are schematically shown in Figs. 8
and 9. A cell with an inserted, or adjustable, rod always has
a finite space between the rod and the cell body.~In Figs. 8
and 9 this space is magnified for clarity.! The cells with two
adjustable rods, or ‘‘two-rod’’ cell~Fig. 8!, are used both in
horizontal and vertical positions. The ‘‘one-rod’’ cells~Fig.
9! are used vertically. We compare the advantages and dis-
advantages of these two cells.

The approximate symmetry of the temperature distribu-
tion along a horizontal two-rod cell is advantageous in some
situations, but such symmetry does not play a serious role for
acoustical measurements because the contributions of the
rods either cancel each other or can be subtracted indepen-
dent of the temperature distribution in the rods. A disadvan-
tage of the horizontal orientation is an inevitable vertical
temperature gradient over the sample~at normal gravity!,
which becomes crucially important as one approaches the
liquid–gas coexistence curve. The dashed line in Fig. 8
shows an approximate meniscus shape at the boiling point
for a symmetrical longitudinal temperature distribution. The
extreme instability of such a meniscus and the corresponding
strong convection flows lead to poor results in this region. In
particular, this geometry leads to a significant increase in the
transition width ~the temperature interval between the last
point in the liquid phase and the first point in the gas phase!.
With the PPS technique we failed to perform measurements
within an interval of about 50 °C near the boiling point be-
cause of a smeared picture on the oscilloscope screen. It is
possible that the oscillations in the sound velocity observed
in gaseous mercury near saturation by Yaoet al.33 have the
same origin.

The vertical orientation of the cell with two adjustable
buffer rods provides a radial symmetry of the temperature
distribution over the sample, but it does not improve the

FIG. 10. Schematic diagram of a cell with one inserted buffer rod. The
numerical labels are defined in the caption to Fig. 9. The dashed lines on the
rods denote a thread. See text for details.

FIG. 8. Sound attenuation in liquid mercury at a pressure 162 MPa. The
points labeled A and M are defined in the caption to Fig. 7.

FIG. 9. Schematic diagram of a cell with two inserted buffer rods. 1 is the
transducer; 2 is the sample reservoir; 3 is the heater; 4 is the sample space;
5 is the thermocouple; 6 is the buffer rod. A dashed line depicts an approxi-
mate meniscus shape at boiling temperature. See text for details.
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situation near the liquid–gas transition. In this regime, strong
convection flows arise because a second meniscus is formed
above the sample space. In our experiments the transition
width with such a cell was about the same as for the hori-
zontal orientation.

One can take data closer to the coexistence curve using
the vertically oriented one-rod cell~Fig. 10!. In this case the
transition width is determined by a temperature distribution
over just the sample space. That is, in contrast to the above-
mentioned situations, the peripheral regions do not contrib-
ute. For this geometry one can obtain transition width as
small as 2 K.22 Note that such a cell allows one to use the
buffer rods with a thread on the side surface~see Fig. 10!
without influencing the convection flows near the liquid–gas
transition.~In a cell with two inserted rods the threaded con-
figuration leads to expansion of the temperature interval over
which convection flows exist in the sample space.! The
thread surface is used to suppress diffraction effects in the
rods.1,35 The capability to work near the coexistence of two
phases is important in many respects, in particular for com-
parison with other experimental data.

IV. SUMMARY

The PPS technique combines the advantages of the
transmission/echo technique and the phase-comparison
methods for sound velocity measurements. The sensitivity of
the time-delay measurements is approximately 0.1 ns. Thus
using the PPS technique, precise relative data can be ob-

tained over a broad temperature range for samples of short
length ~currently about 1 mm!, and therefore for samples
with large attenuation. The PPS technique also allows simul-
taneous measurements of sound attenuation. The use of
narrow-band rf pulses provides measurements of the phase
velocity of sound, which allows one to investigate the fre-
quency dependence of the acoustical properties. The tech-
nique is versatile; many of the well-known pulse methods
can be realized with an apparatus designed for the PPS tech-
nique. The PPS technique significantly expands the applica-
bility of precise phase-comparison methods and opens new
opportunities for studies of the physical properties of matter,
particularly near phase transitions and at high temperatures.
A natural limitation of the technique is poor impedance
matching for the sound waves at the interfaces between the
sample and the buffer rods. A further improvement in the
sensitivity of the technique can be achieved by digitizing the
process of matching the rf cycles.

Note added in proof: The anomaly of sound absorption
in mercury presented in Sec. II has been recently confirmed
by H. Kohno and M. Yao, J. Phys.: Condens. Matter11,
5399 ~1999!.
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TABLE AI. Sound velocity in mercury.

Sound velocity~m/s! at pressures~MPa!

T,
K

Psat,
MPa sat 30 60 80 100 120 140 160 170 190

550 1335 1342 1349 1354 1360 1363 1370 1374 1378 1382
600 1309 1316 1324 1329 1335 1340 1346 1350 1352 1358
650 0.1 1283 1291 1299 1304 1310 1316 1322 1326 1329 1335
700 0.3 1257 1265 1275 1280 1285 1291 1288 1303 1306 1311
750 0.6 1229 1238 1249 1254 1260 1267 1274 1280 1283 1287
800 1.0 1200 1211 1223 1229 1236 1243 1250 1257 1260 1263
850 1.9 1170 1183 1195 1202 1211 1218 1225 1233 1236 1239
900 3.0 1139 1153 1167 1175 1183 1191 1199 1208 1212 1215
950 4.6 1108 1122 1136 1146 1155 1163 1171 1181 1186 1189

1000 6.6 1075 1090 1105 1115 1125 1134 1143 1153 1159 1162
1050 9.4 1041 1055 1073 1084 1094 1104 1114 1124 1130 1134
1100 12.8 1006 1020 1039 1051 1062 1072 1082 1093 1099 1106
1150 17.1 970 982 1002 1016 1028 1038 1050 1061 1067 1076
1200 22.2 933 941 963 979 992 1003 1015 1027 1034 1044
1250 28.3 893 894 923 939 953 966 980 993 1000 1011
1300 35.3 854 285 879 897 913 927 944 957 965 977
1350 43.4 812 291 830 852 869 885 903 920 927 940
1400 52.6 768 296 777 802 822 842 860 878 887 901
1450 63.0 723 302 297 747 771 794 813 833 844 860
1500 74.7 676 307 303 686 714 741 763 786 797 813
1550 87.8 627 312 310 309 648 680 707 734 746 762
1600 102.7 577 317 317 315 610 644 675 689 709
1650 119.5 527 323 323 320 526 568 607 624 649
1700 138.7 476 329 329 328 326 475 528 547 580
1750 160.6 426 335 336 335 334 333 460 502
1800 341 342 342 342 342 342 420
1850 346 347 349 349 350 350 352
1900 352 353 355 356 357 358 359
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APPENDIX

Smoothed data for sound velocity in mercury measured
with the PPS technique are presented in Table AI.~See Ref.
22 for the details.! The uncertainty in these data is less than
0.4%~see Sec. I E!. The data from a handbook34 are used for
computing the saturated pressurePsatbelow 30 MPa. Critical
parameters for mercury~1764 K and 167 MPa! are also de-
termined from the acoustical data. Values of the sound ve-
locity in the abnormal regions of subcritical isobars and near
the critical isochore, where the sample was not uniform be-
cause of wetting,23,24 are excluded from the table. It is inter-
esting to note that, for mercury vapor, the derivative]c/]P
at constant temperature changes sign at supercritical tem-
peratures.
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Passive wideband cross correlation with differential Doppler
compensation using the continuous wavelet transform
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An estimate of the time difference for the signal emitted by a stationary source to arrive at two
spatially separated sensors is given by the time displacement that maximizes the cross-correlation
function. For a fast moving source, however, this estimate is found to be in error because the time
scales of the received signals are different for the two sensors. The correct time delay can be
extracted by evaluating the continuous wavelet transform, which has the same functional form as the
wideband cross-ambiguity function. When the signal-to-noise ratio is high, the coordinates of the
ambiguity surface’s global maximum provide reliable estimates of both the differential time of
arrival ~or time delay! and the ratio of the time scales of the signals received by the two sensors. The
continuous wavelet transform is computed using the one-step chirpz-transform method, the
cross-wavelet transform method, and the two-step methods where multirate sampled replicas of the
sensor waveforms are cross correlated, or else the sensor waveforms are interpolated using the
discrete Fourier transform prior to cross correlation. The latter method is applied to real acoustic
data recorded from an orthogonal configuration of three microphones during the low-altitude transit
of a jet aircraft. The resulting time delay estimates are used to calculate the variation with time of
the azimuth and elevation angles of the aircraft during the transit. ©1999 Acoustical Society of
America.@S0001-4966~99!03511-0#

PACS numbers: 43.60.Gk, 43.28.Tc@JCB#

INTRODUCTION

The location of an acoustic source can be estimated from
the differences in the arrival times of its emitted signal at
spatially separated sensors. Dommermuth and Schiller1 de-
scribed the estimation of the trajectory of a constant-velocity
aircraft using an array of microphones. When the moving
signal source can be considered ‘‘quasi-stationary’’ over
short observation time intervals, conventional cross-
correlation techniques2–4 designed for stationary sources can
be used to obtain good estimates of the differential time of
arrivals ~often simply referred to as the time delays!. How-
ever, if the ‘‘quasi-stationary’’ assumption for the moving
source is not valid over the observation period, a relative
time-scaling effect~often referred to as differential Doppler!
will occur between the signals received by a pair of sensors.
This results in a loss of signal coherence5–8 which, in turn,
degrades the performance of conventional cross-correlation
methods.

Over a short observation interval, the source signal at
the output of one sensor can be modeled as aconstanttime-
scaled and time-delayed version of the other, which is
equivalent to assuming that the time delay of one signal rela-
tive to the other varies linearly with time over the short ob-
servation interval. Ifs̃(t) denotes the source signal at the
output of one of the sensors, then the signal at the output of
the other sensor iss̃@(t2b)/a#[ s̃@ t2D(t)#, wherea andb
are theconstantrelative time scale and time delay between
the two signals, respectively, andD(t) is the equivalent
time-varying relative time delay given byD(t)5at1b,

wherea5(a21)/a andb5b/a. Thus the estimation ofa
andb is equivalent to the estimation ofa andb. In practice,
a andb are estimated simultaneously, unlessa is knowna
priori in which case it can be compensated for in the pro-
cessing. Knapp and Carter9 developed an optimal maximum
likelihood ~ML ! correlator that cross correlates the output of
one sensor with a time-scaled and time-delayed version of
the other sensor output~with appropriate prefiltering!. The
ML estimates ofa and b are obtained by maximizing the
cross-correlation output with respect to the time-scale and
time-delay variables. This procedure is equivalent to finding
the peak of the wideband cross-ambiguity function of the
two sensor outputs. The main difficulty with this method is
the practical implementation of the time-scaling operation.
Nevertheless, a number of techniques for implementing the
time-scaling operation have been described in the
literature.10–14

Several suboptimal techniques that bypass the time-
scaling operation have been proposed.15–17 These methods
use a piecewise constant approximation to the linear time
delayD(t). Specifically, the observation time interval is di-
vided into N small time segments centred attn , 1<n<N;
D(t) is assumed to be constant atatn1b over thenth time
segment. The technique described in Ref. 15 computes the
short-time correlogram over each time segment to obtain a
noisy estimate of the ‘‘constant’’ time delay in the corre-
sponding segment. Estimates ofa andb are then extracted by
exploiting the time evolution of successive time delay mea-
surements using a least squares method. This incoherent
technique is more susceptible to large errors from ambiguous
peaks than is the ML correlator. In a coherent technique16,17

referred to as the deskewed short-time~DST! correlator, thea!Electronic mail: brian.ferguson@dsto.defence.gov.au
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nth correlogram is deskewed~time shifted! by âtn for 1<n
<N. The N deskewed correlograms are then summed to
form the DST correlator output. The valueâ that maximizes
the peak of the DST correlator output provides an estimate of
a, and the corresponding position of the peak on the time lag
axis gives an estimate ofb.

While these suboptimal techniques work effectively
whenD(t) varies slowly~and linearly! with time and may be
more computationally efficient than the optimal ML method,
their performance is seriously degraded in the case of a rapid
variation with time ofD(t) because each time segment be-
comes too short to generate a useful short-time correlogram
for which the time delay information is not smeared. As long
asD(t) can be assumed linear, the optimal ML correlator is
more robust than the suboptimal techniques. The design of
the prefilters for the optimal ML correlator requiresa priori
knowledge of the signal and noise spectra which are often
not available, and, without prefiltering, the performance of
the cross correlator will be suboptimal.

This paper considers the use of the wideband cross-
ambiguity function~or equivalently, with a change of vari-
ables, the continuous wavelet transform! for the joint estima-
tion of the relative time scale and time delay, with
application to the angular location of aircraft using widely
separated passive acoustic sensors. For fast moving sources
like jet aircraft flying at low altitudes in proximity to the
acoustic sensors, the effect of relative time scaling increases
as the separation between the sensors widens which requires
the processor to compensate for the differential Doppler ef-
fect prior to cross correlating the sensor outputs. Despite the
increase in computation time, using a large sensor spacing
has the advantages of improved estimation accuracy of the
source position4 and better spatial resolution of two closely
spaced sources.18

I. SIGNAL MODEL

Figure 1 shows a general geometric configuration for the
source and the sensors. The passive array consists ofN sen-
sors ~microphones! with sensorn located at (xn ,yn ,zn), 1
<n<N. At time t, a moving source is at a distanceRn(t)
from sensorn; the range, azimuth angle, and elevation angle
of the source~relative to the origin! are given byR(t), u(t),
and f(t), respectively. The source emits continuously a
broadband acoustic signals(t).

Due to the propagation delay, the signal received by
sensorn at timet was actually emitted from the source at an
earlier timet2Dn(t), whereDn(t) is the propagation delay
which itself changes with time. Therefore, the signal re-
ceived by sensorn at sensor~or receiving! time t can be
written as

xn~ t !5rn@ t2Dn~ t !#s@ t2Dn~ t !#, ~1!

wherern is an attenuation factor which is assumed to vary
slowly with time. Since the source is at a distanceRn@ t
2Dn(t)# from sensorn at time t2Dn(t), the propagation
delayDn(t) is given by

Dn~ t !5
1

c
Rn@ t2Dn~ t !#, ~2!

where c is the ~assumed constant! speed of sound in air.
Similarly, the signal emitted atsource~or emission! time to

will be received by sensorn at a later time

tno5to1Rn~ to!/c, ~3!

where the second term is the propagation delayDn(tno)
5Rn(to)/c.

An approximate expression for the signal received by
sensorn over a sufficiently small time interval centred att
5tno can be obtained by using the first three terms of the
Taylor series ofDn(t):

Dn~ t !'Dn~ tno!1Dn8~ tno!~ t2tno!

1 1
2 Dn9~ tno!~ t2tno!

2 for ut2tnou,d, ~4!

whereDn8(tno) and Dn9(tno) denote the first and second de-
rivatives of Dn(t) evaluated att5tno , respectively. Differ-
entiating Eq.~2! with respect tot gives

Dn8~ t !5
1

c
Rn8@ t2Dn~ t !#@12Dn8~ t !#, ~5!

Dn9~ t !5
1

c
$Rn9@ t2Dn~ t !#@12Dn8~ t !#2

2Rn8@ t2Dn~ t !#Dn9~ t !%. ~6!

By settingt5tno in Eqs.~5! and ~6! and then using Eq.~3!,
the following results are obtained after some algebraic ma-
nipulation:

Dn8~ tno!5
Rn8~ to!

Rn8~ to!1c
, ~7!

Dn9~ tno!5
c2Rn9~ to!

@Rn8~ to!1c#3 . ~8!

FIG. 1. General configuration of sensors and source.
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Substituting Eq.~4! into Eq. ~1! and then using Eqs.~7! and
~8! and the approximationrn@ t2Dn(t)#'rn(to) for
ut2tnou,d yields

xn~ t !'rn~ to!s@an
21~ t2tno!2gn~ t2tno!

21to#

for ut2tnou,d, ~9!

where

an511
Rn8~ to!

c
, ~10!

gn5
c2Rn9~ to!

2@Rn8~ to!1c#3 . ~11!

By writing Rn(t)5ARn(t)•Rn(t), whereRn(t) is the radial
vector to the source from sensorn, and noting thatRn8(t) and
Rn9(t) are the source velocityV(t) and accelerationA(t),
respectively, it follows that

Rn8~ t !5vn~ t !, ~12!

Rn9~ t !5an~ t !1
un

2~ t !

Rn~ t !
, ~13!

wherevn(t)5V(t)•Rn(t)/Rn(t) is the radial component of
V(t) along Rn(t), un(t)5AV2(t)2vn

2(t) is the cross com-
ponent ofV(t) alongRn(t)3„V(t)3Rn(t)… that is orthogo-
nal to Rn(t), and an(t)5A(t)•Rn(t)/Rn(t) is the radial
component ofA(t) alongRn(t). Substituting Eqs.~12! and
~13! into Eqs.~10! and ~11! gives

an511
vn~ to!

c
, ~14!

gn5
an~ to!1un

2~ to!/Rn~ to!

2c@11vn~ to!/c#3 . ~15!

By choosing thesensortime reference att1o , that is,
replacingt by t1t1o , the signals received by sensor 1 and
sensorm (2<m<N) can be written, respectively, as

x1~ t1t1o!'r1~ to!s~a1
21t2g1t21to! for utu,d,

~16!

xm~ t1t1o!.rm~ to!s@am
21~ t2bm1!2gm~ t2bm1!21to#

for ut2bm1u,d, ~17!

where t is the sensortime with reference tot1o and bm1

5tmo2t1o is the time difference between sensor 1 and sen-
sor m in receiving the source signals(to). In most applica-
tions, the second-order term in the argument ofs can be
ignored over a small time interval. With this assumption,
Eqs.~16! and ~17! reduce to

x1~ t1t1o!'r1~ to!s~a1
21t1to! for utu,d, ~18!

xm~ t1t1o!'rm~ to!s@am
21~ t2bm1!1to# for ut2bm1u,d.

~19!

Finally, by defining s̃(t)5r1(to)s(a1
21t1to) and x̃n(t)

5xn(t1tno), Eqs.~18! and ~19! can be written as

x̃1~ t !' s̃~ t ! for utu,d , ~20!

x̃m~ t !'rm1s̃S t2bm1

am1
D for ut2bm1u,d, ~21!

whererm15rm(to)/r1(to) andam15am /a1 . It can be seen
that x̃m(t) is a time-scaled and time-delayed replica ofx̃1(t).
~The term time delay is used throughout this paper. When a
time delay has a negative value, it actually represents a time
advance.! For this reason,am1 andbm1 are referred to as the
relative time scale and time delay between sensor 1 and sen-
sorm, respectively. Note thatbm1 andam1 can be expressed
in terms of the source position or velocity atsourcetime to

as follows:

bm15@Rm~ to!2R1~ to!#/c, ~22!

am15
11vm~ to!/c

11v1~ to!/c
. ~23!

In practice, the output of a sensor consists of the signal
received from the source, plus a component due to noise.
Using Eqs.~20! and ~21!, a simple mathematical model for
the outputs of sensor 1 and sensorm is

y1~ t !5 s̃~ t !1n1~ t ! for utu,d, ~24!

ym~ t !5rm1s̃S t2bm1

am1
D1nm~ t ! for ut2bm1u,d, ~25!

wheren1(t) andnm(t) are additive noises for the respective
sensors. The source signals(t) and the noisesn1(t) and
nm(t) are assumed to be stationary and mutually uncorre-
lated. With these assumptions,y1(t) andym(t) are stationary
over the respective time intervals specified in Eqs.~24! and
~25!; however, they are jointly nonstationary.9 By suitably
processing the sensor outputs, it is possible to estimate the
relative time scaleam1 and time delaybm1 .

It should be emphasized that the variablet in Eqs.~24!
and~25! represents thesensortime variable with reference to
t1o . Also, Eqs. ~24! and ~25! are valid for different time
intervals which may or may not be~partially! overlapped
depending on the actual source-sensor geometry. This has
important implications on the processing requirement. When
bm1 is small compared withd, the joint estimation ofam1

and bm1 simply requires observing the outputs of sensor 1
and sensorm over the same period of time@2T1/2,T1/2#,
wherebm1!T1/2,d. This is the case that has been consid-
ered in the open literature~for example, see Ref. 19 on the
time-delay values used in time-delay estimation simulations
for stationary sources!. However, when the spacing between
sensor 1 and sensorm is very large, it is most likely that
bm1.d, especially when the signal is emitted from the
source near the end-fire direction. In this case, the joint esti-
mation ofam1 andbm1 requires the observation time interval
for sensorm, @2Tm/2,Tm/2#, to be sufficiently larger than
that for sensor 1,@2T1/2,T1/2#, so that the signal given by
Eq. ~25! is included in the observation. The upper bound on
the extra observation time required for sensorm is simply
twice the maximum time delay between the two sensors, that
is, 2 max$bm1%52dm1 /c, wheredm1 is the spacing between
sensor 1 and sensorm.
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II. WIDEBAND CORRELATION PROCESSING WITH
DIFFERENTIAL DOPPLER COMPENSATION

When the effect of relative time scaling between two
sensors is small~that is, am1 is essentially unity!, a good
estimate of the time delay can be obtained by cross correlat-
ing the outputs of the two sensors.4 The accuracy of the
time-delay estimate degrades onceam1 departs from
unity,5–8 unless the mismatch between the time scales of the
two signal waveforms is compensated for prior to cross cor-
relating the sensor outputs.9 However, since the relative time
scale is not knowna priori, it must be estimated, along with
the time delay. Here,am1 andbm1 are estimated jointly by
evaluating the wideband cross-ambiguity function defined by

Aymy1
~t,s8!5As8E

2`

`

ym~ t !y1* @s8~ t2t!#dt, s8.0,

~26!

where* denotes complex conjugation. Under the change of
variabless8→1/s, the wideband cross-ambiguity function
is equivalent to the continuous wavelet transform10 of ym(t)
with respect to the mother wavelety1(t), that is

Wy1
ym~t,s!5

1

As
E

2`

`

ym~ t !y1* S t2t

s Ddt, s.0.

~27!

Note that continuous wavelet transformWy1
ym(t,s) can

also be interpreted as a two-dimensional cross-correlation
function betweenym(t) andy1(t) for various time delayst
and time scaless. In other words, the time base of the sensor
waveformy1(t) is scaled by a factor ofs, and the modified
waveform is then cross correlated with the other sensor
waveformym(t).

The limits of the continuous wavelet transform’s integral
are from2` to `, but for the present application,ym(t) and
y1(t) are essentially time limited to@2Tm/2,Tm/2# and
@2T1/2,T1/2#, respectively, whereTm5T112dm1 /c. Thus,
the practical implication of employing Eq.~27! is that it will
be applied to two signals with different durations and needs
to be computed only during the time period@2sT1/2
1t,sT1/21t#. The finite observation timeT1 is bounded
above by 2d, which ensures the signal model is valid. It is
bounded below by the condition8 that the correlation times of
signal and noise are much less thanT1 so that the time cor-
relationWy1

ym(t,s)/AsT1 gives a useful approximation to
the ensemble average over the noise and signal distributions
when the time scale variables matches the true relative time
scaleam1 .

AssumingT1<2d and then using Eqs.~24!, ~25!, and
~27!, it can be shown that the ensemble average of
Wy1

ym(t,s) attains its maximum attmax5bm1 and smax

5am1. Thus,bm1 and am1 can be estimated by finding the
values oft and s that maximizeWy1

ym(t,s), that is, the
estimates ofbm1 andam1 are given by

~ b̂m1 ,âm1!5arg$max
t,s

Wy1
ym~t,s!%. ~28!

The basic method of solving Eq.~28! is to perform a two-
dimensional search over all possible values oft ands.

It is important to note that the effect of time-scaling
changes and depends on the time that it is applied, and con-
sequently, the time-scaling and time-delaying operations are
not commutative.11 In Eq. ~27!, the mother wavelety1(t) is
first compensated in time scale before correlating with
ym(t). If the time-scaling and time-delaying operations are
applied in reverse order, a different result will be obtained.
The effect of the time-varying property of time scaling can
be illustrated by usingym(t) instead ofy1(t) as the mother
wavelet. In this case, the continuous wavelet transform is
given by

Wym
y1~t,s!5

1

As
E

2`

`

y1~ t !ym* S t2t

s Ddt, s.0. ~29!

Using Eqs.~24! and ~25!, it can be easily shown that the
ensemble average ofWym

y1(t,s) attains its maximum at
tmax52bm1 /am1 andsmax51/am1 . This result is clearly dif-
ferent from that obtained usingy1(t) as the mother wavelet.

III. EVALUATING THE CONTINUOUS WAVELET
TRANSFORM

In practice,Wy1
ym(t,s) is evaluated at discrete values

of t ands using samples ofy1(t) andym(t) as follows:

Wy1
ym~qTs ,sp!'

1

f sAsp
(

k
ym~kTs!y1* S k2q

sp
TsD ,

sp.0, ~30!

wherep, q, kare integers,f s is the sampling frequency, and
Ts51/f s . Note that the discrete values oft are uniformly
spaced at time intervals ofTs and so the maximum quanti-
zation error in the time-delay estimate is6Ts/2. A major
problem in computing Eq.~30! is to create the time-scaled
replicas, y1(kTs /sp), of the mother wavelet,y1(kTs),
which may be computationally intensive because the analytic
expression for the received signaly1(t) is unknown. The
basic method involves interpolation or decimation of
y1(kTs) by a factor ofsp , depending on whethersp.1 or
sp,1. In general, a low-pass filter is required in the deci-
mation process to avoid aliasing. The amount of signal en-
ergy removed by the antialiasing filter depends on the sam-
pling frequencyf s and decimation factorsp

21. For the joint
estimation of the relative time scale and time delay, the sam-
pling frequencyf s is chosen to be significantly larger than
the Nyquist sampling rate, which, in turn, is at least twice the
signal bandwidthB1 . This ensures most of the signal energy
is preserved even with the maximum decimation factor
~minimum sp). The resampling frequency in the case of
maximum decimation is given byf s min$sp% and, so, no an-
tialiasing filter is required iff s min$sp%>2B1.

Four different approaches are now described for com-
puting Wy1

ym(qTs ,sp). The first two are based on interpo-
lation prior to cross correlation, while the other two are
based on the chirpz-transform and the cross-wavelet trans-
form.
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A. Multirate sampling

The time-scaled replicasy1(kTs /sp) can be created
from y1(kTs) using the multirate sampling method.20 The
time scale valuesp is written asI /D, where I and D are
positive integers. To change the sampling rate of the signal
from f s to spf s , the sampling rate is first increased toI f s by
adding (I 21) zeros between each pair of signal samples
$y1(kTs),y1@(k11)Ts#%, then the resultant signal is passed
through a low-pass filter for antiimaging and antialiasing,
and finally everyDth sample of the filter output is selected.
To improve the computational efficiency, multistaging20 is
often used. This requires decomposingI andD into products
of prime numbers and using multiple lower-order low-pass
filters.

For a given time-scale valuesp , Eq. ~30! indicates that
Wy1

ym(qTs ,sp) is a discrete~linear! correlation ofym(kTs)
andy1(kTs /sp), which can be computed using fast correla-
tion via the fast Fourier transform. Assumey1(kTs) has a
length ofL1(2L1/2<k<L1/221) andym(kTs) has a length
of Lm(2Lm/2<k<Lm/221), where L1 ,Lm are even and
L1<Lm . The length of the fast Fourier transform,M, is cho-
sen to avoid circular correlation, that is,M is a power of 2
such thatM>Lm1L1 max$sp%21. The sequencesym(kTs)
andy1(kTs /sp) are first padded to the same lengthM with
the appropriate numbers of zeros. Then the fast Fourier trans-
form of ym(kTs) is multiplied by the complex conjugate of
the fast Fourier transform ofy1(kTs /sp). Finally, the in-
verse fast Fourier transform of the resulting product is di-
vided by f sAsp to give Wy1

ym(qTs ,sp).

B. Discrete Fourier transform interpolation

A simpler way to create time-scaled replicas
y1(kTs /sp) is to interpolatey1(kTs) using thediscreteFou-
rier transform, which does not require a low-pass filter.21 In
this method, the time scale values are limited tosp5(L1

1p)/L1 , whereL1 is the length of the sequencey1(kTs) and
p is an integer multiple of 2. The time scale increment is
p/L1 and so the maximum quantization error in the relative
time scale estimate is6p/2L1 . Let Y1(k) be the discrete
Fourier transform ofy1(kTs), 2L1/2<k<L1/221.

1. Time base expansion (dilation)

For sp.1 (p.0), p/2 zeros are appended to each end
of Y1(k), which effectively increases the sampling rate from
f s to spf s . Taking the inverse discrete Fourier transform of
the zero-padded spectrum and multiplying the result bysp

givesy1(kTs /sp), 2(L11p)/2<k<(L11p)/221.

2. Time base contraction (compression)

For 1
2,sp,1 (2L1/2,p,0), L1/21p zeros are ap-

pended to each end ofY1(k), which effectively increases the
sampling rate to 2spf s . Taking the inverse discrete Fourier
transform of the zero-padded spectrum and multiplying the
result by 2sp yields y1(kTs/2sp), 2(L11p)<k<(L11p)
21. Retaining one for every two samples ofy1(kTs/2sp)
givesy1(kTs /sp), 2(L11p)/2<k<(L11p)/221, with the

sampling rate ofy1(t) now effectively beingspf s . To avoid
aliasing, the new sampling frequencyspf s must be at least
twice the signal bandwidthB1 , that is,spf s>2B1 , which
places a lower bound onsp . For example, iff s54B1 , the
lower bound onsp will be 1

2, which is small enough for most
applications as the relative time scale is seldom less than1

2.
The higher sampling rate also results in a smaller quantiza-
tion error in the time delay estimate.

Having obtained the time-scaled replicasy1(kTs /sp),
Wy1

ym(qTs ,sp) is computed for each value ofsp using fast
correlation via the fast Fourier transform.

C. Chirp z-transform

An alternative approach to computingWy1
ym(qTs ,sp)

uses the chirpz-transform, which avoids generating the time-
scaled replicas of the mother wavelet,y1(kTs /sp). The time
scale valuessp of the chirp z-transform are chosen arbi-
trarily. Using Parseval’s theorem, Eq.~27! can be written as

Wy1
ym~t,s!5AsE

2`

`

Ym~ f !Y1* ~s f !ej 2p f t d f , s.0 ,

~31!

where Yn( f ) is the Fourier transform ofyn(t), n51,m.
Evaluating Eq.~31! at discrete values oft5qTs and s
5sp.0, and approximating the integral with a finite sum-
mation gives

Wy1
ym~qTs ,sp!

'
Asp

f sM
(

k52M /2

M /221

Ydm~k fs /M !Yd1* ~spk fs /M !ej 2pqk/M,

~32!

whereYdn(k fs /M ) (n51,m) are the samples of the discrete-
time Fourier transform ofyn(t) defined by

Ydn~ f !5(
k

yn~kTs!e
2 j 2pk f Ts. ~33!

In Eq. ~32!, M>Lm1L1 max$sp%21 is chosen to implement
the linear correlation indicated in Eq.~27! rather than a cir-
cular correlation; usually,M is chosen to be a power of 2.
Given Ydm(k fs /M ) and Yd1* (spk fs /M ), Eq. ~32! can be
computed efficiently using an inverseM-point fast Fourier
transform.

Here Ydm(k fs /M ) is obtained by padding each end of
ym(kTs) with (M2Lm)/2 zeros, followed by anM-point fast
Fourier transform. The scaled wavelet spectrum,
Yd1(spk fs /M ), is computed using the chirpz-transform as
suggested by Jones and Baraniuk.22 First, each end of
y1(kTs) is padded with (M2L1)/2 zeros. Then using the
definition of Yd1( f ), it follows that

Yd1~spk fs /M !5 (
n52M /2

M /221

y1~nTs!e
2 j 2pspkn/M ~34!

for 2M /2<k<M /221. By putting m5n1M /2 and l 5k
1M /2 (0<m, l<M21), Eq. ~34! can be written as
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Yd1~spk fs /M !5ej pspk (
m50

M21

y1F S m2
M

2 DTsG
3e2 j 2psplm/Mej pspm. ~35!

The summation in Eq.~35! is recognized as the chirp
z-transform of the sequencey1@(m2M /2)Ts# with param-
eters W5e2 j 2psp /M and A5e2 j psp.23 The computation
time of the chirpz-transform is only a few times longer than
that of anM-point fast Fourier transform. Further details re-
garding the implementation of the chirpz-transform are
given in Ref. 23. Note that the casesp.1 requires samples
of Yd1( f ) outside the intervalu f u< f s/2. Since these samples
correspond to frequencies above the Nyquist frequency and
assuming that the sampling rate ofy1(t) satisfies the Nyquist
criterion, then setYd1(spk fs /M )50 for uku.M /2sp .

D. Cross-wavelet transform

HereWy1
ym(t,s) can also be evaluated using the cross-

wavelet transform as proposed by Young,11 that is,

Wy1
ym~t,s!

5
1

cg
E

2`

` E
2`

`

Wgym~b,a!Wg* y1S b2t

s
,

a

s D da db

a2 ,

s.0, ~36!

whereWgyn(b,a) is the continuous wavelet transform of the
signal yn(t) with respect to an arbitrarily chosen mother
waveletg(t)(n51,m) and cg is the admissibility constant.
The continuous wavelet transform ofWgyn(b,a) is defined
by

Wgyn~b,a!5
1

Auau
E

2`

`

yn~ t !g* S t2b

a Ddt, ~37!

wherea and b are the time-scale and time-delay variables,
respectively, and botha and b can be positive or negative.
Usually, the mother waveletg(t) is complex so that the re-
sulting continuous wavelet transform,Wgyn(b,a), is also
complex. If g(t) has a real spectrum, then for real signals
y1(t) and ym(t), it can be shown~see Appendix! that Eq.
~36! can be written as

Wy1
ym~t,s!

5
2

cg
ReF E

0

` da

a2 E
2`

`

Wgym~b,a!Wg* y1S b2t

s
,

a

s DdbG ,
s.0, ~38!

where Re@ # denotes the real part of the bracketed quantity.
Equation~38! indicates that only positive scale values need
to be considered in the computation.

Evaluating Eq.~38! at discrete values oft5qTs ands
5sp.0, and approximating the double integral with a finite
double summation gives

Wy1
ym~qTs ,sp!'

2Da

cgf s
ReF (

i 50

Na21
1

ai
2 (

k
Wgym~kTs ,ai !

3Wg* y1S k2q

sp
Ts ,

ai

sp
D G , ~39!

whereai5a01 iDa (0< i<Na21) for somea0 , Da.0. To
obtain Wy1

ym(qTs ,sp), first computeWgyn(kTs ,ai) for n

51,m using the discrete Fourier transform interpolation
method or chirpz-transform method withg(t) as the mother
wavelet. It is important to take sufficient samples ofg(t) so
that the discrete signalg(kTs) contains essentially all the
energy ing(t). Let Lg be the length ofg(kTs). The length of
the two-dimensional sequenceWgyn(kTs ,ai) along the dis-
crete time-delay axis,Mn , is the smallest integer that satis-
fies Mn>Ln1Lg max$ai%21. When the wavelet spectrum,
G( f ), has a simple analytical expression~for example, the
Morlet wavelet!, it can be used directly in the chirp
z-transform method to generate the scaled wavelet spectrum,
thus saving the sampling of the mother wavelet and subse-
quent chirpz-transform operations.@The Morlet wavelet is
defined asg(t)5e2at2ej 2p f 0t. It has a real spectrum given
by G( f )5Ap/ae2p2( f 2 f 0)2/a.# For a givensp andai , the
inner summation in Eq.~39! is a discrete correlation of
Wgym(kTs ,ai) andWgy1(kTs /sp ,ai /sp), and so it can be
computed using the fast Fourier transform. The result of this
correlation~obtained for eachai! is then used to evaluate the
outer summation to obtainWy1

ym(qTs ,sp) at the givensp

for all qTs . The creation of the two-dimensional sequence
Wgy1(kTs /sp ,ai /sp) for a givensp and the choice ofNa ,
together with the length of the fast Fourier transform, are
discussed below.

Assume Wgym(b,a) is negligibly small for a.aN .
Nonzero results for Eq.~39! require ai5a01 iDa<aN .
Therefore,Na is chosen to be the smallest integer that satis-
fies Na>(aN2a0)/Da. To obtainWgy1(kTs ,ai /sp) for a
given kTs , the linear interpolation technique is applied
to the real and imaginary parts of$Wgy1(kTs ,aj 21),
Wgy1(kTs ,aj )% where ai /sp is contained in (aj 21 ,aj ).
When using this simple interpolation technique, it is assumed
Da is sufficiently small and/orWgy1(b,a) varies slowly
with a. The length of the resulting two-dimensional sequence
Wgy1(kTs ,ai /sp) along the discrete time-delay axis is the
same as that forWgyn(kTs ,ai), which is M1 . For a
given ai , Wgy1(kTs /sp ,ai /sp) can be created from
Wgy1(kTs ,ai /sp) using the discrete Fourier transform inter-
polation technique, provided the sampling frequency is suf-
ficiently larger than the signal bandwidth. The time scale
values are limited tosp5(M11p)/M1 and the resulting
two-dimensional sequenceWgy1(kTs /sp ,ai /sp) has a
maximum length ofM1 max$sp% along the discrete time-
delay axis. Using the fast Fourier transform to compute the
discrete ~linear! correlation of Wgym(kTs ,ai) and
Wgy1(kTs /sp ,ai /sp) requires the length of the fast Fourier
transform,M, to be chosen so that it is a power of 2 and that
M>Mm1M1 max$sp%21.

An alternative way of evaluating Eq.~38! is to use the
chirp z-transform. Applying Parseval’s theorem to the inner
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integral of Eq.~38! and discretization of the resulting equa-
tion gives

Wy1
ym~qTs ,sp!5

2spDa

cgf sM
ReF (

i 50

Na21
1

ai
2 (

k52M /2

M /221

YdmS k fs

M
,ai D

3Yd1* S spk fs

M
,

ai

sp
Dej 2pqk/MG , ~40!

whereYdn(k fs /M ,ai) are the samples of the discrete-time
Fourier transform ofWgyn(b,ai) with respect to the variable
b for a given ai (n51,m). If Ydm(k fs /M ,ai) and
Yd1(spk fs /M ,ai /sp) are known, the inner summation in
Eq. ~40! can be computed efficiently at the givensp andai

for all q using an inverseM-point fast Fourier transform. For
a givenai , Ydm(k fs /M ,ai) is simply theM-point fast Fou-
rier transform ofWgym(kTs ,ai). For a givensp and ai ,
Yd1(spk fs /M ,ai /sp) is obtained fromWgy1(kTs ,ai /sp)
using the chirpz-transform.

E. Comparison of different methods

In the multirate sampling method, the time scale values
sp are of the formI /D. The crucial issue of this approach is
the design of the multistage low-pass filters. Efficiency can
be improved by optimizing the order of the filter at each
stage. However, if a small time-scale increment is required,
the interpolation factorI and decimation factorD will be
quite large, and, consequently, many filters are needed. This
is often impractical. In addition, creating each of the replicas
y1(kTs /sp) requires a new set of filters, thus increasing
even further the number of filters.10 Consequently, this
method is computationally intensive even for moderate time-
scale increments. Another problem with this method is that
the low-pass filters will introduce time delays to the time-
scaled replicasy1(kTs /sp), and these must be compensated
for when estimating the differential time of arrival.

With the discrete Fourier transform interpolation
method,21 the time-scale values are limited tosp5(L1

1p)/L1>2B1 / f s . A smaller time-scale increment requires
a longer sequence fory1(kTs), that is, a largerL1 . However,
the largest value ofL1 is limited by the sampling frequency
of the signal and the maximum observation time over which
the signal model remains valid. Though this problem may be
overcome by paddingy1(kTs) with zeros to increase the ef-
fective signal length, the cost of computing the discrete Fou-
rier transform increases withL1 . Therefore, this method be-
comes less efficient for very small time-scale increments
(<1024). Nevertheless, for time-scale increments on the or-
der of 1023, or larger, this method is the most efficient.

The main advantage of the chirpz-transform method
over the previous two methods is that the time scale values
sp are arbitrary and so very small time-scale increments can
be achieved without increasing the system complexity or the
signal length. The efficiency of this method relies on the
computational cost of theM-point chirpz-transform which is
only a few times larger than that of anM-point fast Fourier
transform. Consequently, for time-scale increments of the

order of 1023, or larger, this method is less efficient than the
discrete Fourier interpolation method but it is more efficient
than the others.

With the cross-wavelet transform method, the process-
ing is performed in the wavelet domain. Although this
method bypasses the need for multirate sampling, it is com-
putationally very intensive as a two-dimensional interpola-
tion is required for every time scale valuesp .

To conclude, the discrete Fourier transform interpolation
method is the most efficient method to compute the continu-
ous wavelet transform for the present application of passive
wideband cross correlation of acoustic signals with differen-
tial Doppler compensation unless the required time-scale in-
crement is too small (<1024), in which case the chirp
z-transform method is preferred.

IV. COMPUTER SIMULATIONS

A series of computer simulations was performed to
study the joint estimation of the relative time scale and dif-
ferential time of arrival using Eq.~28!. An idealized signal
model was used in the simulations, that is, Eqs.~24! and~25!
were assumed valid for allt. The outputs of two sensors
~sensor 1 and sensor 2! with equal SNRs were generated as
follows. A white Gaussian sequence was passed through a
digital bandpass filter to produce a discrete random signal
s(kTs) bandlimited between 100 and 300 Hz. The sampling
frequencyf s was 6 kHz. Using the discrete Fourier transform
interpolation technique, a time-scaled sequences(kTs /a21)
was created, which was then delayed in time byb215 iTs to
produce s@(k2 i )Ts /a21#. Independent white Gaussian
noises of equal variances were finally added tos(kTs) and
s@(k2 i )Ts /a21# to form the sensor outputsy1(kTs) and
y2(kTs), respectively. The discrete Fourier transform inter-
polation method, the chirpz-transform method, and the
cross-wavelet transform method were each used to compute
the continuous wavelet transform for a variety of signal-to-
noise ratio scenarios, for both small and large time delays,
but for a fixed relative time scale. The results verify the
effectiveness of using the wideband cross-ambiguity func-
tion in the joint estimation of the relative time scale and time
delay. Also, the results obtained using the three different
methods were the same in all cases. This is expected because
these methods are merely different approaches to the evalu-
ation of the continuous wavelet transform and there is no
advantage in using one in preference to the others for noise
suppression. Comparing the computation time for each
method used in the simulation corroborates the statement
that the discrete Fourier transform interpolation method is
the most efficient method for the given time-scale increment,
followed by the chirpz-transform method. Moreover, the
cross-wavelet transform method was found to be so compu-
tationally intensive~its computation time is several order of
magnitudes longer than those of the other two methods! that
it was considered unsuitable for practical applications.
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V. APPLICATION TO THE ANGULAR LOCATION OF
JET AIRCRAFT

A. Estimating the azimuth and elevation angles of a
far-field source using three orthogonal sensors

Consider a particular sensor configuration as shown in
Fig. 2. Three sensors are located in thexy-plane with sensor
1 at the origin, sensor 2 at (2d21,0,0), and sensor 3 at (0,
2d31,0). Denote the unit vectors along thex, y, andz axes as
x, y, andz, respectively. The source position at timet can be
described by one of the following position vectors:

R1~ t !5R~ t !5R~ t !@cosf~ t !cosu~ t !x

1cosf~ t !sinu~ t !y1sinf~ t !z#, ~41!

R2~ t !5R1~ t !1d21x, ~42!

R3~ t !5R1~ t !1d31y, ~43!

whereR(t), f(t), u(t) are the range, elevation angle, and
azimuth angle of the source att respectively. By writing
Rm(t)5ARm(t)•Rm(t) for m52,3 and using Eqs.~41!–
~43!, it is easy to show that

R2~ t !5@R2~ t !1d21
2 12d21R~ t !cosf~ t !cosu~ t !#1/2,

~44!

R3~ t !5@R2~ t !1d31
2 12d31R~ t !cosf~ t !sinu~ t !#1/2.

~45!

Using the far-field assumption (R(t)@d21,d31), Eqs. ~44!
and ~45! can be approximated as

R2~ t !'R~ t !1d21cosf~ t !cosu~ t !, ~46!

R3~ t !'R~ t !1d31cosf~ t !sinu~ t !. ~47!

Settingt5to in Eqs.~46! and ~47! and then substituting the
results into Eq.~22! gives

b21'd21cosf~ to!cosu~ to!/c, ~48!

b31'd31cosf~ to!sinu~ to!/c. ~49!

An estimate of the elevation and azimuth angles of the
source atto can be obtained from Eqs.~48! and ~49! using
the estimated values forb21 andb31, that is,

f̂~ to!5cos21@cA~ b̂21/d21!
21~ b̂31/d31!

2#,

0<f<p/2, ~50!

û~ to!5tan21S b̂31/d31

b̂21/d21

D , 0,u<2p. ~51!

B. Experimental results

The digital data from three microphones were recorded
during the low-altitude transit of a jet aircraft. The sampling
frequency f s was 2 kHz, the sensor spacingsd21 and d31

were 25 m, and the speed of sound in airc was 340 m/s. The
data were divided into overlapped blocks and then processed
so as to produce 25 observations per second, with the fre-
quency range of interest being 50–400 Hz. The length of
each data block~or observation time! was 0.34 s (T1) for
sensor 1 and 0.487 s (Tm) for other sensors. The jet was in
level flight as it approached sensor 1 from a direction not far
from the negativey-axis. The geometry is depicted in Fig. 2.

Figure 3~a! shows the variation with time of the time
delay estimate derived by cross correlating the outputs of
sensors 1 and 2, then finding the time displacement that cor-
responds to the maximum value of the cross-correlation
function. Note that only the output of the standard cross-

FIG. 2. The geometrical configuration of the three sensors and the source.

FIG. 3. Temporal variation of the time delay estimates obtained by cross
correlating the outputs of~a! sensors 1 and 2 and~b! sensors 1 and 3. The
variation with time of the elevation and azimuth angles of the jet aircraft
during its transit are shown in~c! and ~d!, respectively.
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correlation processor was used with no compensation for dif-
ferential Doppler between the received signals and, as a re-
sult, the aircraft track is only observed at the beginning and
end of the track~when the time bases of the received signals
are essentially the same!, with noisy time delay estimates
being obtained around the closest point of approach~when
the time bases of the received signals are significantly differ-
ent!. Similar observations can be made for the time delay
estimates obtained by standard cross-correlation processing
of the outputs of sensors 1 and 3@see Fig. 3~b!#.

The time delay estimates from each pair of the sensors,
which are shown in Fig. 3~a! and ~b!, are substituted into
Eqs. ~50! and ~51! to estimate the elevation and azimuth
angles of the jet; the variation with time of these angles are
shown in Fig. 3~c! and~d!, respectively.~Note that the angle
estimates are shown as a function of the sensor time rather
than the unknown source time.! Failure of the standard cross-
correlation processor to compensate for the differential Dop-
pler prevents the observation of the aircraft’s track in Fig. 3.

The same sensor data set was again processed, but using
passive wideband cross-correlation processing with differen-
tial Doppler compensation, which is implemented by evalu-
ating the continuous wavelet transform using the discrete
Fourier transform interpolation method. The time-scale in-
crement is about 0.0088. The results of the processing are
shown in Fig. 4 where the improvement in performance is

dramatic when compared with the results obtained from the
standard cross-correlation processor~see Fig. 3!. The calcu-
lated variation with~sensor! time of the aircraft’s elevation
and azimuth angles are shown in Fig. 4~c! and ~d!, respec-
tively; the jet’s track is clearly observed throughout the tran-
sit. The variation with time of the estimates of the relative

FIG. 5. Variation with time of the relative time scale estimates derived by
evaluating the passive wideband cross-correlation function with differential
Doppler compensation.

FIG. 6. Temporal variation of the time delay estimates obtained by cross
correlating the outputs of~a! sensors 1 and 2 and~b! sensors 1 and 3. The
variation with time of the elevation and azimuth angles of the jet aircraft
during its transit are shown in~c! and ~d!, respectively.

FIG. 4. Similar to Fig. 3 but the time delay estimates are derived by evalu-
ating the passive wideband cross-correlation function with differential Dop-
pler compensation.
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time scales for the two sensor pairs are shown in Fig. 5.
The data from another set of sensors collected on a dif-

ferent occasion during the low-altitude transit of another type
of jet aircraft were also processed in a similar way using the
standard cross-correlation processor~see Fig. 6! and the pas-
sive wideband cross correlator with differential Doppler
compensation~see Fig. 7!. Again, the improvement in per-
formance as a result of differential Doppler compensation is

dramatic. The difference in the time scales of the received
signals is greater for the sensor pair~1,3! because the aircraft
approached from a direction that was close to end-fire~di-
rection of maximum relative time scale!. However, for the
orthogonal sensor pair~1,2! the difference in the time scales
of the received signals is much smaller because the aircraft
track is broadside to the axis of the sensor pair~direction of
minimum relative time scale!. The difference in the time
delay estimates obtained using the two processors for this
pair of sensors is small because the relative time-scale esti-
mates are very close to unity~see Fig. 8!.

VI. CONCLUSIONS

For fast moving sources and widely spaced sensors, the
passive wideband cross-correlation method for time delay
estimation requires compensation for the relative time scal-
ing between the received signals, otherwise the time delay
estimates are in error.

Passive wideband cross-correlation processing of two
signals with differential Doppler compensation is equivalent
to evaluating the continuous wavelet transform of one of the
received signals using the other received signal as the mother
wavelet. The most computationally efficient method to gen-
erate the time scale replicas of the mother wavelet is to in-
terpolate the time series data using the discrete Fourier trans-
form technique, prior to estimating the differential time of
arrival using the cross-correlation method which, in turn, is
efficiently implemented in the frequency domain using the
fast Fourier transform.

The observation of jet aircraft transits requires process-
ing the acoustic data using a passive wideband cross-
correlation technique with differential Doppler compensation
from which the time delay estimates can be used to calculate
the variation with time of the azimuth and elevation angles
of the jet during its transit.
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APPENDIX: PROOF OF EQ. „38…

Using Parseval’s theorem, Eq.~37! can be written as

Wgyn~b,a!5Auau E
2`

`

Yn~ f !G* ~a f !ej 2p f b d f , ~A1!

whereYn( f ) andG( f ) are the Fourier transforms ofyn(t)
and g(t), respectively. For a real signalyn(t), Yn( f )
5Yn* (2 f ). If the wavelet spectrumG( f ) is also real, then
by using Eq.~A1!, it is clear that

Wgyn~b,a!5Wg* yn~b,2a!. ~A2!

By splitting the inner integral of Eq.~36! into two, i.e.,

E
2`

`

~• !
da

a2 5E
2`

0

~• !
da

a2 1E
0

`

~• !
da

a2 ,
FIG. 8. Similar to Fig. 5 but for different aircraft.

FIG. 7. Similar to Fig. 6 but the time delay estimates are derived by evalu-
ating the passive wideband cross-correlation function with differential Dop-
pler compensation.
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and then applying Eq.~A2! to the first integral forn51,m, it
can be seen that

E
2`

0

Wgym~b,a!Wg* y1S b2t

s
,

a

s D da

a2

5E
0

`

Wgym~b,2a!Wg* y1S b2t

s
,

2a

s D da

a2

5E
0

`

Wg* ym~b,a!Wgy1S b2t

s
,

a

s D da

a2 . ~A3!

Combining this result with the second integral yields

E
2`

`

Wgym~b,a!Wg* y1S b2t

s
,

a

s D da

a2

52 ReF E
0

`

Wgym~b,a!Wg* y1S b2t

s
,

a

s D da

a2 G . ~A4!

Substituting Eq.~A4! into Eq. ~36! gives Eq.~38!.
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Advanced array processing methods require accurate knowledge of the location of individual
elements in a sensor array. Array element localization~AEL! methods are typically based on
inverting acoustic travel-time measurements from a series of controlled sources at well-known
positions to the sensors to be localized. An important issue in AEL is designing the configuration of
source positions: a well-designed configuration can produce substantially better sensor localization
than a poor configuration. In this paper, the effects of the source configuration and of errors in the
data, source positions, and ocean sound speed are quantified using a sensor-position error measure
based on thea posterioriuncertainty of a general formulation of the AEL inverse problem. Optimal
AEL source configurations are determined by minimizing this error measure with respect to the
source positions using an efficient hybrid optimization algorithm. This approach is highly flexible,
and can be applied to any sensor configuration and combination of errors; it is also straightforward
to apply constraints to the source positions, or to include the effects of data errors that vary with
range. The ability to determine optimal source configurations as a function of the number of sources
and of the errors in the data, source positions, and sound speed allows the effects of each of these
factors to be examined quantitatively in a consistent manner. A modeling study considering these
factors can guide in the design of AEL systems to meet specific objectives for sensor localization.
© 1999 Acoustical Society of America.@S0001-4966~99!03912-0#

PACS numbers: 43.60.Pt, 43.30.Xm@DLB#

INTRODUCTION

Measuring ocean acoustic fields at an array of sensors
allows the application of advanced signal processing meth-
ods such as beamforming1 and matched-field inversion.2–5

However, these methods require accurate knowledge of the
positions of individual sensors in the array. For example, a
general rule to achieve a loss of less than 1 dB in array-
processing gain requires the sensor positions be known to
within l/10, wherel is the wavelength at the frequency of
interest.6,7 Deploying large hydrophone arrays at sea is not
an exact procedure, and sufficiently accurate sensor positions
are often not known after the fact. In many cases, an acoustic
survey is required to localize the sensors more precisely after
deployment, a procedure referred to as array element local-
ization ~AEL!. These AEL surveys are generally based on
transmitting acoustic signals from controlled sources at well-
known positions to the sensors to be localized. Given knowl-
edge of the ocean sound speed, measurements of the arrival
times of these signals can then be inverted for estimates of
the sensor locations.

Typical approaches to AEL differ for static and dynamic
arrays. In the case of a dynamic array, such as a vertical line
array~VLA ! which moves with currents in the water column,
AEL is required on an on-going basis. The AEL systems for
VLA’s are typically based on continually transmitting sig-
nals from a set of acoustic transponders positioned about the

array on the seafloor@e.g., Fig. 1~a!#, allowing the sensor
positions to be tracked with time.8–12 In most cases, the tran-
sponders are triggered by a control unit that is synchronized
with the VLA recording system, so that the instant of signal
transmission~referred to as source instant! is known and the
measured arrival times can be interpreted as absolute travel
times. In the case of a static array, such as a horizontal line
array~HLA ! fixed to the seafloor, AEL is required only once.
The AEL measurements for a static array can be obtained by
deploying acoustic sources in the water column about the
array site and recording the arrivals at the sensors13–15 @Fig.
1~b!#. The sources can be synchronized with the array re-
cording system~e.g., by using a transponder system or by
independently measuring the source instant! providing abso-
lute travel-time measurements. Alternatively, the sources can
be independent of the recording system~nonsynchronized!;
in this case the measured arrival-time data provide only rela-
tive travel times. Relative travel-time data provide less infor-
mation than absolute measurements; however, the use of
nonsynchronized sources, such as light bulbs imploded at
depth in the water column, allows for simple, inexpensive
AEL surveys.15,16

The precision to which the array sensors can be local-
ized in an AEL survey depends on a number of factors. Per-
haps the most obvious is the uncertainty of the measured
arrival-time data. However, uncertainties in the source posi-
tions, which are often considered ‘‘known’’ parameters, can
also introduce substantial localization errors and often repre-
sent the limiting factor in AEL.11–13,15In addition, errors ina!Electronic mail: sdosso@uvic.ca
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the ocean sound speed can be significant. Although measured
sound-speed profiles are usually accurate in a relative sense,
bias errors of as much as 2 m/s are not uncommon.17 The
translation of errors in the data, source positions, and sound
speed into errors in the sensor positions is determined by the
AEL inverse problem; simple estimates based on forward
calculations are not correct~e.g., a 1-ms travel-time error in
an ocean of sound-speed 1500 m/s doesnot imply a 1.5-m
positioning error!. A poorly conditioned inverse problem
will magnify the effects of errors to a much greater extent
than a well-conditioned problem.18 The conditioning of AEL
inversion is determined by the source-sensor geometry.
Hence, for a given sensor array, the configuration of source
positions determines the conditioning of the inversion and
strongly affects the accuracy of sensor localization. We em-
phasize that only by jointly considering the effects of both
errors and the inversion can AEL uncertainties be studied in
a meaningful way.

In this paper, the effects of the source configuration and
of errors in the data, source positions, and sound speed are
quantified using an error measure based on thea posteriori
uncertainty of a general formulation of the AEL inverse
problem. Several error measures are defined including the
mean three-dimensional~3-D! error in the sensor positions
and the maximum 3-D error. The optimal AEL source con-
figuration for a particular scenario can be determined by
minimizing the error measure with respect to the source po-
sitions. This is a challenging nonlinear optimization problem,
and is solved here using an efficient hybrid optimization
algorithm.18–20 The concept of designing optimal experi-

ments by minimizing a measure of thea posteriori error,
resolution, or conditioning of the inverse problem has been
previously applied to ocean acoustic tomography21 and to
geophysical inverse problems.22–24The algorithm developed
here for AEL is very flexible, and can be used to determine
the optimal source configuration for any sensor configura-
tion, for relative or absolute travel-time data, and for any
combination of errors in the data, source positions, and
sound speed. It is also straightforward to apply physical con-
straints to the source configuration, or to include the effects
of data errors that vary with range. In addition, the ability to
determine optimal source configurations as a function of the
type of data, the number of sources, and the errors in the
data, source positions, and sound speed allows the effects of
each of these factors to be examined quantitatively in a con-
sistent manner. A modeling study considering these factors
can guide in the design of AEL systems to meet specific
objectives for sensor localization.

The following section of this paper develops the inver-
sion and optimization methods that form the basis for opti-
mal AEL survey design. In Sec. II we illustrate the applica-
tion of these methods for both horizontal and vertical arrays,
including determination of optimal source configurations and
assessment of the effects due to various error sources. Fi-
nally, in Sec. III we summarize this paper.

I. THEORY

To develop an algorithm for optimal AEL survey design
requires consideration of the AEL inverse problem. The AEL
represents a nonlinear inverse problem; however, it is well
suited to linearization and iterated linear inversion. Methods
of linear inverse theory allow underdetermined inversions to
be formulated by treating all parameters as unknowns with
differing degrees ofa priori knowledge, and provide esti-
mates of thea posteriori uncertainties of the solution
parameters.25–27 To include the effects of uncertainty in the
source positions and sound speed, a simultaneous inversion
is formulated here for sensor positions, source positions,
sound-speed bias, and source instants.

The procedure for designing optimal AEL source con-
figurations developed in this paper consists of~i! defining an
AEL error measure based on the sensor-position uncertain-
ties derived from the linearized solution, and~ii ! determining
the source positions that minimize this error measure by us-
ing an efficient hybrid optimization algorithm. The compo-
nents of this scheme are described as follows. In Sec. I A we
develop a general approach to linearized inversion for AEL.
This development extends the inversion in Ref. 12 to include
the sound-speed bias, and provides an analytic expression for
the a posteriori uncertainty of the solution parameters. In
Sec. I B we define several AEL error measures based on the
a posterioriuncertainties in sensor positions, and in Sec. I C
we describe the hybrid optimization algorithm used to mini-
mize this error.

A. AEL inversion

The set of acoustic arrival timest measured in an AEL
survey can be written in general vector form as

FIG. 1. Schematic diagrams of typical AEL surveys for~a! a vertical line
array and~b! a bottomed horizontal line array.
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t5T~m!1n. ~1!

In ~1!, the forward mappingT represents the arrival times of
the acoustic signals along direct ray paths between sources
and receivers~given explicitly in the Appendix!. The model
m of unknown parameters is taken to consist of 3-D position
variablesx, y, zfor each sensor, position variablesx8, y8, z8
for each source, the sound-speed biascb , and, for nonsyn-
chronized surveys, the source instantt0 for each source. Fi-
nally, n represents the data errors~noise!.

As mentioned above, the AEL inverse problem of deter-
mining an estimatem̃ of m is functionally nonlinear; how-
ever, a local linearization can be obtained by expanding
T(m̃)5T(m01dm) in a Taylor series to first order about an
arbitrary starting modelm0 to yield

t5T~m0!1J~m0!@m̃2m0#, ~2!

whereJ represents the Jacobian matrix of partial derivatives
Ji j 5]Ti /]mj ~given explicitly in the Appendix!. Equation
~2! can be written

Jm̃5t2T~m0!1Jm0[d, ~3!

where the explicit dependence onm0 has been suppressed.
Note thatd consists entirely of known or measured quanti-
ties, and may be considered modified data for the problem.
Equation~3! represents a linear inverse problem form̃, the
solution of which is considered below. Since nonlinear terms
have been neglected in~3!, the linearized inversion may need
to be repeated iteratively until the solution converges~i.e.,
updatem0←m̃ and repeat the inversion untilm̃5m0!.

12

To consider the linear inverse problem~3!, assume that
the noise on the data can be represented by a zero-mean,
Gaussian-distributed random process with covariance matrix
Cn5^nnT&, where^•& indicates the expected value~under the
typical assumption of uncorrelated noise,Cn is a diagonal
matrix with thei th entry representing the variance of thei th
datum!. The method of regularization allows linear inverse
problems to be formulated which are underdetermined in an
information sense by includinga priori estimates and uncer-
tainties of the unknown parameters~AEL inversion with
both source and sensor positions as unknowns always repre-
sents an underdetermined problem!. Let m̂ be thea priori
estimate of the model parameters andCm̂5^(m̂2m)(m̂
2m)T& be the covariance matrix of this estimate~for uncor-
related estimate errors, this matrix is also diagonal with the
estimate variances on the main diagonal!. The regularized
solution is formulated by defining an objective functionc
that combines terms representing thel 2 norms of the data
misfit ~weighted by the inverse of the data covariance ma-
trix! and the deviation from the prior estimate~weighted by
the inverse of the estimate covariance matrix!12,26

c5~Jm̃2d!TCn
21~Jm̃2d!1~m̃2m̂!TCm̂

21~m̃2m̂!.
~4!

The data anda priori information are optimally applied by
determining the modelm̃ that minimizesc ~i.e., by setting
]c/]m̃50! to yield

m̃5m̂1@JTCn
21J1Cm̂

21#21JTCn
21~d2Jm̂!. ~5!

Optimal AEL survey design is based not on the solution~5!
to the AEL inverse problem, but rather on minimizing an
estimate of the uncertainty in the solution. For a linear in-
verse problem and Gaussian noise, the marginala posteriori
probability distributions of the parameters are also Gaussian
with variances given by the diagonal entries of the solution
covariance matrix27

Cm̂5^~m̃2m!~m̃2m!T&. ~6!

Noting that the true model may be represented

m5m1@JTCn
21J1Cm̂

21#21JTCn
21~d2n2Jm! ~7!

and substituting~5! and ~7! into ~6! leads to

Cm̃5@JTCn
21J1Cm̂

21#21. ~8!

Hence, the standard deviations i of parameterm̃i is given by

s i5A$Cm̃% i i . ~9!

Note that the parameter error estimatess i defined by~8! and
~9! depend on the data uncertainties throughCn, on the un-
certainties in thea priori source-position and sound-speed
estimates throughCm̂, and on the source-sensor geometry
throughJ. The above uncertainty analysis is exact only for
linear inverse problems; however, for problems that are only
weakly nonlinear, it can provide accurate estimates of the
parameter uncertainties. The validity of the linear approxi-
mation to the AEL inverse problem is demonstrated by nu-
merical simulation in Sec. II.

The following section defines an AEL error measure
based on thea posterioriuncertainties of the recovered sen-
sor positions from~9!. Optimal AEL source configurations
can then be determined by minimizing this error measure
with respect to the source positions, which is considered in
Sec. I C. Note that this procedure is based on anexpected
inverse problem~i.e., a particular configuration for the sensor
array is assumed!, but there is no data to invert. Obviously,
in practical applications the sensor positions are not accu-
rately known ~or there would be no need for AEL!, and
hence the expected sensor positions on which the minimiza-
tion is based will be in error. The effects of these errors are
considered in Sec. II and shown to be small.

B. AEL error measures

A number of different AEL error measures can be de-
fined using the standard deviations of the individual sensor-
position parameters given by~9!. Let sx , sy , sz represent
the standard deviations of thex, y, zCartesian coordinates of
the sensor positions ands r5@sx

21sy
21sz

2#1/2. The error
measure that is considered primarily in this paper is

E5
1

NS
(

r
s r , ~10!

whereNS is the total number of sensors to be localized. This
measure represents the mean 3-D error of the sensor posi-
tions. The source configuration that minimizes this error
measure will provide the sensor-position estimates that are
the most accurate on average; however, the sensor-position
errors are not controlled individually. An alternative is to
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minimize the maximum sensor-position error defined by

EM5Maxr $s r%. ~11!

The source configuration that minimizesEM will provide the
set of sensor-position estimates that has the smallest maxi-
mum error. This tends to reduce discrepencies in the sensor-
position errors, but results in a larger mean~and total! error.
Other error measures can also be devised and may be appro-
priate for specific AEL objectives. For example, if accurate
sensor depths are deemed more important than accurate hori-
zontal positions, thesz term in the definition ofs r could be
weighted by a factor greater than one and eitherE or EM

minimized; however, such cases are not considered further in
this paper.

C. AEL optimization

Optimal AEL survey design consists of determining the
set of source-position parameters that minimizes the sensor-
position errorE. This is a strongly nonlinear minimization
problem which typically has a degenerate global minimum
~due to symmetries! and a large number of local minima, and
hence is not amenable to linearized optimization methods. In
addition, since the size of the parameter search space in-
creases geometrically with the number of sources, grid-
search based solutions quickly become impractical. Global
optimization methods, such as simulated annealing23 ~SA!
and genetic algorithms,24 have been applied to minimization
problems associated with geophysical experiment design, but
can be relatively inefficient. Recently, hybrid optimization
methods have been developed18 and applied to geophysical19

and ocean-acoustic20 inverse problems. Hybrid methods
combine local and global approaches to produce a more ef-
ficient optimization. Here, a hybrid optimization algorithm
that combines the local downhill simplex~DHS! method
with SA is applied to optimal AEL survey design; the algo-
rithm is similar to that described in detail in Ref. 20. For
completeness, the following subsections briefly describe SA,
DHS, and the hybrid simplex simulated annealing~SSA! al-
gorithms.

1. Simulated annealing (SA)

Simulated annealing~SA! is a global optimization
method that can be applied to minimize a functionE with
respect to a set of model parameters defined on a given
search interval.18 The algorithm consists of a series of itera-
tions involving random perturbations of the parameters. Af-
ter each iteration a control parameter, the temperatureT, is
decreased slightly. Perturbations that decreaseE are always
accepted; perturbations that increaseE are accepted condi-
tionally, with a probabilityP that decreases withT according
to the Boltzmann distribution

P~DE!5exp~2DE/T!. ~12!

Accepting some perturbations that increaseE allows the al-
gorithm to escape from local minima in search of a better
solution. AsT decreases, however, accepting increases inE
becomes increasingly improbable, and the algorithm eventu-
ally converges. The rate of reducingT and the number and
type of perturbations define the annealing schedule. Fast SA

~FSA! is based on using a Cauchy distribution to generate
the parameter perturbations and reducing the width of the
distribution with the temperature.28,29 The narrow peak and
flat tails of the Cauchy distribution provide concentrated lo-
cal sampling together with occasional large perturbations,
allowing a faster rate of temperature reduction than standard
SA.

2. Downhill simplex (DHS)

Global optimization methods widely search the param-
eter space and avoid becoming trapped in unfavorable local
minima. However, since individual steps are computed ran-
domly, these methods can be quite inefficient at moving
downhill. In contrast, local~gradient-based! methods move
efficiently downhill, but typically become trapped in a local
minimum close to the starting model. The DHS method is a
local inversion technique based on a geometric scheme for
moving downhill inE that does not require the computation
of partial derivatives or the solution of systems of
equations.18 The DHS method navigates the search space
using a simplex ofM11 models in anM-dimensional pa-
rameter space@e.g., Fig. 2~a!, for M53#. The algorithm ini-
tially attempts to improve the model with the highest value
of E by reflecting it through the opposite face of the simplex
@Fig. 2~b!#. If the new model has the lowestE in the simplex,
an extension by a factor of 2 in the same direction is at-
tempted@Fig. 2~c!#. If the model obtained by the reflection
still has the highestE, the reflection is rejected and a con-
traction by a factor of 2 along this direction is attempted

FIG. 2. Types of steps attempted by the DHS algorithm in three dimensions
@described in text, after Presset al. ~Ref. 18!#.
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@Fig. 2~d!#. If none of these steps decreaseE, then a multiple
contraction about the lowest-E model is performed@Fig.
2~e!#. This process is repeated until the value ofE for each
model of the simplex converges to a common value~i.e., the
simplex shrinks to a single point at the local minimum!.

3. Simplex simulated annealing (SSA)

The goal of hybrid inversion is to combine local and
global methods to exploit the advantages of each~i.e., to
move efficiently downhill, yet avoid becoming trapped in
local minima!. Here, a hybrid SSA inversion is developed
that incorporates the local DHS method into a global SA
search. Unlike standard SA, the SSA inversion operates on a
simplex of models rather than on a single model, and instead
of employing purely random model perturbations, DHS steps
with a random component are applied to perturb the models.
To introduce the random component, the DHS steps are not
computed directly from the current simplex of models, but
rather from a secondary simplex which is formed by apply-
ing random perturbations to all the model parameters andE
values associated with the current simplex.~The secondary
simplex is used only to compute the perturbed models; per-
turbation acceptance and model updating is based on the
current simplex.! The perturbations to the current simplex
used to produce the secondary simplex are computed using a
Cauchy distribution and reducing the distribution width with
temperature as follows.29 Each source-position parameteru
P$x8,y8% is perturbed according to

u←u1jD, ~13!

where D represents the difference between the upper and
lower limits assumed foru and the quantityj is a
temperature-dependent, Cauchy-distributed random variable
computed as

j5@Tj /T0#1/2 tan@p~h2 1
2!#. ~14!

In ~14!, h is a uniform random variable on@0, 1#, andTj is
the temperature at thej th step. The perturbation to the value
of E associated with each model in the simplex is computed
according to

E←E1jĒ, ~15!

wherej is computed according to~14! and Ē is the mean
value ofE for the current simplex. Each new model proposed
by a DHS step is evaluated for acceptance based on the
probabilistic criterion of SA applied to the actual~not per-
turbed! energies, before and after perturbation, for that
model. This provides a mechanism for accepting uphill steps
and escaping from local minima. If any DHS step results in
parameter values outside their given search interval, the pa-
rameters are set to the interval bound prior to evaluation.
After the set of perturbations is complete, the temperature is
reduced according to

Tj5b jT0 , ~16!

whereb is a constant less than one. An appropriate starting
temperatureT0 can be determined by requiring that at least
90% of all perturbations are accepted initially. Appropriate
values forb and the number of perturbations per temperature

step are usually straightforward to determine with some ex-
perimentation.

At high temperatures where the random component of
the perturbations dominates, the SSA method resembles a
FSA global search. At low temperatures, where the random
component is small, the method resembles the local DHS
method. At intermediate temperatures, the method makes a
smooth transition between these two endpoints. We have
found SSA to be a highly efficient method to determine op-
timal AEL source configurations, as illustrated in the follow-
ing section. The efficiency can be improved further by
‘‘quenching’’ the optimization when it approaches conver-
gence~i.e., whenE effectively stops decreasing! by switch-
ing to a pure DHS algorithm to avoid the slow final conver-
gence typical of SA. A block diagram illustrating the basic
SSA algorithm is given in Fig. 3.

II. EXAMPLES

This section presents a number of examples of optimal
AEL survey design for both horizontal and vertical sensor
arrays. The examples presented here are not intended to ex-
haustively consider all aspects of AEL design, but rather to
illustrate how the approach developed in Sec. II can be ap-
plied to determine optimal source configurations and to
quantify the effects of the various sources of errors in AEL.
In addition, the applicability of linearized uncertainty analy-
sis to AEL and the effects of errors in the expected inverse
problem are examined.

A. Optimal AEL for horizontal arrays

1. Nonsynchronized surveys

The first example consists of determining the optimal
configuration for water-column acoustic sources used to lo-
calize the sensors of a bottom-mounted HLA@e.g., Fig.
1~b!#. The scenario is designed to emulate AEL using light-
bulb implosions as acoustic sources, with source positioning
provided by differential GPS measurements. In this example,
the ocean is 500 m deep with the Arctic sound-speed profile

FIG. 3. Block diagram illustrating the SSA algorithm~after Ref. 20!.
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shown in Fig. 4. The potential bias of the sound-speed mea-
surements is assumed to introduce a~depth-independent! un-
certainty of 2 m/s. The HLA is aligned along thex axis with
the eight sensors to be localized equally spaced fromx
521000 to 1000 m@see Fig. 5~a!#. The sources and record-
ings are not synchronized, and hence the source instants are
treated as unknowns. The errors on the data are uncorrelated
with a standard deviation of 0.5 ms. The acoustic sources are
located at a nominal depth of 50 m, representing an approxi-

mate optimal depth for light-bulb sources~source level and
bandwidth increase with depth; however, standard bulbs
typically cannot withstand depths much greater than 50 m!.
The source positions are known to within an uncertainty in
x8, y8 of 5 m and inz8 to 2 m; source-position errors are
uncorrelated. The uncertainty of thea priori estimates of the
sensor positions is taken to be infinite, so that only the acous-
tic data influence these parameters.

The SSA optimization algorithm developed in Sec. I was
applied to determine the set of source positions~x8, y8! that
minimize the mean sensor-position errorE given by ~10!.
~Note that source depthz8 could also be included in the
optimization; however, this is not done here since the depths
useful for light-bulb sources fall in a fairly narrow range
about the nominal depth of 50 m.! The search interval for the
horizontal position parameters was defined to beux8u
<1500 m,uy8u<1000 m~these constraints ensure that direct
acoustic ray paths exist between each source and sensor in
the upward-refracting ocean environment of Fig. 4!. Figure
5~a!–~c! shows the optimal configurations for four, five, and
six sources, and Fig. 5~d!–~f! shows the correspondinga
posteriori standard deviations in the sensor positions. The
form of the optimal configurations obtained appear to be
unique: repeating the SSA optimizations with different se-
quences of random model perturbations produced configura-
tions that were essentially identical to those shown in Fig. 5,
up to reflections about thex and/ory axes. The source con-
figurations shown in Fig. 5~a! and~c! exhibit natural symme-
tries that are an inherent property of the optimal configura-
tion and were in no way built into the optimization
algorithm. The configuration in Fig. 5~b! lacks symmetry;
however, this may be due to the effect of the constraints, as
one source is located at (x8,y8)5(1500,1000) m. Figure
5~d!–~f! shows that the sensor-position uncertainties de-
crease as the number of sources is increased. In particular, a
substantial decrease in the mean sensor-position error from
E519.8 m toE57.8 m is obtained by increasing from four
sources~the minimum number for a nonsynchronized sur-
vey! to five sources. This indicates that for this scenario,
AEL with four sources is not a well-determined inverse
problem and would not be recommended.

The annealing schedule of the SSA optimizations for
Fig. 5 ~and all others in this paper! was based on the require-
ment that ten model perturbations be accepted at each tem-
perature step, and the temperature be reduced between steps
by a factor ofb50.975. Each optimization required approxi-
mately 5–10 min of computation time on a 200-MHz Pen-
tium PC running IDL~Interactive Data Language!. An ex-
ample of the optimization procedure is given in Fig. 6, which
shows the sensor-position errorE and the source coordinates
x8, y8 as a function of temperature step for the four-source
case ~all models in the simplex are shown!. Initially, the
source coordinates fluctuate over their entire allowed range
and sensor-position errors as large asE5104 m are obtained.
The errorE decreases steadily, although not monotonically,
with temperature until approximately step 250. At this point
E has essentially stopped decreasing, which indicates the
various models in the simplex are simply fluctuating between

FIG. 4. Arctic sound-speed profile for AEL examples.

FIG. 5. Optimal AEL source positions~crosses! for localizing HLA sensors
~circles! are shown in~a!–~c! for four, five, and six sources for a nonsyn-
chronized AEL survey with errors int of 0.5 ms, uncertainties inx8,y8 of 5
m and inz8 of 2 m, and a sound-speed uncertainty of 2 m/s. Dotted lines
represent the constraint on source positions. Correspondinga posteriori
standard deviations for the sensor positionss r ~heavy solid line!, sx ~solid
line!, sy ~dashed line!, andsz ~dotted line! are shown in~d!–~f! with mean
sensor-position errors ofE519.7, 7.8, and 6.4 m, respectively.
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good solutions. The optimization is then quenched to col-
lapse the simplex to the single best model.

The optimal source configurations shown in Fig. 5 were
determined by minimizing an error function based on a local
linear approximation to the nonlinear AEL inverse problem,
as described in Sec. I. To investigate the validity of this
approximation, Fig. 7 compares the theoretical Gaussiana
posteriorierror distributions from the linear analysis~smooth
curve!to error histograms computed from a nonlinear Monte
Carlo simulation for the four-source case. The Monte Carlo
simulation consisted of performing 105 independent inver-
sions. In each inversion, random errors on the arrival-time
data, on thea priori source-position estimates, and on the
sound-speed bias were drawn from zero-mean Gaussian dis-
tributions with standard deviations equal to the uncertainty
assigned to that quantity~given above!. Each inversion was
initiated from a randomly chosen starting model, and the
regularized solution~5! was applied iteratively to conver-

gence. Figure 7 shows that the linear and nonlinear error
distributions are virtually identical, which indicates that the
linear uncertainty analysis is indeed applicable to the nonlin-
ear AEL inverse problem.

As mentioned previously, optimal AEL survey design is
based on determining the optimal source configuration cor-
responding to the expected array configuration. For example,
the optimal source configurations shown in Fig. 5 were de-
signed for the eight-element HLA in that figure, which rep-
resents the expected sensor configuration. In practice, how-
ever, the sensor positions are known only approximately
after array deployment, typically to within ten to several
hundred meters~hence the need for AEL!. Since the ex-
pected and true array configurations differ by this amount, it
is important to investigate the influence of errors in the ex-
pected sensor positions on the accuracy of AEL sensor local-
ization. This issue is examined in Fig. 8 for the optimal
five-source configuration@Fig. 5~b!#. Figure 8~a! illustrates

FIG. 6. Convergence of SSA optimization~four-source configuration! for the mean source-position errorE and source coordinates$xi8 ,yi8 , i 51,4%. All
models in the simplex are shown.
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the effect of random errors in the expected positions of indi-
vidual sensors on the sensor-position errorE. To determine
each point on this figure,E was computed for 200 realiza-
tions of uniform random errors applied to each of the sensor-
position coordinates. The resulting mean value forE and the
mean6 one standard deviation are shown in Fig. 8~a!. Fig-
ure 8~b! is similar to Fig. 8~a!, except that in this case the
random errors consist of uniform offsets of the entire HLA in
x, y andz. Finally, Fig. 8~c! shows the effect of errors in the
orientation of the HLA axis from 0 to 20 degrees~note that
for an orientation error of 20 degrees the positions of the
sensors at either end of the HLA are in error by approxi-
mately 350 m!. Since Fig. 8~c! does not represent the aver-
age of a collection of random errors, there is no standard
deviation associated with the curve as in Fig. 8~a! and ~b!.
Figure 8 shows that typical-to-large errors in the expected
source configuration result in relatively small errors~&10%!
in the sensor localization when the optimal source configu-
ration is employed. It was found that combining the various
types of errors considered in Fig. 8 typically lead to smaller
values ofE than those shown. The effect of errors in the
expected source positions was also found to decrease as the
number of sources was increased~i.e., the effect was some-
what greater for the optimal four-source configuration, but
was smaller for the six-source configuration!.

While the effect of errors in the expected sensor posi-
tions are relatively small, the use of nonoptimal source con-

FIG. 9. Examples of nonoptimal configurations of five AEL sources
~crosses! for localizing HLA sensors~circles! are shown in~a!–~c! for a
nonsynchronized AEL survey with errors int of 0.5 ms, uncertainties in
x8,y8 of 5 m and inz8 of 2 m, and a sound-speed uncertainty of 2 m/s.
Correspondinga posteriori standard deviations for the sensor positionss r

~heavy solid line!, sx ~solid line!, sy ~dashed line!, andsz ~dotted line! are
shown in ~d!–~f! with mean sensor-position errors ofE51765, 17.5, and
12.0 m, respectively.

FIG. 7. Marginala posteriori probability distributions for AEL errors in
positions of HLA sensors 1, 4, and 8 for the optimum four-source configu-
ration. The smooth curves represent theoretical Gaussian distributions from
linear analysis; histograms represent results from nonlinear Monte Carlo
simulation.

FIG. 8. Effect of errors in expected sensor positions on the AEL errorE for
the optimal five-source configuration.~a! shows the mean~solid line! and
mean6 one standard deviation~dotted lines! for E computed from 200
realizations of uniform random errors applied to individual sensor positions
~horizontal scale indicates the amplitude of the error interval forx and y;
error amplitude forz is ten times smaller!. ~b! is similar to ~a!, except that
the random errors consist of uniform offsets of the entire HLA inx, y, and
z. ~c! shows the results of errors in the orientation of the HLA axis.
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figurations can lead to large AEL errors. For example, Fig. 9
shows three five-source configurations that are substantially
worse that the optimal configuration@Fig. 5~b! and ~e!, E
57.8 m#. The source configuration in Fig. 9~a! provides ex-
ceedingly poor sensor localization, as indicated by the large
a posterioriuncertainties in Fig. 9~d! and the high value of
E51765 m. Performing AEL with this source configuration
is clearly worthless. This case illustrates that without quali-
tative analysis, seemingly reasonable source configurations
can produce poor AEL results~is is interesting to note, how-
ever, that this configurations provides good sensor localiza-
tion for synchronized AEL surveys!. Figure 9~b! and ~c!
shows two other source configurations which, although sub-
stantial improvements on the configuration in Fig. 9~a!, pro-
vide sensor localization that is significantly worse than the
optimal configuration@E517.5 and 12.0 m for Fig. 9~b! and
~c! respectively#.

Since the sensor-position errorE depends on the errors
associated with the measured data, thea priori source posi-
tions, and the sound-speed bias, the optimal source configu-
ration can change with changes in these factors. The optimal
configurations shown in Fig. 5 were computed for errors int
of 0.5 ms, uncertainties inx8, y8 of 5 m and inz8 of 2 m,
and a sound-speed uncertainty of 2 m/s. For comparison,
optimal configurations are shown in Fig. 10 for errors int of
0.05 ms, and in Fig. 11 for uncertainties inx8, y8, z8 of 1 m.

Changing the sound-speed error was found to have an insig-
nificant effect on the optimal configuration for nonsynchro-
nized AEL, likely because the effect of the sound-speed error
is partially absorbed in the computed source instants. Com-
parison of Figs. 5, 10, and 11 indicates that, depending on
the number of sources, the source configurations may or may
not change with changes in data or source-position errors.
Note that for given data and source-position errors, the actual
difference in sensor localization is not great for the various
configurations of five sources or of six sources, as docu-
mented in Table I. This indicates that, for reasonably well-
conditioned inversions, near-optimal source configurations
can be determined even if the data or source-position errors
are not well known at the design stage.

2. Synchronized surveys

The optimal source configurations shown to this point
have been computed for nonsynchronized AEL surveys~i.e.,
unknown source instants!. The additional information pro-
vided by measuring source instants allows AEL surveys to
be carried out with fewer sources and can lead to more ac-
curate sensor localization. For example, Fig. 12 shows the
optimal configurations of three, four, and five sources for a
synchronized AEL survey with errors int of 0.5 ms, uncer-
tainties inx8, y8, z8 of 1 m, and a sound-speed uncertainty
of 2 m/s. These are the same uncertainties as for the configu-

FIG. 10. Optimal AEL source positions~crosses! for localizing HLA sen-
sors ~circles! are shown in~a!–~c! for four, five, and six sources for a
nonsynchronized AEL survey with errors int of 0.05 ms, uncertainties inx8,
y8 of 5 m, and inz8 of 2 m, and a sound-speed uncertainty of 2 m/s. Dotted
lines represent the constraint on source positions. Correspondinga poste-
riori standard deviations for the sensor positionss r ~heavy solid line!, sx

~solid line!, sy ~dashed line!, andsz ~dotted line! are shown in~d!–~f! with
mean sensor-position errors ofE58.9, 5.1, and 4.7 m, respectively.

FIG. 11. Optimal AEL source positions~crosses! for localizing HLA sen-
sors ~circles! are shown in~a!–~c! for four, five, and six sources for a
nonsynchronized AEL survey with errors int of 0.5 ms, uncertainties inx8,
y8, z8 of 1 m, and a sound-speed uncertainty of 2 m/s. Dotted lines represent
the constraint on source positions. Correspondinga posterioristandard de-
viations for the sensor positionss r ~heavy solid line!, sx ~solid line!, sy

~dashed line!, andsz ~dotted line! are shown in~d!–~f! with mean sensor-
position errors ofE514.3, 3.3, and 2.8 m, respectively.

3453 3453J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 S. E. Dosso and B. J. Sotirin: Optimal array element localization



rations in Fig. 11~nonsynchronized survey!, yet the source-
position standard deviations shown in Fig. 12~d!–~f! are sub-
stantially smaller. The combination of known source instants
and small source-position uncertainties was found to be the
only case that was significantly affected by the uncertainty in
the water sound speed. Figure 13 shows the optimal source
configurations computed for the same data and source-
position uncertainties as Fig. 12, but with a sound-speed un-
certainty of only 0.25 m/s. The configurations shown in Fig.
13 differ from those in Fig. 12, and the sensor-position stan-
dard deviations are significantly smaller.

So far, optimal source configurations have been de-
signed for uniform errors on the arrival-time data~i.e., all
data have the same standard deviation!. The effects of non-
uniform errors can be included in the optimization through
the data covariance matrixCt. An example of this procedure
is given in Fig. 14 for a case in which the standard deviation
of the i th arrival-time measurement increases linearly with
source-sensor ranger i according to$Ct% i i

1/25mri1b, with
m50.002 ms/m andb50.05 ms~this relationship could rep-
resent empirical observations of the increase in arrival-time
errors due to decreasing signal-to-noise ratio with range!.
The source configurations shown in Fig. 14~a!–~c! are con-
siderably more compact than those in Fig. 13~uniform er-
rors! as the optimization procedure attempts to reduce the
effects of large data errors at long ranges. The resulting
sensor-position standard deviations, shown in Fig. 14~d! and

FIG. 12. Optimal AEL source positions~crosses! for localizing HLA sen-
sors ~circles! are shown in~a!–~c! for three, four, and five sources for a
synchronized survey with errors int of 0.5 ms, uncertainties inx8, y8, z8 of
1 m, and a sound-speed uncertainty of 2 m/s. Dotted lines represent the
constraint on source positions. Correspondinga posteriori standard devia-
tions for the sensor positionss r ~heavy solid line!, sx ~solid line!, sy

~dashed line!, andsz ~dotted line! are shown in~d!–~f! with mean sensor-
position errors ofE53.6, 2.3, and 1.9 m, respectively.

FIG. 13. Optimal AEL source positions~crosses! for localizing HLA sen-
sors ~circles! are shown in~a!–~c! for three, four, and five sources for a
synchronized AEL survey with errors int of 0.5 ms, uncertainties inx8, y8,
z8 of 1 m, and a sound-speed uncertainty of 0.25 m/s. Dotted lines represent
the constraint on source positions. Correspondinga posterioristandard de-
viations for the sensor positionss r ~heavy solid line!, sx ~solid line!, sy

~dashed line!, andsz ~dotted line! are shown in~d!–~f! with mean sensor-
position errors ofE52.5, 2.0, and 1.7 m, respectively.

TABLE I. The AEL errors for various source configurations and errors in
the data and source positions. The left-most column gives the data and
source-position errors for which the source configuration was optimized.
The data errors are 0.5 or 0.05 ms; the source-position errors are 5 m forx8,
y8 and 2 m forz8, or 1 m for x8, y8, z8. The next three columns give the
mean sensor-position errorE for these source configurations, and for the
data and sensor-position errors given in the column heading. In each case
~i.e., each column!, E is minimum for the error values for which the con-
figuration was optimized. Note, however, that for five and six sources, the
differences are not large.

Configuration
optimized for

E ~m!
0.5 ms
5/2 m

E ~m!
0.05 ms
5/2 m

E ~m!
0.5 ms

1 m

Four sources
0.5 ms, 5/2 m 19.7 9.3 17.7
0.05 ms, 5/2 m 22.0 8.9 20.3
0.5 ms, 1 m 31.1 18.0 14.2

Five sources
0.5 ms, 5/2 m 7.80 5.84 3.92
0.05 ms, 5/2 m 9.43 5.13 3.46
0.5 ms, 1 m 8.94 5.35 3.31

Six sources
0.5 ms, 5/2 m 6.44 5.07 3.05
0.05 ms, 5/2 m 7.43 4.68 3.00
0.5 ms, 1 m 6.92 4.91 2.83
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~e!, are much larger for the sensors near the ends of the HLA
than for those near the array center. In a case like this, it may
be preferable to determine the source configuration that
minimizes the maximum sensor-position errorEM given by
~11!, rather than the mean errorE given by ~10!, in an at-
tempt to decrease the discrepancies in the sensor-position
uncertainties. The results of minimizingEM for this case are
given in Fig. 15. The optimal source configurations shown in
Fig. 15~a!–~c! are less compact than those in Fig. 14, and in
each case extend to or beyond the ends of the HLA. This
reduces the sensor-position uncertainties near the ends of the
HLA at the expense of increasing the uncertainties near the
array center, as shown in Fig. 15~d!–~f!.

This section has shown a number of examples of both
optimal and nonoptimal source configurations for HLA sen-
sor localization. In an attempt to quantify the benefits of
employing optimal configurations, Fig. 16~a! shows the ratio
Eave/Eopt as a function of number of sources for both syn-
chronized and nonsynchronized surveys, whereEave is ob-
tained by averagingE over 1000 random choices of the
source configurations andEopt is obtained for the optimal
configuration.~While source configuration designed by an
experienced investigator should be better than a random
choice, the use ofEave provides a consistent baseline for
comparison.! Figure 16~a! shows that the benefit of employ-
ing the optimal source configuration is greatest for small

numbers of sources and for nonsynchronized surveys. The
results of synchronized and nonsynchronized surveys are
compared further in Fig. 16~b!, which showsEopt as a func-
tion of the number of sources for these two cases. For small
numbers of sources, the results of synchronized surveys are
substantially better; however, the difference decreases as the
number of sources increases. Plots such as this could be used
in AEL survey design. For example, if the maximum accept-
able sensor-position error isE55 m, Fig. 16~b! shows that
this can be achieved using five sources in a synchronized
AEL survey or ten sources in a nonsynchronized survey. A
choice between the two surveys could then be made based on
the relative effort and cost of synchronization and source
deployment.

B. Optimal AEL for vertical arrays

This section considers optimal design for AEL systems
that use seafloor acoustic sources~e.g., transponders! to lo-
calize the sensors of a vertical array@Fig. 1~a!#. The ocean
sound-speed profile for the scenario considered here is
shown in Fig. 4, and is assumed to be known to within a
potential bias of 1 m/s. Three VLA sensors at depths of 400,
275, and 150 m~referred to as sensors 1, 2 and 3, respec-
tively! are localized to determine the array shape. The mea-

FIG. 14. Optimal AEL source positions~crosses! for localizing HLA sen-
sors ~circles! are shown in~a!–~c! for three, four, and five sources for a
synchronized AEL survey with errors int that increase linearly with range
~see text!, uncertainties inx8, y8, z8 of 1 m, and a sound-speed uncertainty
of 0.25 m/s. Dotted lines represent the constraint on source positions. Cor-
respondinga posteriori standard deviations for the sensor positionss r

~heavy solid line!, sx ~solid line!, sy ~dashed line!, andsz ~dotted line! are
shown in~d!–~f! with mean sensor-position errors ofE57.2, 4.5, and 3.5 m,
respectively.

FIG. 15. Source configurations that minimize the maximum source-position
error EM . Source positions~crosses! for localizing HLA sensors~circles!
are shown in~a!–~c! for three, four, and five sources for a synchronized
AEL survey with errors int that increase linearly with range, uncertainties in
x8, y8, z8 of 1 m, and a sound-speed uncertainty of 0.25 m/s. Dotted lines
represent the constraint on source positions. Correspondinga posteriori
standard deviations for the sensor positionss r ~heavy solid line!, sx ~solid
line!, sy ~dashed line!, andsz ~dotted line! are shown in~d!–~f! with EM

510.2, 5.4, and 3.9 m~mean source-position errorsE57.9, 5.0, and 3.7!,
respectively.
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sured data consist of absolute travel times and the data errors
are uncorrelated with a standard deviation of 0.5 ms. The
source positions are known to within an uncertainty inx8,
y8, z8 of 1 m and the source-position errors are uncorrelated.
The SSA optimization algorithm was applied to minimize
the mean sensor-position errorE with the constraint that the
sources must be within a radial distance of 1000 m from the
VLA. Figure 17 shows the optimal configurations for three,
four, and five sources together with the correspondinga pos-
teriori standard deviations for each sensor. Repeating the
SSA optimization with different random model perturbations
produced source configurations that were essentially identi-
cal to those in Fig. 17, up to an arbitrary rotation about the
origin ~i.e., the VLA site!.

The radial symmetry of AEL for a vertical array leads to
symmetric optimal source configurations for four and five
sources@Fig. 17~b! and ~c!#. This symmetry allows the pre-
cision of the optimization to be examined as follows. The
four-source configuration@Fig. 17~b!# consists of one source
almost directly below the VLA~range 0.03 m! and three
sources separated by 120.0 degrees at ranges of 753, 754,
and 755 m; the mean sensor-position error~to machine pre-
cision! is E51.862 68 m. Assuming that one source directly
below the VLA and three others at 120-degree separation
and a uniform range represents the optimal configuration, a
1-D search was carried out for the range that minimizedE.
The resulting range of 754 m and corresponding value ofE

FIG. 17. Optimal AEL source positions~crosses! for localizing three VLA
sensors~circle! are shown in~a!–~c! for three, four, and five sources for a
synchronized AEL survey with errors int of 0.5 ms, uncertainties inx8, y8,
z8 of 1 m, and a sound-speed uncertainty of 1 m/s. Dotted lines represent
the constraint on source positions. Correspondinga posterioristandard de-
viations for the sensor positionss r ~heavy solid line!, sx ~solid line!, sy

~dashed line!, andsz ~dotted line! are shown in~d!–~f! with mean sensor-
position errors ofE52.3, 1.9, and 1.7 m, respectively. Note that in~e! and
~f! the solid and dashed lines exactly coincide.

FIG. 18. Mean sensor-position errorE for three VLA sensors as a function
of data error.~a! shows the results for source-position errors of 1 m and
three sources~filled circles!, five sources~open circles!, and eight sources
~crosses!. ~b! shows the results for three sources and source position errors
of 10 m ~filled circles!, 5 m ~open circles!, and 1 m~crosses!. In each case,
the sound-speed error is 1 m/s and the sources are in the optimal configu-
ration.

FIG. 16. Comparisons of the results of synchronized~open circles! and
nonsynchronized~filled circles! AEL surveys for HLA localization~data
errors are 0.5 ms; source-position errors are 5 m forx8, y8 and 2 m forz8;
sound-speed errors are 2 m/s!. The ratioEave/Eopt shown in~a! quantifies
the benefits of employing optimal source configurations~see text!. ~b! shows
the mean source-position errorEopt for optimal configurations.
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51.862 68 m indicates the SSA optimization result is highly
precise. A similar analysis of the five-source configuration
@Fig. 17~c!# indicated an equally high level of precision.

The ability to determine optimal AEL source configura-
tions as a function of the number of sources and of the errors
in the data, source positions, and sound speed allows the
effects of each of these factors to be examined in a consistent
manner. A modeling study considering these factors can
guide the design of an AEL system to meet specific objec-
tives, such as localizing the sensors to within a given uncer-
tainty. An example of this procedure is presented in Figs.
18–21 for the VLA and ocean environment described above.
Figure 18 illustrates the variation of the mean sensor-
position errorE as a function of the standard deviation of the
measured data. This relationship is shown in Fig. 18~a! for
cases of three, five, and eight sources with 1-m source-
position errors, and in Fig. 18~b! for three sources and
source-position errors of 1, 5, and 10 m~in each case,E is
computed for the optimal source configuration!. As would be
expected,E increases with data errors, and lower values ofE
are obtained as the number of sources is increased or the
source-position error is decreased.

Figure 19 showsE as a function of the error in the
source-position estimates for three, five, and eight sources
with data errors of 0.5 ms@Fig. 19~a!#, and for three sources
with data errors of 2, 0.5, and 0.05 ms@Fig. 19~b!#. ~Note
that the underlying assumption is that the source-position
errors are random; a constant translation common to all

sources of<10 m has a negligible effect on the sensor lo-
calization.! Figure 19 illustrates the futility of attempting to
improve AEL by decreasing the data errors when significant
source-position uncertainties exist. For example, Fig. 19~b!
shows that for three sources with a source-position uncer-
tainty of 10 m and data errors of 2 ms, the mean sensor-
position error isE518.5 m; reducing the data errors by a
factor of 40 to 0.05 ms results in only a small improvement
in sensor localization toE517.6 m. However, the sensor-
position error can be reduced by increasing the number of
sources: Fig. 19~a! shows that for source-position errors of
10 m and data errors of 0.5 ms,E is reduced from 17.9 to 9.1
m by increasing the number of sources from three to eight.
Figure 20 further investigates the dependence ofE on the
number of sources for various data and source-position un-
certainties. In Figs. 18–20, the standard deviation of the
sound-speed bias was taken to be 1 m/s. The results of these
figures were found to be relatively insensitive to the sound-
speed uncertainty. The effect of sound-speed error is further
investigated in Fig. 21, which showsE as a function of this
error for various data and source-position uncertainties.

III. SUMMARY

The configuration of source positions is an important
aspect of designing AEL surveys that has a substantial effect
on the accuracy of sensor localization. In this paper, a
method was developed to determine optimal AEL source

FIG. 19. Mean sensor-position errorE for three VLA sensors as a function
of source-position error.~a! shows the results for data errors of 0.5 ms and
three sources~filled circles!, five sources~open circles!, and eight sources
~crosses!. ~b! shows the results for three sources and data errors of 2 ms
~filled circles!, 0.5 ms~open circles!, and 0.05 ms~crosses!. In each case, the
sound-speed error is 1 m/s and the sources are in the optimal configuration.

FIG. 20. Mean sensor-position errorE for three VLA sensors as a function
of number of sources.~a! shows the results for data errors of 0.5 ms and
source-position errors of 10 m~filled circles!, 5 m ~open circles!, and 1 m
~crosses!. ~b! shows the results for source-position errors of 1 m and data
errors of 2 ms~filled circles!, 0.5 ms~open circles!, and 0.05 ms~crosses!.
In each case, the sound-speed error is 1 m/s and the sources are in the
optimal configuration.
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configurations. To this end, an error measure was defined
based on thea posteriori sensor-position uncertainties de-
rived from a general formulation of the AEL inverse prob-
lem. Minimizing this sensor-position error with respect to the
source positions provides the optimal AEL source configu-
ration. Since this represents a challenging nonlinear minimi-
zation problem, an efficient hybrid optimization algorithm
was implemented. The method for determining optimal
source configurations is general, and can be applied for any
sensor configuration, for relative or absolute travel-time data,
and for any combination of errors in the data, source posi-
tions, and sound speed. It is also straightforward to apply
physical constraints to the source positions, or to include the
effects of data errors that vary with range. Two error mea-
sures, the mean 3-D sensor-position error and the maximum
3-D sensor-position error, were considered and shown to
provide sensor localization with somewhat different proper-
ties. The results do not appear to be sensitive to the number
of sensors being localized.

By definition, the optimal AEL source configuration
provides sensor-position errors that are smaller than those for
any other source configuration. Heuristic source configura-
tions~i.e., configurations designed by trial-and-error using an
investigator’s experience and insight! can vary from almost
as good to much worse than the optimal configuration. De-
fining an AEL error measure provides a basis for comparing
different source configurations, with the optimal configura-

tion providing an absolute standard for such comparisons. In
addition, it was shown that the ability to determine optimal
source configurations as a function of the type of data, the
number of sources, and the errors in the data, source posi-
tions, and sound speed allows the effects of each of these
factors to be examined quantitatively in a consistent manner.
Such a modeling study can guide in designing an appropriate
AEL system to meet specific sensor-localization objectives.
Examples were given of these procedures for both horizontal
and vertical arrays of sensors.
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APPENDIX: FORWARD MAPPING AND PARTIAL
DERIVATIVES

To define explicitly the AEL forward mapping, the ar-
rival time tk corresponding toi th source andj th sensor is
given by

tk5Tk~m!5t~xi8 ,yi8 ,zi8 ,xj ,yj ,zj ,c!1t i
0, ~A1!

wheret represents the travel time along the direct acoustic
ray between source and sensor for an ocean sound-speed
profile c, and t i

0 is the i th source instant. For a sound-speed
profile that varies only with depth, the range and travel time
along a ray path are given by30

r 5E
z8

z pc~u! du

@12p2c2~u!#1/2, ~A2!

t5E
z8

z du

c~u!@12p2c2~u!#1/2. ~A3!

In ~A2! and~A3!, the ray parameterp5cosu(u)/c(u) is con-
stant along a ray path, and defines the take-off~grazing!
angle at the source. The ray parameter for an eigenray con-
necting source and receiver is determined by searching for
the value ofp which produces the correct range~to a speci-
fied tolerance! using ~A2!. Our algorithm employs an effi-
cient procedure of determiningp for direct-path eigenrays
based on Newton’s method.12

Partial derivatives of the travel timet ~and hence the
forward mappingT! with respect to source and receiver co-
ordinates are obtained by differentiating~A3! employing
Leibnitz’s rule, the chain rule, and the fact that]r /]z
5]r /]z850 to yield

]T

]x
5p~x2x8!/r ,

]T

]x8
5p~x82x!)/r , ~A4!

]T

]y
5p~y2y8!/r ,

]T

]y8
5p~y82y!/r , ~A5!

FIG. 21. Mean sensor-position errorE for three sources and three VLA
sensors as a function of sound-speed errors.~a! shows the results for a
source-position error of 1 m and data errors of 2 ms~closed circles!, 0.5 ms
~open circles!, and 0.05 ms~crosses!. ~b! shows the results for a data error of
0.5 ms and source-position errors of 10 m~closed circles!, 5 m ~open
circles!, and 1 m~crosses!. In each case, the sources are in the optimal
configuration.
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]T

]z
5@12p2c2~z!#1/2/c~z!,

~A6!
]T

]z8
52@12p2c2~z8!#1/2/c~z8!,

To account for bias in the measured sound-speed profile, let
c(u)5ct(u)1cb , wherect is the true sound speed andcb is
the bias. Differentiating~A3! with respect tocb leads to

]T

]cb
52E

z8

z du

c2~u!@12p2c2~u!#1/2. ~A7!

Finally, if the source instantst0 in ~A1! are unknown~non-
synchronized AEL measurements!, they are included as pa-
rameters in the inversion with partial derivatives

]T

]t0 51. ~A8!
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When two identical sounds are presented from different locations with a short interval between
them, the perception is of a single sound source at the location of the leading sound. This
‘‘precedence effect’’ is an important behavioral phenomenon whose neural basis is being
increasingly studied. For this report, neural responses were recorded to paired clicks with varying
interstimulus intervals, from several structures of the ascending auditory system in unanesthetized
animals. The structures tested were the auditory nerve, anteroventral cochlear nucleus, superior
olivary complex, inferior colliculus, and primary auditory cortex. The main finding is a progressive
increase in the duration of the suppressive effect of the leading sound~the conditioner! on the
response to the lagging sound~the probe!. The first major increase occurred between the lower
brainstem and inferior colliculus, and the second between the inferior colliculus and auditory cortex.
In neurons from the auditory nerve, cochlear nucleus, and superior olivary complex, 50% recovery
of the response to the probe occurred, on average, for conditioner and probe intervals of;2 ms.
In the inferior colliculus, 50% recovery occurred at an average separation of;7 ms, and in
the auditory cortex at;20 ms. Despite these increases in average recovery times, some neurons
in every structure showed large responses to the probe within the time window for precedence
~;1–4 ms for clicks!. This indicates that during the period of the precedence effect, some
information about echoes is retained. At the other extreme, for some cortical neurons the conditioner
suppressed the probe response for intervals of up to 300 ms. This is in accord with behavioral results
that show dominance of the leading sound for an extended period beyond that of the precedence
effect. Other transformations as information ascended included an increased variety in the shapes of
the recovery functions in structures subsequent to the nerve, and neurons ‘‘tuned’’ to particular
conditioner–probe intervals in the auditory cortex. These latter are reminiscent of neurons tuned to
echo delay in bats, and may contribute to the perception of the size of the acoustic space. ©1999
Acoustical Society of America.@S0001-4966~99!07612-2#

PACS numbers: 43.64.Bt, 43.66.Ba, 43.64.Pg@RDF#

INTRODUCTION

When a direct sound and a reflection strike the two ears
within a short period of time, they are fused into a single
auditory percept, and localization cues from the leading
sound dominate those from the lagging sound. We investi-
gated the neural basis of this ‘‘precedence effect’’ by record-
ing responses of neurons in several structures of the ascend-
ing auditory system to click-pair stimuli, which are
commonly used in behavioral studies. The structures studied
were the auditory nerve, anteroventral cochlear nucleus
~AVCN!, superior olivary complex~SOC!, inferior colliculus
~IC!, and auditory cortex.

Behaviorally, a sequence of perceptual events occurs as
the interval between two identical sounds from different lo-
cations is increased~see Blauert, 1982; Zurek, 1987; and
Litovsky et al., 1999 for reviews!. The first sound, simulat-

ing the direct wavefront, is called the ‘‘conditioner’’ and the
delayed sound, simulating a reflection or echo, is called the
‘‘probe.’’ The sounds can be presented in a sound field@Fig.
1~A!# or under headphones@Fig. 1~B!#. In a sound field,
speakers are generally placed in front of the listener and on
either side of the midline, and the sound from the probe
speaker is systematically delayed. Under headphones, inter-
aural time delays~ITDs! are commonly used to provide dif-
ferent lateralities of the conditioner and probe. The general
effect of varying the ‘‘conditioner–probe interval’’~CPI! is
shown in Fig. 1~C!. When the CPI is less than;1 ms, the
listener hears a single, fused auditory event and judges its
location to be between the conditioner and probe. This is
called the window of ‘‘summing localization’’ and the per-
ception follows the physical cues present due to the combi-
nation of the two sources~Blauert, 1982!. When the CPI is
increased beyond 1 ms, the listener continues to hear a fused
auditory perception; however, the location is judged to be
that of the conditioner. This is the start of the precedencea!Electronic mail: dcf@neuron.uchc.edu
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window. The end of the precedence window occurs at ‘‘echo
threshold,’’ or the CPI at which the probe is heard as a sepa-
rate sound in its own location. For clicks, echo threshold
occurs at CPIs of;2–10 ms, with headphone studies gener-
ally yielding shorter values~;2–4 ms! than free-field stud-
ies. Echo threshold can be much longer for stimuli of longer
duration, such as noise bursts or speech~Haas, 1951;
Blauert, 1982!. For a considerable period beyond echo
threshold, the probe continues to have less salience than the
conditioner, e.g., it is heard more faintly than the conditioner
~Blauert, 1982!. Although the vast majority of behavioral
results regarding this sequence of events has been obtained
from humans, experiments in rats~Kelly, 1974!, cats~Cran-

ford and Oberholzer, 1976; Cranford, 1982; Populin and Yin,
1998!, and even crickets~Wyttenbach and Hoy, 1993! indi-
cate that similar phenomena occur in other animals.

The neural basis for the precedence effect has recently
received considerable attention. For CPIs within the sum-
ming localization window, neurons sensitive to sound-source
location in owls and cats have been shown to respond to
‘‘phantom images’’ in accord with the physical cues present
during this window ~Yin, 1994; Keller and Takahashi,
1996a!. For larger CPIs, neurons from the nerve to the IC
show suppressed responses to a probe in the presence of a
conditioner. The period of suppression varies considerably
among structures and among neurons within a structure~Yin,
1994; Fitzpatricket al., 1995; Keller and Takahashi, 1996b;
Parhamet al., 1996; Wickesberg, 1996; Litovsky and Yin,
1998a, 1998b; Wickesberg and Stevens, 1998; Parhamet al.,
1998!.

Previous studies have considered responses of neurons
to the paired-click paradigm in only one or two auditory
nuclei at a time, and only up to the level of the IC. Further-
more, some studies employed an anesthetized preparation
while others did not use anesthesia. For this report, we syn-
thesize information from subcortical structures and extend
the observations to the cortex, all using unanesthetized ani-
mals. Because of this approach, the early sections are to an
extent a review. However, by comparing the data from each
structure directly, we can describe transformations that occur
as information ascends the system.

I. METHODS

A. Experimental animals

Two preparations were used. The auditory nerve and
AVCN were studied in decerebrate, unanesthetized cats. The
SOC, IC, and auditory cortex were examined in unanesthe-
tized rabbits. Details of the surgical and recording methods
can be found in previous reports~see Parhamet al., 1996,
1998 for the decerebrate cat, and Fitzpatricket al., 1995 for
the unanesthetized rabbit!.

B. Acoustic stimuli

Tones, binaural-beat stimuli, and clicks were used.
Tones were used to assess characteristic frequencies and best
frequency. For the nerve and AVCN, characteristic fre-
quency ~cf! was defined as the frequency of minimum
threshold using 200-ms-long tones. In the SOC, IC, and au-
ditory cortex, best frequency was determined from an isoin-
tensity response curve to 75-ms-long tones at a suprathresh-
old level, usually 40–70 dB SPL.

Binaural-beat stimuli or clicks were used to assess sen-
sitivity to ITDs. The binaural-beat stimuli were created using
low-frequency tones~,;2 kHz! or high-frequency tones
with sinusoidally amplitude-modulated envelopes~SAM
tones!. The tones or SAM tones differed at the two ears by 1
Hz in frequency or modulation frequency, respectively.
When using clicks to assess sensitivity to ITDs, the ITDs of
single clicks was varied between62 ms ~positive ITDs in-
dicate the leading stimulus was at the ipsilateral ear!. If a
neuron was sensitive to ITDs, the best and worst ITDs were

FIG. 1. Basic features of the precedence effect.~A! Typical arrangement of
speakers in the sound field. Sound from one speaker lags the other by a
variable amount, called the conditioner–probe interval~CPI!. ~B! Typical
stimulus properties using headphones. Each vertical line represents a click to
one ear. The ITDs for the conditioner and probe are similar, but opposite in
sign. ~C! The perceived position of the sound source~solid lines! for differ-
ent CPIs. From 0 to about 1 ms CPI the two sounds are fused and move
from the center towards the position of the conditioner~summing localiza-
tion window!. From about 1 to 4 ms CPI the fused percept is heard at the
position of the conditioner~precedence window!. At echo threshold and
beyond, two separate sound sources are perceived at the locations of the
conditioner and the probe.
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determined~Fitzpatricket al., 1995!. The best ITD was that
which elicited the largest response, and the worst ITD was
that which elicited the smallest response.

Click-pair stimuli were used to assess the recovery of a
probe click to a preceding conditioner. The conditioner and
probe clicks had the same amplitude. The clicks were created
by a square pulse to the earphones. The pulses were 30-ms-
long for the cat auditory nerve and AVCN, and 100–200-ms-
long for the rabbit SOC, IC, and auditory cortex. The acous-
tic signals measured in the ear canals lasted 3–4 ms~see Fig.
1 of Parhamet al., 1998!. When a neuron that was sensitive
to ITDs was tested with binaural click pairs, the conditioner
and probe initially had the best ITD of the neuron. This
configuration is called the ‘‘best/best’’ condition. In some
neurons, the effect of a conditioner with the worst ITD was
then tested on a probe with the best ITD. This configuration
is called the ‘‘worst/best’’ condition.

C. Data analysis

The response to the probe was expressed as the ‘‘percent
recovery,’’ defined as the response to the probe relative to
that of an identical stimulus presented in isolation. At short
CPIs, the response to the conditioner and probe often over-
lapped, so the response due to the probe had to be corrected
for the overlap due to the conditioner. For neurons in the
auditory nerve and AVCN, this correction was made accord-
ing to the method described in Parhamet al., 1996. This
method uses closely defined time windows based on the du-
ration of the response to a single click to determine the num-
ber of spikes to exclude from the response to the probe. This
procedure worked well at the level of the nerve and AVCN,
but in higher structures there was sometimes variability in
the latency and duration of the response to the probe as a
function of CPI which precluded the use of such strictly de-
fined windows. In these higher structures, when overlap oc-
curred the response to the probe was determined by summing
all of the spikes in the combined conditioner and probe re-
sponse and subtracting the average response to the condi-
tioner alone. In most neurons, the difference between the two
procedures was minimal.

In each structure, the period of the reduction in sponta-
neous activity following a monaural or binaural click was
determined for neurons with spontaneous rates of.5
spikes/s. For ITD-sensitive neurons, the binaural click was
set at the best ITD of each neuron. For other neurons studied
with binaural clicks the ITD was zero. The spontaneous rate
was measured over 5–20 s. A horizontal line at this rate was
placed on a smoothed post-stimulus time~PST! histogram
~3- or 5-point moving average using 0.5- or 1.0-ms bins! of
the response to the single monaural or binaural click, and the
period from the end of the excitatory response to the point
where the activity returned to the spontaneous rate was de-
termined.

II. RESULTS

This study is based on the responses of 310 neurons to
click-pair stimuli. Of these, 42 were in the auditory nerve,
121 in the AVCN, 27 in the SOC, 67 in the IC, and 53 in the

auditory cortex. Most neurons in each structure showed a
suppressed response to the probe in the presence of a condi-
tioner. In the following, we will describe the effects observed
at each level.

A. Auditory nerve, anteroventral cochlear nucleus,
and superior olivary complex

The responses of a typical nerve fiber are shown in Fig.
2. The response to a single click is shown in Fig. 2~A!, top
panel. The remaining histograms in Fig. 2~A! show re-
sponses to click pairs with different CPIs. The response to
the probe was smallest at short CPIs, and systematically in-
creased with CPI. By 16 ms CPI the responses to the condi-
tioner and probe were nearly identical. The response to the
probe was quantified as a ‘‘recovery function’’@Fig. 2~B!#.
For this neuron, a 50% recovery was reached at a CPI of 2.5
ms, and full recovery by;40 ms.

Recovery functions for the full sample of nerve fibers
are shown in Fig. 2~C!. At a CPI of 4 ms, i.e., near echo
threshold in humans for clicks presented over headphones,

FIG. 2. The effect of varying the CPI in paired clicks on the responses of
auditory-nerve fibers. Preparation is the decerebrate cat.~A!–~C! Poststimu-
lus time histograms for one fiber (CF53.0 kHz, SR540 spikes/s) at differ-
ent CPIs~65-dB SPL clicks!. ~H! Recovery function for the same fiber.~I!
Recovery function for all nerve fibers recorded. The heavy line is the aver-
age~population! recovery. Data from Parhamet al., 1996.
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almost all neurons had recovered at least to the 50% level.
This is also indicated by the ‘‘population’’ or average, recov-
ery time~heavy line! that showed a 50% level of recovery at
1.8 ms CPI.

The AVCN recordings were from a heterogeneous popu-
lation of neurons, i.e., those with primary-like responses~pu-
tative bushy cells!, chopper responses~putative stellate
cells!, or onset responses~heterogeneous cell types!. The
SOC neurons studied were also heterogeneous. Most were
monaural, although a few were weakly binaural. None was
sensitive to ITDs. They were thus presumably located out-
side of the main nuclei of the SOC. They responded to tones
with chopper or off discharge patterns. Despite this hetero-
geneity of response types, the population recovery functions
of AVCN and SOC neurons~Fig. 3, open squares and tri-
angles, respectively! were strikingly similar to the nerve
~Fig. 3, open circles!. In each structure, 50% recovery oc-
curred at; 2 ms CPI, and by echo threshold~4 ms CPI!
each population had a high level of recovery~;70%!. Full
recovery occurred by 30–50 ms CPI.

A difference between the nerve and higher structures
was an increase in the diversity of recovery function shapes.
In the nerve, functions were monotonic. At higher levels,
two additional shapes were noted. Examples of these shapes
are shown in Fig. 4 for two neurons from the AVCN. One
neuron showed a large response to the probe at all CPIs,
starting from 1 ms@Fig. 4~A!–~F!#. Thus, the recovery func-
tion was essentially flat@Fig. 4~M!, solid circles#. A second
neuron@Fig. 4~G!–~L!# showed considerable response to the
probe at short CPIs, followed by a decline before the re-
sponse increased again at longer CPIs. The decline caused a
trough-shaped recovery function@Fig. 4~M!, open circles#.

For both neurons illustrated, the large response to the

probe at short CPIs may be related to the temporal structure
of the response to a single click. At high SPLs, both neurons
showed a chopping response to a single click@insets in Fig.
4~A! and~G!#. At lower sound-pressure levels, the chopping
to a single click was less evident, but sometimes a few spikes
at the position of the second peak occurred@arrows in Fig.
4~F! and~L!#. For both neurons, the response to the probe at
1 ms CPI@Fig. 4~B! and~H!# was not 1 ms from the peak of
the conditioner response~dashed lines!. Instead, the in-
creased response in the presence of the probe occurred at the
position of the second chopping peak. Thus, the presence of
the probe at short CPIs increased the probability of chopping
in these neurons, suggesting an interaction with the response
to the conditioner.

FIG. 3. Population recovery functions for each level compared. Those from
the auditory nerve, AVCN, and SOC were all similar and short, with 50%
recovery times of;2 ms. By echo threshold~4 ms CPI! the recovery was
quite high, near 70%. For the IC, the recovery was much slower, with 50%
recovery at;7 ms and;40% recovery at echo threshold. For the auditory
cortex, the recovery was slower yet, with 50% recovery at;20 ms and 25%
recovery at echo threshold.

FIG. 4. Examples of AVCN neurons with recovery functions unlike typical
nerve fibers.~A!–~F! A neuron (CF57.81 kHz, SR542 spikes/s, chopper
response to tones! where the response to the probe was strong at all CPIs,
even 1 ms~B!. Taken at 45 dB SPL. Inset in~A! is the single click response
at 85 dB SPL showing a chopping pattern, which is also evident at 45 dB
SPL although the second peak is much smaller@arrow in ~F!#. ~B! and ~C!
~open circles!. ~G!–~L! A neuron (CF52.84 kHz, SR50 spikes/s, chopper
response to tones! where the response to the probe was strong at 1 ms CPI
~H! but then declined at longer CPIs. As in the previous example, this
neuron showed a chopper response at 85 dB SPL@inset in ~G!# that was
smaller at the lower SPL@arrow in~L!#. Data from Parhamet al., 1998.~M!
Recovery functions for these two neurons; that from~A!–~F! is nearly flat
~filled circles! while that from~G!–~L! is trough-shaped~unfilled circles!.
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B. Inferior colliculus

The recovery times of many neurons in the IC were
lengthened compared to lower structures. Figure 5 shows
examples of recovery functions in the IC. The three ex-
amples with symbols span the range of recovery times seen.
The neuron with open circles had a relatively short recovery
time ~2.9 ms to 50% recovery!, similar to those typical of
most neurons in lower structures. The neuron with closed
circles had a longer recovery time~8.8 ms for 50% recov-
ery!, which was near the median for the IC. The neuron with
open squares had among the longest recovery times seen in
the IC~42.3 ms to 50% recovery!. In addition to these typical
shapes, some neurons in the IC also had flat~neurona! or
trough-shaped~neuron b! recovery functions, as was also
seen in the AVCN and SOC, but not in the auditory nerve.
Of the 67 IC neurons, 43~64%! had recovery functions like
those in the AN, although some had expanded recovery
times. Nineteen neurons~28%! had trough-shaped recovery
functions, based on the criteria that they had a recovery
.25% at short CPIs~1–2 ms! that declined by at least 1/2 at
intermediate CPIs, before increasing again toward full recov-
ery at longer CPIs. Three neurons~4%! had flat recovery
functions, based on the criteria that the recovery was always
.50%.

The lengthening of recovery times in the IC is evident in
the population recovery function~Fig. 3!. The population of
IC neurons reached 50% recovery at 6.9 ms, which is about
three times longer than for lower structures. Complete recov-
ery did not occur until;100 ms CPI, compared to 30–50 ms
in lower structures. The recovery of the IC population during
the precedence window was fairly low, with most recovery
occurring after echo threshold. The inflection point in the
function for the IC at 4 ms CPI was due primarily to neurons
with trough-shaped recovery functions, which raised the re-
sponse to the probe at short CPIs.

As in the AVCN and SOC, a heterogeneous population
of neurons was studied in the IC. One large group was sen-
sitive to ITDs in the fine structure of low-frequency sounds
~55/67 neurons!. These neurons would be expected to medi-
ate the ability to determine the ITD, and by extension the
azimuthal location, of conditioners and probes. A smaller
group ~12/67! was not sensitive to ITDs. Both groups had
similar population recovery functions@Fig. 6~A!# that were
much longer than for the SOC~dotted line, taken as repre-

sentative of all lower structures!. The population recovery
functions were also similar among ITD-sensitive neurons
that had low best frequencies~,2.5 kHz!, with a small pref-
erence for higher recoveries at short CPIs in the low best-
frequency population@Fig. 6~B!#.

In a subset of ITD-sensitive neurons, we compared the
effects of conditioners with the worst or best ITD on the
responses of probes that had the best ITD. The recovery
functions to the different conditioners varied among neurons,
with either the best or the worst ITD conditioner more sup-
pressive, or with both having equal suppression~see Fitz-
patrick et al., 1995!. In the population recovery functions
@Fig. 6~C!# the worst ITD was on average slightly more sup-
pressive at short CPIs~1–4 ms!, but at longer CPIs the two
functions were nearly identical.

The effect of stimulus level was highly variable across
IC neurons. In some, higher levels of conditioners and
probes evoked stronger suppression; in others there was little
effect over a wide range of stimulus levels~up to 40 dB!, and
in still others lower levels were more suppressive. Among all
neurons@Fig. 6~D!# there was a trend for higher stimulus
levels to be more suppressive. This result parallels that seen
in the auditory nerve and AVCN~Parhamet al., 1996, 1998!.

Taken together, there were only small differences
among different IC populations or the same population stud-
ied with different stimuli, and each showed an increased re-
covery time compared to lower levels. Thus, the increases in
the IC appeared to be general rather than specific to re-
sponses that might be expected to mediate the precedence
effect, such as those sensitive to ITDs.

C. Auditory cortex

A further expansion in recovery times occurred between
the IC and the primary auditory cortex~see McMullen and
Glaser, 1982, for a description of the auditory cortex in the
rabbit!. Three examples are shown in Fig. 7~A!–~C! ~note
different scales on abscissa!. As in the IC, some neurons in
the cortex had short recovery times, comparable to those of
most neurons in the lower brainstem. The neuron in Fig.
7~A! responded weakly to the probe at 1 ms CPI but at 2 ms
was recovered to nearly the 50% level. The neuron in Fig.
7~B! had a recovery time near the median for the population.
There was little or no response to the probe until the CPI was
16 ms, and at 32 ms the response was over 50% recovered.
The longest recovery times in the auditory cortex were much
longer than in the IC. The neuron in Fig. 7~C! had no re-
sponse to the probe until the CPI was greater than 64 ms, and
at 192 ms CPI was still not fully recovered.

The recovery functions for the same three neurons are
shown in Fig. 8~A! ~open circles, closed circles, and open
squares, respectively!. The recovery functions for two addi-
tional neurons are included to illustrate the continuous nature
of recovery times among cortical neurons.

As in all lower structures except the nerve, some recov-
ery functions were flat@Fig. 8~B!, neuronsa andb# and some
were trough-shaped~neuronsc andd!. The troughs in corti-
cal neurons sometimes extended to 100 ms CPI~e.g., neuron
d!, which is much greater than the ranges seen in the IC and
in the AVCN, where 2–8 ms was typical. In the cortex, 32 of

FIG. 5. Examples of recovery functions seen in the IC. Curves~a!–~c! have
shapes typical of most neurons and were chosen to span the range of recov-
ery times seen. Neurona had a flat recovery function and neuronb had a
trough-shaped recovery function.
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53 neurons~60%! had monotone recovery functions, al-
though many had expanded recovery times compared to the
nerve. Nine neurons~17%! had trough-shaped recovery func-
tions and four neurons~8%! had flat recovery functions,
based on the criteria described for the IC neurons.

Unlike neurons seen at lower levels, some cortical neu-
rons were tuned to a particular range of CPIs. Three ex-
amples are shown in Fig. 8~C!. Each had a different ‘‘best’’
CPI ~;2 ms for neurona, 16 ms for neuronb, and 40 ms for
neuronc!. Among the eight neurons~15%! that showed such
tuning, the best CPIs ranged from 2–70 ms.

A possible basis for the tuned type of recovery function
is shown in Fig. 9. In this neuron@neuronc of Fig. 8~C!#, the
‘‘conditioner alone’’ histogram@Fig. 9~A!# shows the re-
sponse to 300 repetitions, with the response to the condi-
tioner truncated to emphasize small responses in the period

following the conditioner response. A small volley of exci-
tation occurred about 40 ms after the stimulus~arrow!. When
the response to the probe overlapped this volley of excitation
due to the conditioner@at CPIs of 24 and 32 ms, in Fig. 9~C!
and~D!, respectively#, the response was large. At smaller@16
ms CPI, Fig. 9~B!# and larger CPIs@48 and 64 ms, Fig. 9~E!
and~F!#, the response to the probe was smaller. The response
did not increase again until much longer CPIs.

The distribution of 50% recovery times for cortical neu-
rons is shown in Fig. 8~D!. Neurons tuned to CPI were ex-
cluded. The distribution is continuous to.128 ms CPI. The
median value for 50% recovery was 21.9 ms.

The increase in recovery times in the cortex compared to
lower structures is evident in the population recovery func-
tion ~Fig. 3, closed squares!. The CPI for 50% recovery was
19.3 ms, for a threefold increase over the IC. However, at

FIG. 6. Comparisons of population-recovery functions for various populations of IC neurons and stimulus conditions.~A! Functions from neurons that were
ITD-sensitive~closed circles! compared with ITD-insensitive neurons~open circles!. Neurons that were ITD-sensitive were tested with conditioners and
probes that had the best ITD of the neuron. The population-recovery function for the SOC~dotted lines!, taken as representative of each lower structure~see
Fig. 3! is shown for comparison.~B! Functions from neurons with best frequencies below~closed circles! and above 2 kHz~open circles!. ~C! Functions where
the conditioner had either the neuron’s best ITD~closed circles! or worst ITD~open circles!. The probe always had the neuron’s best ITD.~D! Functions taken
at different stimulus levels. Stimulus level is expressed in attenuation~re 127 dB maximum attenuation!.
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echo threshold the response to the probe was still substantial,
at ;25%. The time for nearly full recovery extended to
;300 ms.

Different populations of neurons in the auditory cortex
are compared in Fig. 10, as was previously done for the IC
~see Fig. 6!. As in the IC, there was little difference in over-
all recovery for neurons sensitive to ITDs and those that
were not@Fig. 10~A!#. The ITD-sensitive neurons included
those with tuning to ITDs in low-frequency sounds (n
513) or in the low-frequency envelopes of high-frequency
sounds (n519). Two neurons were sensitive to ITDs in both
types of signals. The population recovery functions were also
comparable for neurons with low-or high-frequency tuning
@Fig. 10~B!#.

The population recovery functions for neurons sensitive
to ITDs in low-frequency sounds tested in the best/best com-
pared to the worst/best condition were less similar@Fig.
10~C!# than was the case in the IC@Fig. 6~C!#, but the dif-
ference was not systematic. At CPIs,8 ms, the conditioner
with the worst ITD was more suppressive. At CPIs.8 ms,
the conditioner with the best ITD was more suppressive. Of
the nine neurons tested in both conditions, four had longer
50% recovery times to the best/best condition, three to the
worst/best, and two were similar~within 20%!. Thus, as in
the IC, there was no clear trend for the best/best or worst/best
condition to be more suppressive.

From the nerve to the IC, lower conditioner and probe
stimulus levels generally resulted in shorter recovery times.
This trend was maintained in the auditory cortex up to CPIs

of 8 ms @Fig. 10~D!#, but at longer CPIs a trend was not
apparent. As in the IC, individual cortical neurons showed a
range of effects of stimulus level on recovery, with a higher
stimulus level in some neurons being more suppressive, in
some equally suppressive, and in some less suppressive than
a lower stimulus level.

An interesting feature of the precedence effect is that on
the first few trials the conditioner has relatively little ability
to mask the location of the probe, but over the course of
about ten trials the precedence effect builds up to a maxi-
mum ~Thurlow and Parks, 1961; Clifton and Freyman, 1989;
Freymanet al., 1991!. We examined raster displays of the
responses to individual trials of conditioners and probes, but
saw no evidence for this ‘‘build-up’’ of suppression either in
the cortex or in lower structures.

D. Suppression of spontaneous rates

In many neurons with significant spontaneous activity,
the response to a single click was followed by a period of
suppression of the spontaneous activity. The period of this
suppression was determined to assess its correlation with the
suppression of responses to probes. As was the case with
recovery times, the periods of suppression of spontaneous

FIG. 7. Examples of responses from the auditory cortex.~A! A neuron
~CF52.2 kHz, SR51.1 spikes/s) with short recovery times, similar to those
found in all lower structures.~B! A neuron (CF56.2 kHz, SR57.3
spikes/s) whose recovery times were near the median for the population
~about 20 ms for 50% recovery!. ~C! A neuron (CF56.2 kHz, SR50.5
spikes/s! with longer recovery times than lower structures.

FIG. 8. Examples of recovery functions from the auditory cortex.~A! The
three functions with symbols are from the neurons shown in Fig. 7. The
remaining two illustrate the continuous distribution of recovery times.~B!
Neurons with flat~a,b! and trough-shaped~c,d! recovery functions.~C! Neu-
rons tuned to different CPIs. This type of recovery function was not seen in
lower structures.~D! The distribution of 50% recovery times. Neurons tuned
to CPI ~8/53! were excluded. For some neurons we obtained trials with
different stimuli, such as best ITD and worst ITD or different SPLs. All
trials were included.
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activity were short and similar in the auditory nerve, AVCN,
and SOC, increased at the level of the IC, and increased
again in the cortex@Fig. 11~A!#. Thus, there were similar
trends in the two measures of suppressive period following a
single click stimulus. Among individual neurons, however,
there was little correspondence between the two measures
~r 50.33 in IC and 0.30 in cortex!.

Another factor that varied across brain levels was the
spontaneous rate itself@Fig. 11~B!#. In the nerve, AVCN, and
SOC the range of spontaneous rates extended to about 100
spikes/s, and the mean values and standard deviations were
similar. The rates in the IC and auditory cortex were similar
to each other, but lower than the previous levels.

III. DISCUSSION

Our major observation was an increase in recovery times
to paired clicks at successively higher stations along the au-
ditory system. One increase occurred between the IC and
lower structures, and a second occurred between the IC and
the auditory cortex. In the following, we will first compare
results in the two species used in this study, the cat and the

rabbit. We will then discuss the increases in recovery times
in relation to behaviors surrounding the precedence effect,
and consider possible neural mechanisms. Finally, we will
discuss other transformations observed as information as-
cended.

A. Comparison of recovery times to paired clicks in
cats and rabbits

For this study, the auditory nerve and AVCN were stud-
ied in decerebrate cats, while the SOC, IC, and auditory cor-
tex were studied in unanesthetized rabbits. Both preparations
were unanesthetized, an important point of similarity. Neu-
rons in the auditory nerve and AVCN of the cat and in the
SOC of the rabbit had recovery times that were quite short,
with median 50% recovery at about 2 ms and full recovery of
the populations by 40–50 ms. Similarly short recovery times
are also reported in the nerve and AVCN of the ketamine-
anesthetized chinchilla~Wickesberg and Stevens, 1998;
Wickesberg, 1996!. Thus, the species and anesthetic state
appear to have little effect on recovery times in the auditory
nerve and AVCN, and the SOC neurons studied in the
unanesthetized rabbit had recovery times that were remark-
ably similar to these lower structures.

At the level of the IC, species differences and/or anes-
thetic state appear to be more important. That is, recovery
times in the anesthetized cat are on average much larger than
in the unanesthetized rabbit~median 50% recovery time of
;20 ms in cats compared to;6 ms in rabbits—Yin, 1994;
Litovsky and Yin, 1998a!, While the species difference is a
possible cause, barbiturate anesthesia can be expected to in-
crease recovery times, because it known to potentiate inhibi-
tion at synapses containing gamma-amino butyric acid
~GABA! ~Barker and Ransome, 1978; Richter and Holtman,
1982!. The proportion of inhibition due to GABA increases
in the IC and cortex compared to lower structures~e.g.,
Winer et al., 1995!. A preliminary report~Realeet al., 1995!
indicates that recovery times in the cortex of the anesthetized
cat are large compared to the IC of the same preparation
~Yin, 1994; Litovsky and Yin, 1998a!, and are also larger
than in the cortex of the unanesthetized rabbit. Thus, the
general trend of an increase in recovery times between the IC
and cortex is supported with and without anesthesia, but the
quantitative results are quite different.

B. Comparison of the neural responses and
behavioral aspects of the precedence effect

Under headphones, echo threshold occurs from;1–4
ms in different studies, and in the sound field extends to only
5–10 ms~Blauert, 1982; Litovskyet al., 1999!. These brief
periods can be accounted for by responses in the nerve,
AVCN, and SOC, where the response to the probe increased
steadily through the precedence window and each population
reached a high level of recovery by echo threshold~e.g.,
about 75% recovery at 4 ms CPI!. Thus, the duration of the
precedence effect may be based on an ability to detect
changes in the most sensitive structures in the brain. Alter-
natively, despite the overall increases in recovery times in
the IC and cortex, many neurons in these structures show a
time course of recovery similar to those in lower structures.

FIG. 9. A mechanism for tuning to CPI.~A! Response to 300 repetitions of
a single click. The response to the click has been clipped to highlight a small
increase in excitability that occurred at about 40 ms poststimulus~arrow!.
~B!–~F! Responses to varying CPIs. As the probe responses enter the region
of increased excitability the recovery is high~C! and ~D!, while for shorter
and longer CPIs the recovery is lower@~B!, ~E!, and~F!#.
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It may therefore be that the precedence effect relies on the
ability to detect activity in the most sensitive neurons in
higher structures of the auditory pathway.

The relatively large degree of responsiveness at short
CPIs in each structure is also consistent with the result that
information from the probe is not entirely masked during the
precedence window. For example, during the precedence
window the spatial extent of the fused percept spreads to-
ward the location of the probe~Blauert, 1982; Yost and
Soderquist, 1984; Lindemann, 1986; Perrottet al., 1987!.
This spread is presumably due to the steady increase in firing
of neurons tuned to the location of the probe, such that the
range of activity across ITDs has increased.

The increases in recovery times in the IC and particu-
larly in the cortex appear to be a phenomenon not directly
related to the precedence effect, since the suppression con-
tinues well beyond echo threshold. Echo threshold is gener-
ally considered to be the end of the precedence effect be-

cause at this point the two sounds are heard separately and
near their correct locations. We call the extended period of
suppression in neurons the ‘‘echo window’’~Fig. 3!. The
long echo windows in the IC and cortex do have behavioral
correlates, which include a reduction in the discriminability
of the ITD in the probe~Shinn-Cunninghamet al., 1993;
Tollin and Henning, 1998!, and a lower perceived loudness
of the probe compared to the conditioner~Blauert, 1983! for
periods well beyond echo threshold. Based on the cortical
response, we would predict that some dominance of informa-
tion in the conditioner compared to the probe should extend
for up to ;300 ms CPI.

By definition, the precedence effect is restricted to loca-
tion information. The effect shows an important difference
from monaural masking, which is that backward masking of
location information in the conditioner~e.g., the ITD! by the
probe does not occur~Zurek, 1987!. However, we and others
have not found systematic differences in recovery times with

FIG. 10. Comparisons of various population-recovery functions for different populations of cortical neurons of different stimulus conditions.~A! Neurons
sensitive to ITDs and those that are not. Responses of ITD-sensitive neurons were to conditioners and probes that had the best ITD, and included neurons
tuned to ITDs in low-frequency sounds or the envelopes of high-frequency sounds.~B! Functions from neurons with best frequencies below~closed circles!
and above 2 kHz~open circles!. ~C! Functions where the conditioner had either the neuron’s best ITD~closed circles! or worst ITD ~open circles!. The probe
always had the neuron’s best ITD.~D! Functions taken at different stimulus levels. Stimulus level is expressed in attenuation~re 127 dB maximum
attenuation!.
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monaural or binaural stimuli~Yin, 1994; Fitzpatricket al.,
1995; Litovsky and Yin, 1998b! or between neurons sensi-
tive to ITDs and those that are not~Fitzpatricket al., 1995,
current study!. It therefore has yet to be been shown that the
neural effect of conditioners on probes is in any way specific
to location information.

In humans, some studies support a weak trend for
greater suppression of location information about the probe
as conditioner locations on ITDs depart from that of the
probe ~Litovsky and Macmillan, 1994; Shinn-Cunningham
et al., 1993!. For CPIs within the precedence window in the
IC and cortex of the unanesthetized rabbit, there was a slight
trend for a conditioner with the worst ITD to be more sup-
pressive than one with the best ITD, in accord with the
behavioral results. However, this trend was not followed
in all neurons or at larger CPIs. In contrast to the unanesthe-
tized rabbit, in the IC of anesthetized cats there was a strong
preference for the best/best condition to be more suppressive
than the worst/best condition~up to 89% of neurons
studied—Yin, 1994; Litovsky and Yin, 1998b!. It is not
clear why anesthesia might affect one condition more

than the other, so the reason for this discrepancy is still un-
known.

C. Inhibition and recovery times

Inhibition evoked by the conditioner is often invoked as
an explanation for the loss of sensitivity to information in the
echo~e.g., Zurek, 1980; Lindemann, 1986!. In the following,
we will assess the influence of inhibition at each level and
discuss possible sources.

In the auditory nerve, the gradual recovery to a second
click is similar to the relative refractory period of nerve fi-
bers ~Gaumondet al., 1982; Parhamet al., 1996!. This re-
fractory period~;2 ms to 50% recovery, full recovery by
;40 ms! reflects the reduced probability of firing following
each spike under a steady-state excitation, e.g., spontaneous
activity or a continuous tone of high frequency~. ;5 kHz!.
Mechanisms for this ‘‘discharge history effect’’ are thought
to be intrinsic to a nerve fiber, but hair-cell factors, such as
depletion of neurotransmitter, could also potentially affect

FIG. 11. ~A! Distribution of the duration of reduction in spontaneous activity following a single click from each structure~see Methods!. The suppressive
periods were similar and short in the auditory nerve, AVCN, and SOC, increased in the IC, and increased again in the cortex. These increases parallel the
recovery times to paired clicks.~B! Distributions of spontaneous rate. Sources of the original data: nerve—Kimet al., 1991; AVCN—Parhamet al., 1998;
SOC, IC, and cortex—present paper.
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the recovery. Thus, inhibition is an unlikely mechanism at
the level of the nerve.

The population recovery times in the the AVCN and
SOC are highly similar to the nerve. This result is surprising
because AVCN and SOC neurons receive inhibitory inputs
~Cant, 1992; Wentholdet al., 1987; Helfertet al., 1989!. In
both nuclei, the inhibition is primarily glycinergic and
GABAergic ~Cant, 1992; Wentholdet al., 1987; Helfert
et al., 1989!. In the AVCN of the ketamine-anesthetized
chinchilla, a blockade of glycinergic and GABAergic inputs
shortened the recovery times to clicks in most neurons, indi-
cating an influence of inhibition in this structure~Backoff
et al., 1997!. The similarity between the recovery times in
the AN and AVCN in the decerebrate cat, however, shows
that the duration of inhibitory effects to clicks must be of the
same order as the relative refractory period of neurons. A
relatively short duration of inhibition~,5 ms! is also sug-
gested in the SOC by recordings in the lateral superior oli-
vary nucleus~LSO! to clicks at either ear~Joris and Yin,
1995; Irvineet al., 1998!, and from in vitro studies of the
medial superior olivary nucleus and LSO~Sanes, 1990; Wu
and Kelley, 1992; Grothe and Sanes, 1993!. The short recov-
ery times in the periolivary neurons studied here are consis-
tent with the short duration of inhibition seen in other parts
of the SOC.

The increases in suppressive periods of the spontaneous
activity and recovery times for populations of neurons in the
IC are most likely influenced by GABAergic inputs, as op-
posed to glycinergic. Iontophoretic studies indicate that the
effects of glycine are short-lasting~,5 ms! while the effects
of GABA are more long-lasting~Yang and Pollak, 1994!.
Similarly, reversible chemical lesions of the contralateral
dorsal nucleus of the lateral lemniscus~DNLL !, which pro-
vides a major GABAergic input to the IC, eliminated a long-
lasting ~.5 ms! inhibition evoked by ipsilateral clicks, but
left a shorter-lasting inhibition~Kidd and Kelly, 1996!. Thus,
glycinergic inhibition appears to have a relatively short du-
ration, while GABAergic inhibition derived from the DNLL
lasts longer, and could be expected to increase the duration
of suppression of spontaneous activity and recovery times in
IC neurons. If future studies show that manipulations of the
DNLL affect recovery times in IC neurons, it would be a
strong indication of a causal relationship between inhibition
and neural recovery.

The further increase in suppressive periods at the corti-
cal level is also likely to involve GABAergic pathways,
since GABA is by far the predominant inhibitory neurotrans-
mitter above the level of the IC. The auditory thalamus re-
ceives GABAergic projections from the IC~Winer et al.,
1996; Peruzziet al., 1997!, the reticular nucleus of the thala-
mus, and, in some species, from intrinsic neurons. In the
cortex, GABAergic inhibition is predominantly from intrin-
sic sources. Our preliminary observations are that at least
some neurons in the auditory thalamus have longer recovery
times than IC neurons, and comparable to those in the cortex.
This suggests that at least some of the increase in recovery
times between the IC and cortex occurs in the thalamus.

An important caveat is that not all aspects of the neural
responses or behavioral features of the precedence effect can

be easily related to inhibition. Neurally, although a similar
increase in the period of suppression of spontaneous rates
and the recovery times did occur across structures, we did
not see a strong correlation between these measures in indi-
vidual neurons in the IC or cortex. It may be that the duration
of spontaneous reduction does not closely reflect the strength
of inhibition or the balance between excitation and inhibition
in a particular neuron. For example, strong excitation from a
probe may override weak inhibition from a conditioner, even
through the inhibition is sufficient to reduce or eliminate
spontaneous activity. However, it is also possible that a gen-
eral postsynaptic hyperpolarization is only one factor in the
recovery of responses to probes. In rat cortical slices, stimu-
lation of one set of afferents does not necessarily reduce
sensitivity to other sets~Abbott et al., 1997!, suggesting that
some of the inhibitory or adaptive effects of leading stimuli
may occur presynaptically.

D. Other response transformations

Although the nerve, AVCN, and SOC have similar
population-recovery functions, individual neurons in the
AVCN had flat or trough-shaped recovery functions not seen
in the nerve. A larger response to the probe at short CPIs
compared to the nerve is a seemingly odd result, since recov-
ery should ultimately be limited by the nerve. Two possible
mechanisms for this transformation suggest themselves.
First, neurons can achieve a gain in recovery by convergence
of inputs. Most nerve fibers show some response to the probe
at the shortest CPIs tested~1 ms!, and a considerable number
are more than 50% recovered, so relatively little gain would
be required. A second possibility is suggested by the form of
the PST histograms for some neurons with flat or trough-
shaped recovery functions~Fig. 4!. These neurons had
‘‘chopper’’ responses, and the effect of the probe was to
increase the probability of chopping. This suggests an inter-
action between the probe response and the time course of
excitation in the response to the conditioner. These responses
occurred only in a subset of chopper neurons, suggesting that
the membrane currents that underlie chopping must be near
threshold for an effect of the probe to appear.

Another transformation was from a relatively clear trend
in the nerve and AVCN for louder conditioners and probes to
cause longer periods of recovery, to a smaller overall trend in
the IC and cortex with high variability among individual
neurons. Behaviorally, the trend with stimulus level is fairly
small, although in general the louder the stimulus the weaker
the ability of the conditioner to suppress information in the
probe~Babkoff and Sutton, 1966; Shinn-Cunninghamet al.,
1993; Chiang and Freyman, 1998!, in contrast to our neural
results. The reason for this difference is not yet known. In
the anesthetized cat the trend with level in the IC was in
accord with the behavioral data~Litovsky and Yin, 1998a!,
but over smaller ranges of levels~usually 5–20 dB! than
were tested in the unanesthetized preparations~up to 65 dB!.

A transformation that was not related to recovery times
was the change in spontaneous rates across structures. In the
nerve, AVCN, and SOC, the range of spontaneous rates ex-
tended to;100 spikes/s and the means were;30 spikes/s,
while in the IC and auditory cortex the range was to,70
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spikes/s and the means were;12 spikes/s. Thus, the IC and
auditory cortex had similar and overall lower spontaneous
rates than lower structures. A similar trend across structures
has also been seen in the awake monkey~Ryanet al., 1984!.
A difference was that in that in the monkey the SOC was
reported to have a low, rather than high, average rate as
found in the rabbit, but the measure was based on only five
neurons.

A final transformation was the emergence of a popula-
tion of neurons in the auditory cortex with recovery func-
tions that showed tuning to specific ranges of CPIs. We did
not encounter these neurons in lower structures, and such
neurons have not been reported in previous studies. The tun-
ing is reminiscent of echo-delay tuned neurons in the audi-
tory cortex of echolocating bats that encode target range
~e.g., Fenget al., 1978; O’Neill and Suga, 1982!. In terres-
trial species, such neurons could signal the size of the acous-
tic space, since larger spaces will yield a larger range of
delays than smaller spaces. The range of best CPIs observed
was 5 to about 70 ms, corresponding to separations between
sound and echo sources of about 2 to 24 m. The presence of
such tuning suggests that echo-delay sensitivity in bats may
be an elaboration of a system present in other species.
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Evidence for the distortion product frequency place as a source
of distortion product otoacoustic emission (DPOAE) fine
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Critical experiments were performed in order to validate the two-source hypothesis of distortion
product otoacoustic emissions~DPOAE! generation. Measurements of the spectral fine structure of
DPOAE in response to stimulation with two sinusoids have been performed with normal-hearing
subjects. The dependence of fine-structure patterns on the frequency ratiof 2 / f 1 was investigated by
changingf 1 or f 2 only ~fixed f 2 or fixed f 1 paradigm, respectively!, and by changing both primaries
at a fixed ratio and looking at different order DPOAE. Whenf 2 / f 1 is varied in the fixed ratio
paradigm, the patterns of 2f 1– f 2 fine structure vary considerably more if plotted as a function of
f 2 than as a function off DP. Different order distortion products located at the same characteristic
place on the basilar membrane~BM! show similar patterns for both, the fixed-f 2 and f DP paradigms.
Fluctuations in DPOAE level up to 20 dB can be observed. In contrast, the results from a fixed-f DP

paradigm do not show any fine structure but only an overall dependence of DP level on the
frequency ratio, with a maximum for 2f 1– f 2 at f 2 / f 1 close to 1.2. Similar stimulus configurations
used in the experiments have also been used for computer simulations of DPOAE in a nonlinear and
active model of the cochlea. Experimental results and model simulations give strong evidence for a
two-source model of DPOAE generation: The first source is the initial nonlinear interaction of the
primaries close to thef 2 place. The second source is caused by coherent reflection from a
re-emission site at the characteristic place of the distortion product frequency. The spectral fine
structure of DPOAE observed in the ear canal reflects the interaction of both these sources.
© 1999 Acoustical Society of America.@S0001-4966~99!02812-X#

PACS numbers: 43.64.Jb, 43.64.Kc@BLM #

INTRODUCTION

Narrow-band distortion product otoacoustic emissions
~DPOAE! are low-level sinusoids recordable in the occluded
ear canal at certain combination frequencies during continu-
ous stimulation with two tones. They are the result of the
nonlinear interaction of the tones in the cochlea. In human
subjects, DPOAE typically exhibit a pronounced spectral
fine structure when varying the frequencies of both primaries
simultaneously (f 1 , f 2) at a fixed frequency ratiof 2 / f 1

~Gaskill and Brown, 1990; He and Schmiedt, 1993!. The
variations of DPOAE level with frequency show a periodic-
ity of about 3/32 octaves~He and Schmiedt, 1993; Mauer-
mannet al., 1997b! in a depth up to 20 dB. DPOAE can be
recorded in almost any normal-hearing subject and in sub-

jects with hearing loss up to 50 dB HL~Smurzynskiet al.,
1990!. Because of the narrow-band nature of both stimuli
and emissions, they provide a frequency-specific method to
explore cochlear mechanics. Therefore, DPOAE are of great
interest not only in laboratory studies but also as a diagnostic
tool for clinical audiology. However, since it is not as yet
completely understood which sources along the cochlear par-
tition contribute to the emission measured in the ear canal,
the applicability of DPOAE for, e.g., ‘‘objective’’ audiom-
etry is limited at present.

For DPOAE with frequencies below the primary fre-
quencies~2 f 1– f 2,3f 1– 2 f 2 , etc.!, it is widely accepted that
the generation site is the overlap region of the excitation
patterns of the two primaries, which has a maximum close to
the characteristic site aroundf 2 . Although the generation of
distortion products due to the interaction of the two primaries
is in principle spread over the whole cochlea, a region of
about 1 mm around the characteristic place off 2 has been
suggested to give the maximum contribution~van Hengel
and Duifhuis, 1999!. This region of maximum contribution is
referred to as thef 2 site.

a!Parts of this study were presented at the 1998 short papers meeting of the
British Society of Audiology in London@Uppenkamp and Mauermann, Br.
J. Audiol. 33, 87–88~A! ~1999!#.
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It is still a point of discussion whether the generation
site is the only source or to what extent other sources might
also contribute to the emission. The DPOAE fine structure
found in human subjects is closely related to this question of
DPOAE sources. The fine structure might reflect local BM
properties of either the generation site or of the re-emission
site. It could also result from the interference between two or
more sources or even from a combination of both local prop-
erties and interference effects. Studying the properties of
DPOAE fine structure may result in further insight into BM
mechanisms and the location of DP sources.

The patterns of DPOAE fine structure get shifted along
the frequency axis when the primary levels are increased~He
and Schmiedt, 1993; Mauermannet al., 1997b! or the fre-
quency ratio of the primaries is changed~Mauermannet al.,
1997a!. On one hand, these shifts may cause some problems
in the interpretation of DPOAE measurements, especially
DPOAE growth functions. Peaks may change to notches or
vice versa. This is most probably the reason for the notches
found in human DPOAE growth functions~He and
Schmiedt, 1993! and is critical for a direct correlation of
DPOAE level to hearing threshold. On the other hand, the
correct interpretation of these fine-structure shifts can aid in
a detailed understanding of BM mechanisms.

He and Schmiedt~1993! showed that the level-
dependent shift of DPOAE fine structure is consistent with
the results of Ruggero and Rich~1991! on the shift of the
maximum basilar-membrane response in the chinchilla. They
interpreted the fine structure as an effect of local BM prop-
erties in the region of the primaries and the level-dependent
shift as a result of the shift of the primary excitation on the
BM ~He and Schmiedt, 1993; Sunet al., 1994a, b!. Varying
only one primary level while holding the other fixed causes
pattern shifts in different directions, dependent on whether
the primary level atf 1 or at f 2 is varied. He and Schmiedt
~1997! argued that these effects strongly support the idea that
the DPOAE fine structure might reflect mechanical proper-
ties of the overlapping area of the primary excitation.

However, Heitmannet al. ~1998! showed that the fine
structure disappears when the DPOAE is measured with a
third tone close to the distortion product frequency (f DP) as a
suppressor. This result is interpreted as evidence for an ad-
ditional second source around the characteristic place of
2 f 1– f 2 , which has a major influence on the fine-structure
pattern. The contribution of a second source at the place of
2 f 1– f 2 is also supported by several experiments on DPOAE
suppression. Kummeret al. ~1995! reported that in some
cases a suppressor close to 2f 1– f 2 results in more suppres-
sion than one close tof 2 . Gaskill and Brown~1996! also
found that the DP level is still sensitive to a suppressor near
2 f 1– f 2 , although the major suppression effects they ob-
served were for suppressor frequencies close tof 2 . Brown
et al. ~1996! showed ‘‘that it may be legitimate to analyze
DP as vector sum of two gross components,’’~Brown et al.,
1996, p. 3263!.

Throughout the present paper, experimental results from
normal-hearing subjects and computer simulations will be
presented examining in detail the properties of DPOAE fine
structure for equal-level primaries and varied ratios of the

primary frequencies. Three ‘‘critical’’ experiments have
been performed, using different experimental paradigms, that
aim to clarify where and how DPOAE fine structure is gen-
erated. Experiment 1 investigates DPOAE fine-structure pat-
terns for differentf 2 / f 1 to determine whether the fine struc-
ture is dominated by local properties of thef 2 region or if a
supposed re-emission site aroundf DP is of some importance.
Experiment 2 is designed to test the influence of the relative
phase between the suggested emission sites by investigating
the patterns of different order DPOAE. Finally, in experi-
ment 3 the DPOAE patterns from af DP-fixed and af 2-fixed
paradigm are compared to find out if DPOAE fine structure
is mainly influenced by one of these two sites.

In addition to the recordings from subjects, all experi-
mental paradigms were also assessed with a computer simu-
lation of DPOAE using a nonlinear and active transmission
line model of the cochlea. This model includes an impedance
function as suggested by Zweig~1991! which produces ex-
citation patterns with a broad and tall peak. Within the
model, statistical fluctuations of stiffness along the cochlear
partition are sufficient to create quasiperiodic OAE fine-
structure patterns, as reported by Zweig and Shera~1995!.

I. METHODS

A. Subjects

Seven normal-hearing subjects, ranging in age from 25
to 30 years, participated in this study. Their hearing thresh-
olds were better than 15 dB HL for all audiometric frequen-
cies in the range 250 Hz–8 kHz, and none of the subjects had
a history of any hearing problems. Spontaneous otoacoustic
emissions~SOAE! were observed in only one of the subjects
~subject SE!. DPOAE were recorded from one ear of each
subject during several sessions lasting 60–90 min. During
the sessions, the subjects were seated comfortably in a
sound-insulated booth~IAC-1200 CT!.

B. Instrumentation and signal processing

An insert ear probe, type ER-10C, was used to record
DPOAE. The microphone output was connected to a low-
noise amplifier, type SR560, and then converted to digital
form using the 16-bit A/D converters on a signal-processing
board ~Ariel DSP-32C! in a personal computer. All stimuli
were generated digitally. After D/A conversion by the 16-bit
D/A converters on the Ariel board and low-pass filtering
~Kemo VBF44, 8.5 kHz! they were presented to the subjects
via a computer-controlled audiometer. The DSP was used for
on-line analysis and signal conditioning of the recorded
emissions, including artifact rejection, averaging in the time
domain to improve the signal-to-noise ratio, and fast Fourier
transform~FFT!. For each signal configuration, at least 16
but usually 256 frames were averaged, using a frame length
of 186 ms~4096 samples!. If required, the number of aver-
ages could be increased during the recording to get a suffi-
cient signal-to-noise ratio for the frequencies of interest.

Two sinusoids were generated as even harmonics of the
frame rate~5.38 Hz! at a sampling rate of 22 050 Hz. The
tones were presented continuously to the subject. To com-
pensate for the ear-canal transfer function, an individual ad-
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justment of the primaries to the desired sound-pressure level
of 60 dB SPL was performed automatically before each run,
taking into account the transfer function of the probe micro-
phone. The variations of attenuation within and between sub-
jects were approximately within a range of 5 dB.

C. Experimental paradigms

1. Dependence of the 2f 1–f2 DPOAE on frequency
ratio

In experiment 1, the effect of the frequency ratiof 2 / f 1

on the fine-structure patterns of the DPOAE at 2f 1– f 2 was
investigated. Fine-structure patterns for this distortion prod-
uct were recorded in all subjects for seven different fre-
quency ratiosf 2 / f 1 , fixed at 1.07, 1.1, 1.13, 1.16, 1.19, 1.22,
and 1.25. Due to the additional requirement to select the
primaries as harmonics of the frame rate, minor deviations
up to 0.002 from the desired frequency ratio were present.
Recordings were taken covering a frequency range of two
octaves (f 251 – 4 kHz), divided into four sessions covering
half an octave each for all of the different frequency ratios
specified above. The frequency step between adjacent single
recordings was 1/48 octave.

It is assumed that the small changes in the frequency
ratio cause only small changes in the fine-structure patterns,
i.e., the patterns remain comparable. Consequently, if the
fine-structure patterns are mostly influenced by the local
properties of the generation site near the characteristic place
of f 2 , the patterns for differentf 2 / f 1 should show a high
stability when plotted as a function off 2 . If, however, the
local properties of a presumed re-emission site near the char-
acteristic place of the DPOAE frequency play a major role,
the stability of the patterns should be greater when plotted as
a function of f DP.

2. Different order DPOAE

In experiment 2, fine-structure patterns for different or-
der DPOAE~e.g., 2f 1– f 2 , 3f 1– 2 f 2 , and 4f 1– 3f 2! were
recorded from six of our seven subjects. The frequency ratios
were chosen to get identical frequency pairs either forf 2 and
2 f 1– f 2 , f 2 and 3f 1– 2 f 2 , and f 2 and 4f 1– 3f 2 , or for f 1

and 2f 1– f 2 , f 1 and 3f 1– 2 f 2 , and f 1 and 4f 1– 3f 2 , re-
spectively. The condition for identicalf 2 and f DP frequencies
is fulfilled for the frequency ratiosf 2 / f 151.22, 1.137, and
1.099. Similarly, the required identity off 1 and f DP frequen-
cies is fulfilled at frequency ratiosf 2 / f 151.22, 1.11, and
1.073~see Fig. 1!.

If the DPOAE fine structure is mainly caused by two
sources, one at the generation site and the other one at the
distortion frequency site, measurements for different order
DPOAE with identicalf 2 and f DP frequencies should result
in very similar patterns, since bothf 2 and the observed DP
frequency are the same, i.e., the characteristic places of the
two assumed sources and hence the phase relation between
the two is almost identical~see Fig. 1, left column!. With
identical f 1 and f DP frequencies, a small variation in the
pattern is expected, indicating the influence of the change in
the relative phase of thef 2 and f DP components~see Fig. 1,
right column!.

3. Fixed f 2 vs fixed f DP

An additional test for investigating the source of the fine
structure was performed during experiment 3. DPOAE were
recorded in keeping eitherf DP or f 2 fixed. This was achieved
by varying bothf 1 and f 2 while keepingf DP fixed at 2 kHz
or varying f 1 and keepingf 2 fixed at 3 kHz resulting in
varying f DP. Both paradigms result in a varying frequency
ratio f 2 / f 1 .

The comparison of the two paradigms should reveal the
relative contribution of the two supposed sources. If the fine-
structure pattern of the DPOAE is dominated by the contri-
bution from the characteristic place of the distortion product
frequency, it is expected that the observable pattern shows
much less variation between minima and maxima whenf DP

is held constant.

D. Analysis

For further analysis, the frequencies in all experiments
were transformed to their characteristic placesx( f ) on the
BM using the place–frequency map proposed by Greenwood
~1991!. Although the frequencies used are almost equally
spaced on the Greenwood map, there are some deviations
from this. These deviations are mainly due to the fact that the
primaries were selected as harmonics of the frame rate. To
compensate for that, the data were interpolated using a cubic
spline algorithm~MATLAB 5.1! and resampled at 1024 points
equally spaced on the Greenwood map. Cross-correlation
functions~CCF! were calculated using the data from experi-
ment 1 to quantify the shift between two different fine-
structure patterns. The correlation lag giving the maximum
of the CCF within the range61 mm was taken as shift
between two fine-structure patterns with adjacent frequency
ratios. It is assumed that small changes in frequency ratio
will cause only small shifts of the overall fine structure.
Therefore, the range to look for maxima of the CCF was
limited to avoid ambiguities which could be caused by the
quasiperiodic shape of the patterns. The computation of CCF
was always restricted to the area of actual overlap between
the compared patterns.

FIG. 1. Sketch of stimulus configuration for the comparison of different
order DPOAE fine-structure patterns. For the condition of identicalf 2 and
f DP frequencies,f 2 / f 1 was set to 1.22, 1.137, and 1.099 to get identical DP
frequenciesf DP50.64f 2 for 2 f 1– f 2 , 3f 1– 2 f 2 , and 4f 1– 3f 2 , respec-
tively. Similarly, to fulfill the condition of identicalf 1 and f DP frequencies,
f 2 / f 1 was set to 1.22, 1.11, and 1.073, resulting inf DP50.78f 1 .
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II. EXPERIMENTAL RESULTS

A. Experiment 1: Dependence on f 2 /f 1

Figure 2 shows the effect of variation off 2 / f 1 ~seven
different f 2 / f 1 ratios! on the DP fine-structure patterns for
the 2 f 1– f 2 distortion product for four different subjects.
The left column shows the results plotted as a function off 2

place, and the right column shows the same data as a func-
tion of 2 f 1– f 2 . The labeling of the ordinate holds for the
bottom trace only . Each successive trace that corresponds to
a different f 2 / f 1 ratio is shifted by 20 dB. Note the pro-
nounced shift in the basal direction of successive patterns
when plotted as a function off 2 . This contrasts with the
small shift in the apical direction when plotted as a function
of 2 f 1– f 2 . This is illustrated by the lines in the middle
column showing the cumulative sum of correlation lag for
the maxima in the CCF between successive patterns. The
similarity between adjacent patterns is relatively high for
small differences inf 2 / f 1 . However, the patterns become
more different when the changes in frequency ratio get big-
ger.

B. Experiment 2: Fine structure of different order
DPOAE

Figure 3 shows fine-structure patterns for different order
DPOAE characterized by the same distance along the basilar
membrane betweenf 2 and f DP ~right column! or f 1 and f DP

~left column! for the same four subjects as in Fig. 2. As Fig.
3 illustrates, the patterns for samef 2 and f DP frequencies are
very similar, suggesting that the relative phase between the
DP components contributing from the characteristic places of
f 2 and f DP plays an important role in the DPOAE fine struc-
ture. For identicalf 1 and f DP the patterns still look similar.
However, for most of the subjects the CCF indicates a slight
shift in the basal direction for the higher-order DPOAE. This
is consistent with the movement of thef 2 place in the apical
direction with increasing order in this case.

C. Experiment 3: Fixed f 2 vs fixed f DP

While the results from experiments 1 and 2 indicate that
the DPOAE observed in the human ear canal stems from two
sources along the cochlea partition, one close to thef 2 site
and one at thef DP site, a separation of the contribution of
these two sources cannot be achieved using these data. Fig-
ure 4 shows DPOAE patterns for four subjects~two of them
as in Figs. 2 and 3! obtained with a fixedf 2 ~gray line! and
with a fixed f DP ~black line!. The use of a fixedf 2 results in
patterns very similar to the ones observed before, using the
fixed-ratio paradigm. In contrast, the use of a fixedf DP

greatly reduces the fine structure. There remains only an
overall dependence of DP level on frequency ratio, with a
maximum for 2f 1– f 2 at f 2– f 1 around 1.2, as reported, e.g.,
by Harriset al. ~1992!.

III. SIMULATIONS IN A NONLINEAR AND ACTIVE
COCHLEA MODEL

A. Description of the model

For computer simulations of the observed effects, a one-
dimensional nonlinear and active model of the cochlea was
used, based on a model described in previous work~van
Hengel et al., 1996; van Hengel and Duifhuis, 1999!. In
these papers it was shown that the model, which operates in
the time domain, is very useful to study nonlinear phenom-
ena such as OAE. The basis for such models has been de-
scribed in more detail in Duifhuiset al. ~1985! and van den
Raadt and Duifhuis~1990!. In previous simulations of
DPOAE, it turned out that a possible shortcoming of the
model was that it did not produce a high and broad excitation
peak for pure-tone stimuli~van Hengel and Duifhuis, 1999!.
It is claimed by various authors that such a peak is necessary
to properly simulate cochlear behavior at low stimulus levels
~e.g., Zweig, 1991; de Boer, 1995!. Furthermore, it was
claimed by Shera and Zweig~1993! and shown by Talmadge
et al. ~1993, 1998! that the impedance function suggested by
Zweig ~1991!, which produces a high and broad excitation
peak, also produces a fine structure in various types of simu-
lated emissions when it is combined with a ‘‘roughness’’ in
the mechanical parameters of the cochlear partition. This
roughness is a random fluctuation of~one of! the parameters
describing the mechanics of the sections of the cochlear par-
tition used in the model, and reflects random inhomogeneity
in the placement and behavior of cells along the cochlea,
especially the outer hair cells. The impedance function de-
scribed by Zweig~1991! was therefore incorporated in the
model, as well as the possibility of introducing roughness.
The resulting model consists of 600 sections1 equally spaced
along the length of the cochlea~35 mm!. The motion of the
cochlear partition in each section is described by the follow-
ing equation of motion:

mÿ~x!1d~x,v !ẏ~x!1s~x!@y~x!1c~v !y~x!u t2t#5p~x!.
~1!

This is a normal second-order differential equation of
motion for a harmonic oscillator with massm, damping
d(x,v), and stiffnesss(x), driven by a pressure forcep(x)
~x is the position of the oscillator measured from the stapes
along the cochlea,y is the displacement, andv5 ẏ the veloc-
ity of the cochlear partition in the vertical direction!, except
that there is an additional ‘‘delayed feedback stiffness’’ term
s(x)c(v)y(x)u t2t . This term was derived by Zweig~1991!
from fits to experimental data on BM excitation patterns. It
serves to stabilize the motion of the oscillator, counteracting
a negative damping termd(x,v). In order to do so, and to
arrive at the desired high and broad peak in the excitation
caused by a pure tone, the time delayt must depend on the
resonance frequencyv res5As(x)/m of the oscillator ast
51.74232p/v res ~Zweig, 1991!. The values of the param-
eters d(x,v) and c(v) determined by Zweig were
20.1217Ams(x) and 0.1416, respectively. It is important to
note that these values are derived from estimated excitation
patterns in the cochlea of the squirrel monkey at low levels
of stimulation and in the frequency range around 8 kHz.
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FIG. 2. Experiment 1: Dependence of 2f 1– f 2 DPOAE fine structure on the frequency ratiof 2 / f 1 for four different subjects~from top to bottom: KI right,
MG left, MK right, and MM right!. Each row shows DPOAE fine-structure patterns for seven different ratiosf 2 / f 1 ~from bottom to top: 1.07, 1.1, 1.13, 1.16,
1.19, 1.22!. Left column: DP level as a function off 2 place. 10-mm distance to base corresponds to a frequencyf 254358 Hz, and 20 mm distance
corresponds tof 25986 Hz. Right column: same data as a function of 2f 1– f 2 . 12 mm corresponds tof DP53270 Hz, and 22 mm corresponds tof DP

5713 Hz. The labeling of the ordinate holds for the bottom trace only. Each successive trace is shifted up by 20 dB. Middle column: shift between the
different DPOAE patterns when plotted as a function off 2 ~black line! and when plotted as a function of 2f 1– f 2 ~gray line!. This overall shift is quantified
by the correlation lag for the maximum of the cross-correlation function between adjacent patterns. Each data point results from cumulative summation of the
shifts between adjacent patterns~as indicated by the numbers ‘‘1.07 to 1.1,’’ ‘‘1.1 to 1.13,’’ etc.!, starting at the frequency ratio 1.07.
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FIG. 3. Experiment 2: Comparison of different order DPOAE fine-structure patterns for four subjects. Left column: Identicalf 1 and f DP frequencies, right
column: Identicalf 2 and f DP frequencies. The frequency ratiosf 2 / f 1 were chosen according to the scheme in Fig. 1. Note the very similar patterns for all
orders of DPOAE. The labeling of the ordinate holds for the bottom trace only. Each successive trace is shifted by 20 dB. 13 mm corresponds to
f DP52830 Hz. Same subjects as in Fig. 2.
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These values certainly cannot be used in the vicinity of both
stapes and helicotrema, since this would lead to instability
~van Hengel, 1993!. It is also clear that these values do not
hold for higher stimulus levels. Both the negative damping
term and the stabilizing delayed feedback stiffness term are
thought to result from active, i.e., energy producing, behav-
ior of the outer hair cells. This active behavior must saturate
at higher levels. It is therefore logical to capture the nonlin-
earities present in cochlear mechanics in the termsd(x,v)
andc(v).2 The nonlinearity was introduced by assuming the
following dependence ofd(x,v) andc(v) on the velocityv
of the section:

d~x,v !5Fdl1
b~dh2dl !uvu

11buvu GAms~x!

with dl520.12, dh50.5, ~2a!

c~v !5cl1
2bdl uvu
11buvu

cl50.1416. ~2b!

In these equations the nonlinear behavior ofd(x,v) and
c(v) is chosen to be the same, with the damping going to a
value of dhAms(x) and the delayed feedback stiffness dis-
appearing at high excitation levels. The region in which the
nonlinearity plays a role is determined by the parameterb. In
all simulations presented here, a value of 0.01 ms/nm was
used for this parameter, leading to a compressive growth of
the excitation at the characteristic place for a pure-tone
stimulus of around 0.3 dB/dB over the range from about 20
to 80 dB SPL stimulus level. Because the massm was cho-
sen to be 0.375 kg/m2, independent of the positionx, the
stiffness controls the place–frequency map of the cochlear
partition. The place–frequency map chosen was

f ~x!5A3e2ax, A522.508 kHz, a5150 m21. ~3!

Following the work of Shera and Zweig~1993! and Tal-
madge and Tubis~1993!, the random fluctuations necessary
to obtain a fine structure in the emissions were introduced in
the stiffness as

s~x!5s~x!@11r 0r ~x!#, ~4!

wherer (x) is a random variable with a Gaussian distribution
and r 0 is a scaling parameter that controls the amount of
roughness. For the results presented here, a value of 1% was
used forr 0 . The equations of motion@Eq. ~1!# for all sec-
tions were coupled through the fluid, which was assumed
linear, incompressible, and inviscid. The coupled system was
solved by Gauss elimination and integrated in time using a
Runge–Kutta 4 time-integration scheme with a sampling fre-
quency of 150 kHz. Reducing the sampling frequency could
lead to instabilities in certain cases, but increasing it did not
give significantly different results~differences in emission
levels were below 0.5%!.

To simulate OAE, the motion of the cochlea sections is
coupled to the outside world via a simplified middle ear,
consisting of a mass, stiffness, and damping in combination
with a transformer. This produces a sound pressure that
would result at the eardrum in an open ear canal. Previous
studies with this model have shown that emission levels are
highly sensitive to conditions at the eardrum. SOAE level
may vary up to 30 dB when different loading impedances are
added~van den Raadt and Duifhuis, 1993!.

B. Simulations

All the experiments described in Sec. II~except experi-
ment 2 for the condition of samef 1 and f DP frequencies!
were simulated using this computer model. In contrast to the
experiments, all simulations were performed with primary
levels of 50 dB SPL. The model output is the sound-pressure
level at the eardrum taken from a 30-ms interval beginning
20 ms after stimulus start to avoid onset effects. The data

FIG. 4. Experiment 3: DP level as a function off 1 for four subjects. Black
lines: fixed-f DP paradigm, i.e., varying bothf 1 and f 2 while keeping f DP

fixed at 2 kHz. Gray lines: fixed-f 2 paradigm, i.e., varyingf 1 and f DP while
f 2 is fixed at 3 kHz. Note the fine structure for the fixed-f 2 paradigm, which
is similar to the patterns observable with the fixed-ratio paradigm, while
there is no fine structure when using the fixedf DP paradigm. Subjects from
top to bottom: MK right, MM right, OW right, and SE right.
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were analyzed using the least-squares-fit method described
by Long and Talmadge~1997! to get an estimate of the spec-
tral power of the frequency components of interest. The fur-
ther analysis of pattern shifts was performed using cross cor-
relation as described for the experimental data.

The simulation results are given in Figs. 5–7. Analogous
to the experimental data in Fig. 2, Fig. 5 shows simulated
DPOAE fine-structure patterns for different frequency ratios
of the primaries plotted as a function off 2 ~left panel! and
f DP ~right panel!. The main experimental result, i.e., the shift
of fine-structure patterns when varying the frequency ratio, is
replicated very well, both qualitatively and quantitatively.
Figure 6 shows fine-structure patterns for three different fre-
quency ratios, which were chosen to get the same frequen-
cies for f 2 and 2f 1– f 2 , 3f 1– 2 f 2 , or 4f 1– 3f 2 , respec-
tively. As in the experiments, the patterns for different order
DPOAE were almost identical in all these stimulus condi-
tions. Figure 7 shows that, in the model, the fine structure

disappears in a fixedf DP paradigm, similar to the experimen-
tal results, while the model still produces a fine structure for
fixed f 2 . The only discrepancies between simulations and
experimental results in the fine structure are the reduced dy-
namical range between maxima and minima in the model for
small frequency ratios and the slightly smaller period of the
frequency-dependent level variations.3

Simulations have also been performed omitting the
roughness in the model’s stiffness function in either~1! the
frequency region above 2 kHz, or~2! below 2 kHz, or~3!
with no roughness at all, to get a better understanding of the
mechanism creating the fine structure in the model. DPOAE
with a high frequency resolution were computed over a fre-
quency range forf 2 from 2483 to 3084 Hz at a frequency
ratio f 2 / f 151.22. This ensured that the characteristic places
of f DP always fell in model sections with characteristic fre-
quencies below 2 kHz, while the characteristic frequencies of

FIG. 5. Computer simulation of experiment 1: Dependence of 2f 1– f 2 DPOAE fine structure on the frequency ratiof 2 / f 1 . Left column: DP level as a
function of f 2 place. 10 mm distance to base corresponds to a frequencyf 255027 Hz, and 16-mm distance corresponds tof 252045 Hz, according to the
exponential place–frequency map used in the cochlea model. Right column: same data as a function of 2f 1– f 2 place. 11 mm corresponds tof DP

54327 Hz, and 19 mm corresponds tof DP51304 Hz. As in Fig. 2, the shift between adjacent patterns is illustrated by the lines in the middle column of the
figure based on cross correlation.

FIG. 6. Computer simulation of experiment 2: Comparison of different or-
der DPOAE fine-structure patterns for identicalf 2 and f DP frequencies. The
frequency ratiosf 2 / f 1 were chosen according to the scheme in Fig. 1. Note
the very similar patterns for all orders of DPOAE. The labeling of the
ordinate holds for the bottom trace only. Each successive trace is shifted by
20 dB. 14 mm corresponds tof DP52760 Hz, according to the exponential
frequency map used in the model.

FIG. 7. Computer simulation of experiment 3: DP level as a function off 1 .
Black line: fixed f DP paradigm, i.e., varying bothf 1 and f 2 while keeping
f DP fixed at 2 kHz. Gray line: fixedf 2 paradigm, i.e., varyingf 1 and f DP

while f 2 is fixed at 3 kHz. Note that, as for the experimental results, the fine
structure for the fixed-f 2 paradigm is similar to the patterns observable with
the fixed-ratio paradigm, while there is no fine structure when using the
fixed-f DP paradigm.

3480 3480J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Mauermann et al.: DPOAE fine structure. I



the primaries always fell into sections above 2 kHz. Figure 8
shows the simulation results in these three conditions as well
as in the reference condition with roughness over the whole
length of the cochlea. The DPOAE fine structure is unaf-
fected by the presence or absence of the roughness in the
primary region, while it disappears when the roughness is
omitted in the distortion product frequency region. This em-
phasizes the interpretation of the experimental results that
the DPOAE fine structure is mainly influenced by the re-
emission components from the characteristic DP places,
while emission from the primary component places is almost
constant in level and phase over frequency.

IV. DISCUSSION

Similar to recent experimental and theoretical studies on
DPOAE fine structure by other authors~e.g., Mauermann
et al., 1997a; Heitmannet al., 1998; Talmadgeet al., 1998,
1999!, our experiments and simulations give further evi-
dence that the fine structure is the result of two sources.
Furthermore, the idea is supported that the underlying physi-
cal mechanisms of these two sources are different or at least
act in a different way~e.g., Shera and Guinan, 1999!.

To illustrate this, the results presented in this paper will
be interpreted in three steps. The results of experiment 1
show that the DPOAE fine structure is not caused by local
mechanical properties of the primary region, but rather that
the characteristic site of the distortion product frequency
plays a crucial role. Experiment 2 shows that independent of
the distortion product order, fine-structure patterns are very
similar as long as the characteristic sites off 2 and of the DP
frequencies are the same, i.e., the relative phase between the
two emission sites is almost constant in this experiment.
Taken together with the findings from experiment 1, this
implies that the emission recorded in the ear canal is the
vector sum of components from these two sites. The relative
phase of these components has at least some influence on the
DPOAE fine-structure pattern.

The results of experiment 3 show a quasiperiodic varia-
tion when the re-emission site is varied in frequency mono-

tonically while the generation site is held fixed, whereas the
quasiperiodic variation in DP level disappears in the case of
a fixed re-emission site and a sweep of thef 2 frequency. In
terms of a vector summation of two components, this indi-
cates that the component generated at the primary place must
be almost constant in level and phase~at least locally! re-
gardless of the frequency. To explain the quasiperiodic varia-
tions in the sum of the two components, we have to assume
that the re-emission component varies either in phase or in
level with increasing frequency. Shera and Zweig~1993!
showed that the fine structure of stimulus frequency otoa-
coustic emissions~SFOAE! can be interpreted as interfer-
ence of the incoming and outgoing traveling waves with a
periodic rotating phase of the cochlear reflectance. It appears
reasonable to treat the DPOAE re-emission component in a
similar way to SFOAE generation. Therefore, a periodically
varying phase of the re-emission component is the most
likely explanation for the DPOAE fine structure. Following,
furthermore, the arguments of the ‘‘Gedankenexperiment’’
described by Shera and Guinan~1998!, the different charac-
teristics of the two components~rotating phase of thef DP

component, almost constant phase of thef 2 component! in-
dicate that the underlying mechanisms for these two DPOAE
components are different. These authors~Shera and Guinan,
1998, 1999! distinguished two classes of OAE mechanisms,
‘‘linear coherent reflection’’ and ‘‘nonlinear distortion,’’
whereby DPOAE are a combination of both a nonlinear dis-
tortion at the generation site and a coherent reflection from
the characteristic site off DP.

The disappearance of fine structure during the fixedf DP

experiment shows that there is no coherent reflection from
the primary region because there is no rotating phase with
frequency. Using the approach suggested by Zweig and
Shera~1995! to explain the spectral periodicity of reflection
emissions, this had to be expected because the traveling
wave from the initial generation site results in constant
wavelength only around thef DP site but not in the region
around the primaries. Therefore, the contribution from the
primary region needs to be generated in a different way,

FIG. 8. Computer simulations at a frequency ratiof 2 / f 151.22, but omitting the roughness in different parts of the model cochlea. The primary levels were
L15L2550 dB SPL. Line 1 is the reference simulation, a DPOAE fine structure for roughness over the whole cochlea~shifted 3 dB up!. Line 2 shows the
DPOAE levels for a model cochlea without any roughness in the stiffness function. No fine structure can be observed here. Line 3 shows the DPOAE fine
structure using a model cochlea without any fine structure in the region of the primaries. This has no effect on the fine structure, which is almost identical to
that for the reference simulation. Line 4 shows DPOAE levels produced by a model cochlea with no roughness at thef DP sites only and the same roughness
as in the reference in the primary region. Note that for this condition the DPOAE fine structure disappears completely.
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most probably due to nonlinear distortion. This interpretation
of the experiments is confirmed by the computer simulations,
which show no effect on the fine structure when removing
the roughness~which is necessary for coherent reflections!
from the primary region, while the fine structure disappears
in simulations when removing the roughness only around the
f DP region ~see Fig. 8!.

The overall good correspondence between simulations
and experimental results gives further confirmation for a
whole class of two-source interference models like the one
used here. This class of models was recently described in
detail by Talmadgeet al. ~1998!. The simulations with partly
removed roughness~see Fig. 8! cannot directly be trans-
formed into an experimental approach because it is impos-
sible to ‘‘flatten out’’ certain areas of the human cochlea.
But, a situation close to that might be studied. If a local area
of the cochlea is damaged, most probably no broad and tall
excitation pattern can be built up there, which in addition to
roughness is necessary for coherent reflections~Zweig and
Shera, 1995; Talmadgeet al., 1999!. To get further insight
into the mechanisms of DPOAE fine structure, this approach
is investigated in the accompanying paper~Mauermann
et al., 1999! by looking at the DPOAE fine structure of sub-
jects with frequency-specific hearing losses.

V. CONCLUSIONS

Distortion products recorded in the ear canal cannot be
traced back to one single source on the basilar membrane.
Instead, DPOAE fine structure reflects the interaction of two
components with different underlying physical principles.
The first component is due to nonlinear distortion at the pri-
mary site close tof 2 and has a nearly constant phase and
level. The second component is caused by a coherent reflec-
tion from the re-emission site at the characteristic place of
f DP and shows a periodically varying amplitude or phase
when changing the primary frequencies.
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Distortion product otoacoustic emissions~DPOAE! were recorded from eight human subjects with
mild to moderate cochlear hearing loss, using a frequency spacing of 48 primary pairs per octave
and at a levelL15L2560 dBSPL and with a fixed ratiof 2 / f 1 . Subjects with different shapes of
hearing thresholds were selected. They included subjects with near-normal hearing within only a
limited frequency range, subjects with a notch in the audiogram, and subjects with a mild to
moderate high-frequency loss. If the primaries were located in a region of normal or near-normal
hearing, but DP frequencies were located in a region of raised thresholds, the distortion product
2 f 1– f 2 was still observable, but the DP fine structure disappeared. If the DP frequencies fell into
a region of normal thresholds, fine structure was preserved as long as DPOAE were generated, even
in cases of mild hearing loss in the region of the primaries. These experimental results give further
strong evidence that, in addition to the initial source in the primary region, there is a second source
at the characteristic place off DP. Simulations in a nonlinear and active computer model for DPOAE
generation indicate different generation mechanisms for the two components. The disappearance of
DPOAE fine structure might serve as a more sensitive indicator of hearing impairment than the
consideration of DP level alone. ©1999 Acoustical Society of America.@S0001-4966~99!02912-4#

PACS numbers: 43.64.Jb, 43.64.Kc@BLM #

INTRODUCTION

The recording of distortion product otoacoustic emis-
sions ~DPOAE! is claimed to be useful as an objective au-
diometric test with a high-frequency selectivity by various
clinical studies. In many papers, the reported correlation of
audiometric thresholds and DPOAE levels is mainly based
on large databases of many subjects~e.g., Nelson and Kim-
berley, 1992; Gorgaet al., 1993; Moulinet al., 1994; Suck-
füll et al., 1996!. The prediction of individual thresholds
based on DPOAE requires a detailed and comprehensive
dataset from each individual subject, including growth func-
tions, at multiple stimulus frequencies~Kummer et al.,
1998!. However, for extensive use as a diagnostic tool, a
more detailed understanding of the DPOAE generation
mechanisms is still required.

In agreement with theoretical and experimental work re-
ported by other groups~Brown et al., 1996; Gaskill and
Brown, 1996; Heitmannet al., 1998; Talmadgeet al., 1998,

1999!, the experimental results from normal-hearing subjects
in the accompanying paper~Mauermann et al., 1999!
showed that DPOAE should be interpreted as the vector sum
of two sources, one at the initial generation site due to non-
linear distortion close to thef 2 place, the other at the char-
acteristic site of the particular DP frequency of interest. The
results from simulations using a nonlinear and active model
of the cochlea presented in Mauermannet al. ~1999! showed
that the component from thef DP site is sensitive to the exis-
tence of statistical fluctuations in the mechanical properties
along the cochlea partition, i.e., roughness, while the initial
generation component is not. From the model point of view,
this indicates different underlying mechanisms for the gen-
eration of the two DPOAE components. However, removing
the roughness from certain areas along the cochlear
partition—as shown in the computer simulations in Mauer-
mann et al. ~1999!—cannot directly be transformed into a
controlled experiment with human subjects.

Other studies on modeling OAE fine structure~Zweig
and Shera, 1995; Talmadgeet al., 1999! showed that—in
addition to the roughness—the model needs another feature
to produce DPOAE fine structure: broad and tall excitation
patterns have to be generated to allow coherent reflections.
The generation of a broad and tall excitation pattern requires
an active feedback mechanism in the model. In the real co-

a!Parts of this study were presented at the 21st Midwinter Research Meeting
of the Association for Research in Otolaryngology, 1998 in St. Petersburg
Beach, FL@Mauermannet al., Abstract No. 595, p. 149#.

b!Author to whom correspondence should be addressed. Electronic mail:
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c!Current address: CNBH, Department of Physiology, University of Cam-
bridge, Downing Street, Cambridge CB2 3EG, U.K.
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chlea, this mechanism is most probably related to the motil-
ity of outer hair cells~OHC!, as found by Brownellet al.
~1985! and Zenneret al. ~1985!. If the activity of OHC in the
cochlea is reduced because of damage to certain areas, most
probably no broad and tall excitation pattern can build up
there. As a consequence, there would be no coherent reflec-
tion from the re-emission site and no DPOAE fine structure
would be observable.

This assumption is mainly based on the model results
obtained so far~Mauermannet al., 1999!, but can be tested
in carefully selected hearing-impaired human subjects. In the
present paper, results on DPOAE fine structure from subjects
with different audiogram shapes will be presented to inves-
tigate the effects of damage in different regions of the co-
chlea in more detail. Our subjects included persons with
near-normal hearing only within a limited frequency range
~‘‘bandpass listeners’’!, a notch in the audiogram~‘‘bandstop
listeners’’!, or a hearing loss at high frequencies only~‘‘low-
pass listeners’’!. This allowed measurement of DPOAE
while restricting eitherf DP or the primaries to ‘‘normal’’ or
‘‘near-normal’’ BM regions. It was expected that only the
component generated in a region of cochlear damage would
be reduced. The experiments were designed to obtain further
evidence for the two-source model as discussed in the ac-
companying paper~Mauermannet al., 1999!. To support the
arguments, a ‘‘hearing-impaired’’ version of the computer
model was also tested, simulating the bandstop listener situ-
ation mentioned above.

I. METHODS

A. Subjects

Eight subjects with different types of hearing loss par-
ticipated in the experiments. They were selected because of
the shapes of their audiograms. Subjects HE and HA~63 and
59 years old, respectively! showed hearing loss with a band-
pass characteristic, i.e., near-normal threshold within only a
small frequency band at 1.5 kHz with raised thresholds for
frequencies above and below. The second group of subjects
~DI, FM, MM, 29–50 years old! showed a notch in the hear-
ing threshold of about 40 dB centered at 4 kHz. The third
group ~RH, HL, JK, 59–63 years old! showed a moderate
high-frequency hearing loss. All subjects except MM had a
stable audiogram for at least 6 months. The notch in the
audiogram of MM was caused by a mild sudden hearing loss.
The threshold recovered almost completely over a period of
6 months.

B. Instrumentation and experimental procedures

All instrumentation and the experimental methods for
recording DPOAE fine structure are described in detail in the
accompanying paper~Mauermannet al., 1999!. In short, an
insert ear probe, type ER-10C, in combination with a signal-
processing board Ariel DSP-32C, was used to record
DPOAE. All stimuli were generated digitally at a sampling
rate of 22.05 kHz and as harmonics of the inverse of the
frame length~4096 samples, i.e., harmonics of 5.38 Hz!.
They were played continuously to the subjects via 16-bit
D/A converters, a computer-controlled audiometer, and low-

pass filters at a presentation level ofL15L2560 dBSPL. An
automatic in-the-ear calibration was performed before each
run to adjust the primaries to the desired sound-pressure lev-
els. In most subjects, a frequency ratio off 2 / f 151.2 was
used. This was increased tof 2 / f 151.25 in some cases to
achieve a larger separation off DP and the primary frequen-
cies.

DPOAE were recorded at a high-frequency resolution of
32 frequencies per octave. The microphone output was am-
plified, A/D converted and averaging in the time domain of
at least 16, and if necessary up to 256 repeated frames were
performed for each pair of primaries to increase the signal-
to-noise ratio. Again, all results were plotted as a function of
f 2 and as a function off DP. This permits us to relate the data
both to the initial generation site nearf 2 and to the presumed
second source located around the characteristic site off DP.

In addition to the clinical audiogram, absolute thresholds
were measured for five of the eight subjects with an adaptive
three-alternative forced-choice~3AFC! two-step method to
get a more accurate estimate of the shape of the audiogram.
The absolute threshold was measured at a resolution of eight
frequencies per octave in the transition regions between near-
normal hearing and increased threshold. Sinusoids of 375-ms
duration including 45 ms Hanning-shaped ramps at the start
and end were used as stimuli. They were played through one
of the speakers of the ER10C probe. After threshold detec-
tion, the sound pressure in the ear canal was measured with
the ER10C probe microphone for a fixed attenuation of the
audiometer. The sound-pressure level in dB SPL at threshold
was computed from the difference of this attenuator value
and the attenuation at hearing threshold.

II. RESULTS

Figures 1–4 show the DPOAE fine-structure patterns
and absolute thresholds for eight subjects. In each figure, the
left column gives the clinical audiogram. The middle column
shows DPOAE results~black line! and absolute threshold
~gray line! as a function off DP to permit a direct comparison
around the assumed re-emission site. The right column
shows the same data as a function off 2 to allow a direct
comparison of absolute threshold and DPOAE fine structure
at the initial generation site close tof 2 . For the middle and
right columns, the left ordinate holds for the DPOAE level in
dB SPL, while the right ordinate is for the absolute thresh-
old. This threshold was measured in dB SPL for the subjects
who did the adaptive procedure~HE, HA, DI, HL, JK!, while
for the other subjects~MM, FM, RH! the threshold in dB HL
from the clinical audiogram~left column! is given. In addi-
tion to the threshold data~or audiogram data!, the black bars
on the top of the middle and right column panels give a
sketch of the area with thresholds of 20 dB or better, i.e.,
frequency ranges with normal or near-normal hearing~as
taken from the audiograms!.

Figure 1 shows results for two subjects with a near-
normal threshold in only a limited frequency band. A re-
duced DPOAE fine structure with level fluctuations smaller
than 5 dB~areas indicated by the gray bar on the top of the
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middle column plots! can be observed whenf DP falls into a
region of raised threshold. On the other hand, when the dis-
tortion products are at frequencies with near-normal hearing
and the primaries at frequencies of a moderate hearing loss,
the DPOAE level is reduced, but a preserved fine structure
with level fluctuations of 5 dB or more can still be observed
in a certain area~indicated by the hatched gray bars on the
top of the plots!.

Figure 2 shows the results from four ears of three sub-
jects with notches in their audiograms. As was the case for
the data shown in Fig. 1, when the distortion product fre-
quencies fall into the area of hearing loss, the fine structure
disappears but nearly no reduction in DPOAE level occurs.
If the initial DPOAE generation site, i.e., the area aroundf 2 ,
falls into the region of hearing loss while the relatedf DP

frequency covers a region of near-normal hearing, the
DPOAE level is reduced but a pronounced fine structure is
still observed. If bothf 2 and f DP fall into a region of mild to
moderate hearing loss, DPOAE level and DPOAE fine struc-
ture are reduced. Subject FM~bottom row in Fig. 2! showed
a reduced fine structure in a limited frequency band above 4
kHz only. This might be due to a narrow-band notch in the
absolute threshold in this frequency region which was not
resolved using the clinical audiogram.

Figure 3 shows DPOAE fine-structure patterns for two
subjects with a moderate hearing loss only at high frequen-
cies. When plotted as a function off 2 ~right column!, a
DPOAE level similar to the level in regions with near-
normal hearing could still be observed in the region of raised
threshold, while the fine structure disappeared as soon as the
distortion product frequencies fell into the region of hearing

loss ~cf. middle column for plot as a function of 2f 1– f 2!.
These cases suggest that the DPOAE fine structure might
provide a more sensitive indicator of cochlear damage than
the DPOAE level, which is mainly related to the initial gen-
eration site close tof 2 .

Figure 4 gives one example of a different effect of hear-
ing loss on DPOAE. This subject also had a high-frequency
hearing loss, but the level of DPOAE decreased with the
high-frequency hearing loss, while the fine structure was pre-
served as long as DPOAE are recordable, i.e., belowf 2

54 kHz. As can be seen in the audiogram, thresholds were
normal in the region below 2.5 kHz, i.e., in the region of the
relatedf DP frequencies. Therefore, an effect on DPOAE fine
structure is not expected in this particular case of a steep
high-frequency hearing loss.

Figure 5 shows again the DPOAE fine structure for sub-
ject MM ~cf. Fig. 2!, this time at three different stages of
recovery from the mild sudden hearing loss. After 4 months
~dark gray line!, the clinical audiogram was almost normal
and the DPOAE level had returned to normal~notice the
recovery from the notch in the middle trace between 2000
and 3000 Hz for 2f 1– f 2 , corresponding to af 2 range of
3000–4000 Hz, cf. Fig. 2!. A reappearance of fine structure
over the whole range could only be observed after 6 months.
It is possible that a slight cochlear disorder still affected the
DPOAE fine structure after 4 months, while the DPOAE
level and the audiogram had almost completely recovered.
Again, the fine structure appears to be a more sensitive indi-
cator for local cochlear damage than the consideration of
overall DPOAE level alone, revealing even slight disorders
not detectable in the clinical audiogram.

FIG. 1. DPOAE fine structure from two ears with near-normal threshold within a bandlimited frequency region only. Left: clinical audiogram. Middle:
absolute threshold~gray line, right ordinate! and DP level as a function of 2f 1– f 2 ~black line, left ordinate!. Right: as middle column, but DP level as a
function of f 2 . The dotted line represents the noise floor during the DPOAE recording. Frequency regions with near-normal hearing~20 dB HL or better! are
indicated by black bars on the top of the plots. Regions with reduced fine structure~less than 5-dB level fluctuations! are indicated by gray bars. Hatched gray
bars mark areas with reduced DPOAE level but still pronounced fine structure. Top row: subject HE, left ear. Bottom row: subject HA, left ear. Frequency
ratio of the primaries:f 2 / f 151.25; levels of the primaries:L15L2560 dB SPL.
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III. SIMULATIONS IN A NONLINEAR AND ACTIVE
MODEL OF THE COCHLEA

As shown in the accompanying paper~Mauermann
et al., 1999!, the behavior of DPOAE fine-structure patterns
in different experimental paradigms can be well simulated
with a nonlinear and active transmission line model of the
cochlea. Here, a ‘‘hearing-impaired’’ version of this com-
puter model is tested to investigate the effects of local
changes of the damping function, as an analog of hearing
loss in a restricted frequency region. This can be achieved by
looking at a partly ‘‘passive’’ cochlea. The biggest hearing
loss that can be modeled by making the damping indepen-
dent of velocity and fixing it to the maximum value that
occurs in the ‘‘normal-hearing’’ model is about 40 dB. The
value of 40 dB corresponds to the assumed gain of cochlea
activity probably due to motility of the OHC~discussed in

Pickles, 1988; Hoth and Lenarz, 1993!. Therefore, thresholds
distinctively higher than 40 dB probably have to be related to
damage of the inner hair cells~IHC!, which cannot be simu-
lated in this kind of macromechanical model.

Figure 6 shows one example of a fine-structure pattern,
calculated using a model cochlea with raised threshold
around 3.7 kHz. The hearing loss in this case was introduced
by taking a relatively high positive damping, independent of
velocity, for the segments representing the frequencies from
3.6 to 3.8 kHz in the model cochlea~segments 210 to 219 of
a total of 600 segments! with smooth transitions~over 3.3 to
3.6 kHz and 3.8 to 4.5 kHz! ~see the Appendix!. The ‘‘de-
layed feedback stiffness’’ is smoothly decreased to 0 in this
region in proportion to the increased damping~for a more
detailed description of the model, see Mauermannet al.,
1999!. As found in the experiments, the fine structure in the

FIG. 2. As Fig. 1, but showing results from four ears with a notch in the audiogram. Top row: subject DI, right ear. Second row: subject DI, left ear. Third
row: subject MM, left ear. Fourth row: subject FM, left ear. The notch in the audiogram of subject MM was caused by a mild sudden hearing loss. MM and
FM did not perform the adaptive procedure for evaluation of absolute thresholds. Therefore, the threshold curves are taken from the clinical audiograms in
these cases. Frequency ratio of the primaries:f 2 / f 151.2; levels of the primaries:L15L2560 dB SPL.
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computer simulation disappears as soon asf DP falls into the
region of increased damping, i.e., increased threshold, while
a reduction of DPOAE level is observable when the prima-
ries cover the region of ‘‘hearing loss.’’ The hearing loss was
quantified by finding the stimulus level required to give the
same excitation as a stimulus level of 0 dB SPL in the
normal-hearing version of the model.

IV. DISCUSSION

Most previous studies on DPOAE from hearing-
impaired subjects related DPOAE levels to hearing thresh-
olds based only on a comparatively low number of frequen-
cies. In the only study dealing with DPOAE from hearing-
impaired subjects with a high-frequency resolution~He and
Schmiedt, 1996!, it was concluded that a fine structure would
always be observable as long as DPOAE can be recorded.
Their study included 14 hearing-impaired subjects, all of
whom had a more or less steep high-frequency hearing loss.
This conclusion of unaffected fine structure holds only for
one subject~JK, Fig. 4! from this investigation, while the
others showed a substantial decrease of DPOAE fine struc-
ture when 2f 1– f 2 fell into a region of hearing loss. The
subjects presented here were selected because of the particu-

lar shape of their audiograms with either raised thresholds or
normal hearing in a limited frequency band only. This
sample might not be representative for the clinical popula-
tion, but it permitted measurements with either the primary
frequencies or the distortion product frequencies covering a
region of cochlear damage, motivated by the results and
computer simulations reported in the accompanying paper
~Mauermannet al., 1999!. Consequently, our data will be
discussed in respect to the two-source model of DPOAE gen-
eration. The experiments were not intended as a representa-
tive clinical study. Nevertheless, the results might still im-
prove the value of DPOAE as a diagnostic tool.

The initial generation of DPOAE is due to nonlinear
distortion at the primary site close tof 2 . The cases reported
in Figs. 1–3 exhibit a coincidence of the disappearance of
DPOAE fine structure with damage at the characteristic place
of f DP. This strongly supports the interpretation of the data
in terms of a two-source model of DPOAE generation, as
discussed in the accompanying paper for normal-hearing
subjects~Mauermannet al., 1999!. If only the component
generated in the primary region contributes to the emission
measured in the ear canal, no fine structure can be observed.
When there is also a contribution from the re-emission site at

FIG. 3. As Fig. 2, but showing results from two subjects with high-frequency hearing loss. Top row: subject RH, right ear. Bottom row: subject HL, left ear.
Absolute threshold was taken from the clinical audiogram for subject RH.

FIG. 4. As Fig. 1, but for subject JK, left ear. This subject also shows a high-frequency hearing loss. In contrast to the data shown in Fig. 3, the DPOAE level
decreases with increasing threshold but the fine structure remains unaffected, as long as DPOAE are recordable at all.
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f DP, a quasiperiodic fine structure is observable, i.e.,
DPOAE can be treated as the vector sum of two different
components, as suggested by Brownet al. ~1996!.

Heitmannet al. ~1998! showed that the presentation of
an additional suppressor tone close tof DP ~25 Hz abovef DP!
causes a disappearance of fine structure due to suppression of
the component from thef DP place. As demonstrated here,
damage in the DP frequency region has a similar effect to the
suppressor. While the addition of a third tone could cause
unwanted side effects when investigating the DP generation
mechanisms, such as additional distortion products~Harris
et al., 1992!, the experiments presented here take advantage
of the ‘‘naturally’’ reduced cochlear activity.

As already reported in previous studies~e.g., Schlo¨gel
et al., 1995!, it is not uncommon for subjects with high-
frequency hearing loss to have DPOAE not substantially dif-
ferent in level from those from normal-hearing subjects, even
when the primaries fall into the region of a hearing loss of 30
dB or more. Two more examples for this are the subjects RH
and HL in this study~cf. Fig. 3!. However, DPOAE fine
structure disappeared in both subjects as soon asf DP fell into
a region of even slightly raised thresholds~i.e., above 2.5
kHz for subject HL, above 4 kHz for subject RH!. This sug-
gests that moderate cochlear damage can already influence
the re-emission component of the DPOAE. A similar inter-
pretation holds for the DPOAE fine structure during recovery
from a mild sudden hearing loss shown in Fig. 5. The re-
duced fine structure after 4 months still might indicate some
slight damage, although the threshold—as measured in the
clinical audiogram with its accuracy of about65 dB and its

limited frequency resolution—had already recovered. This
high vulnerability to cochlear damage of the DPOAE fine
structure has also been noticed in other studies. Engdahl and
Kemp ~1996! showed that noise exposure causing a tempo-
rary threshold shift results in a temporary disappearance of
DPOAE fine structure. Furthermore, the fine structure gets
reduced during aspirin consumption before an overall
DPOAE level reduction can be observed~Rao et al., 1996;
Long, 1999!. Overall, it appears as if the consideration of
fine structure can serve as a more sensitive tool for the de-
tection of slight cochlear damage in certain cases than the
DPOAE level alone. However, a prospective clinical study
involving more subjects would be required to evaluate this
possible application.

In contrast to the subjects discussed so far, the DPOAE
from subject JK ~Fig. 4! appears to behave differently:
DPOAE level decreases with increasing hearing loss while
the fine structure is unaffected. This behavior is more in line
with the data reported by He and Schmiedt~1996!. The
seeming contradiction to our other data can be interpreted as
follows: When the primary atf 2 falls into a region of a
distinct hearing loss, i.e., above 4 kHz for this subject, no
measurable initial DPOAE component is generated. Conse-
quently, no reflection component from the re-emission site
close tof DP can be recorded. However, whenf 2 is below 4
kHz, the correspondingf DP frequency still falls into a region
of normal or near-normal hearing for this subject~i.e.,
threshold of 20 dB HL or better!, which is sufficient to create
the re-emission component due to coherent reflection. The
interaction of the two components generates the fine struc-

FIG. 6. Simulation of DPOAE fine structure for a frequency ratiof 2 / f 1

51.22 in a version of the transmission-line model with a notch in the au-
diogram in the region between 3.3 and 4.5 kHz vs the simulated DPOAE
fine structure of the normal-hearing model. Black line: DPOAE fine struc-
ture of the hearing-impaired model at a frequency resolution of 64 steps per
octave. Gray line: DPOAE fine structure of the normal-hearing model
~shifted 10 dB up!. Light gray line: simulated hearing threshold of the hear-
ing impaired model at eight frequencies per octave.

FIG. 5. Recovery of DPOAE fine structure after a mild sudden hearing loss,
subject MM, left ear~cf. Fig. 2!. Top panel: DPOAE level is plotted as a
function of 2 f 1– f 2 on the day of sudden hearing loss~bottom trace!, 4
months later~middle trace!, and 6 months later~top trace, complete recovery
of absolute threshold!. The ordinate holds for the bottom trace only, the
other traces are shifted by110 and120 dB, respectively. Bottom row, from
left to right: the clinical audiograms at the day of sudden hearing loss, 4
months later, and 6 months later.
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ture. A similar explanation would also hold for most of the
subjects described by He and Schmiedt~1996!, who had
steep high-frequency hearing losses.

The effects of frequency-specific hearing loss on
DPOAE fine structure can be simulated in a realistic way
using the hearing-impaired version of the computer model of
the cochlea~cf. Figs. 2 and 6!. The very good correspon-
dence between data and simulations even in the case of hear-
ing impairment gives further support for a whole class of
similar cochlea models recently described in Talmadgeet al.
~1999!. In the model, the generation mechanisms for the two
sources are different. The re-emission component can be in-
terpreted as a coherent reflection sensitive~1! to the presence
of ‘‘roughness,’’ and~2! to the presence of broad and tall
excitation patterns~e.g., Talmadgeet al., 1998!, which are
generated by an active feedback mechanism. The initial
generation—which is not sensitive to the presence of rough-
ness ~see Mauermannet al., 1999; Talmadge et al.,
1998!—is not connected to coherent reflection but should be
interpreted as a consequence of nonlinear distortion only.

This view of two different mechanisms is in agreement
with the conclusions drawn by Shera and Guinan~1999!.
They also distinguish two DPOAE mechanisms: coherent re-
flection from thef DP site@similar to stimulus frequency otoa-
coustic emissions~SFOAE!# and nonlinear distortion from
the generation site nearf 2 . The different effects on DPOAE
fine structure and overall level caused by cochlear damage,
as reported in our experiments, might reflect an experimental
confirmation of two different generation mechanisms.

V. CONCLUSIONS

~i! Distortion product emissions measured in the human
ear canal are produced by two sources, one at the
characteristic place of the primaries and the second at
the characteristic place off DP.

~ii ! The DPOAE fine structure is mainly influenced by the
local state of the cochlea at the characteristic place of
f DP and appears to be a more sensitive indicator of
cochlear damage than DPOAE level alone.

~iii ! At least from the model point of view, the initial gen-
eration at the site close tof 2 is caused by nonlinear
interaction of the primaries while the re-emission
from the characteristic site off DP can be treated as a
coherent reflection.

~iv! The evaluation of fine structure could considerably
improve the clinical use of DPOAE, e.g., for early
identification of hearing loss or to monitor the recov-
ery from a sudden hearing loss more accurately.
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APPENDIX

The nonlinearity in the model is introduced by a nonlin-
ear dampingd(x,v) and a stabilizing delayed feedback stiff-
nessc(v) ~see Mauermannet al., 1999!.

d~x,v !5Fdl1
b~dh2dl !uvu

11buvu GAms~x!, ~A1a!

c~v !5cl1
2bdl uvu
11buvu

, ~A1b!

where v is the velocity of basilar membrane~BM! sec-
tion; m is the mass~0.375 kg/m2!; x is the distance to the
base of the cochlea;s is the stiffness of BM section;dl is
the damping parameter, determines the damping at low BM
velocities ~dl is 20.12 in the normal-hearing model!; dh is
the damping parameter, determines the damping at high BM
velocities~dh is 0.5 in the normal-hearing model!; cl is the
parameter of delayed feedback stiffness~cl is 0.1416 in the
normal-hearing model!; andb is the parameter to determine
the shape of the nonlinear damping function.

The hearing loss was introduced by takingd(x,v)5dh

in the region from 3.6 to 3.8 kHz with smooth transitions
~over 3.3 to 3.6 kHz and 3.8 to 4.5 kHz!. This could be done
by letting b→`. Because this is impossible in practice, we
let b(dh2dl) go to 0 anddl go to dh simultaneously. In
correspondence to the increased damping, the delayed feed-
back stiffnessc(v) is smoothly decreased to 0 in this region.
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Phonemes, intensity and attention: Differential effects
on the mismatch negativity (MMN)
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Auditory event-related potentials~ERPs! to speech sounds were recorded in a demanding selective
attention task to measure how the mismatch negativity~MMN ! was affected by attention, deviant
feature, and task relevance, i.e., whether the feature was target or nontarget type. With
vowel-consonant-vowel~VCV! disyllables randomly presented to the right and left ears, subjects
attended to the VCVs in one ear. In different conditions, the subjects responded to either intensity
or phoneme deviance in the consonant. The position of the deviance within the VCV also varied,
being in the first~VC!, second~CV!, or both~VC and CV! formant-transition regions. The MMN
amplitudes were larger for deviants in the attended ear. Task relevance affected the MMNs to
intensity and phoneme deviants differently. Target-type intensity deviants yielded larger MMNs
than nontarget types. For phoneme deviants there was no main effect of task relevance, but there
was a critical interaction with deviance position. The both position gave the largest MMN
amplitudes for target-type phoneme deviants, as it did for target- and nontarget-type intensity
deviants. The MMN for nontarget-type phoneme deviants, however, showed an inverse pattern such
that the MMN for the both position had the smallest amplitude despite its greater spectro-temporal
deviance and its greater detectability when it was the target. These data indicate that the MMN
reflects differences in phonetic structure as well as differences in acoustic spectral-energy structure
of the deviant stimuli. Furthermore, the task relevance effects demonstrate that top-down controls
not only affect the amplitude of the MMN, but can reverse the pattern of MMN amplitudes among
different stimuli. @S0001-4966~99!07312-9#

PACS numbers: 43.64.Ri, 43.64.Sj, 43.64.Qh@RDF#

INTRODUCTION

The mismatch negativity component~MMN ! of the
event-related brain potential~ERP! has been interpreted as a
response from a preattentive auditory change-detection sys-
tem. The MMN was originally thought to reflect an acoustic
spectral-energy mismatch between an incoming stimulus and
the sensory memory trace of previous stimuli~Näätänen
et al., 1978; Näätänen, 1990, 1992; Na¨ätänen and Alho,
1995; Schro¨ger, 1997!. It is well established that MMNs can
be generated in repetitive tone sequences by a change of one
or more simple auditory features, including frequency, inten-
sity, location, duration, and pattern~Näätänen, 1992!.

Recent studies suggest that reliable MMNs are also gen-
erated by phonetic deviation. Na¨ätänen et al. ~1997! and
Dehaene-Lambertz~1997! demonstrated that the MMN is
larger to natal language prototypical phonemes compared to
foreign-language phonemes. Furthermore, Tremblayet al.
~1997! found that adults who were trained to discriminate
foreign-language phonemes had larger MMNs to foreign-
language deviant phonemes than did adults with no discrimi-
nation training. It is only the cooccurrence of unfamiliar pre-
phonetic auditory features~or unfamiliar combinations of
prephonetic auditory features! in foreign-language phonemes

that mitigates against the stronger conclusion that the
phoneme-specific MMN exists.

Näätänen and colleagues~Näätänen, 1992; Na¨ätänen
et al., 1993! have consistently maintained that attention is
not required to elicit the MMN. Evidence supporting the au-
tomatic nature of the MMN includes the finding that the
negativity occurs to deviant auditory stimuli even when a
person’s attention is directed to another task in the auditory
~Näätänenet al., 1978! or visual modality~Samset al., 1985;
Woodset al., 1992, 1993; Alhoet al., 1994!. Typically, the
MMN has been recorded while the subject was reading or
watching a video recording. Although no study to date has
demonstrated a total absence of MMN in the absence of at-
tention, numerous studies have shown that attended deviants
evoke increased MMN amplitudes compared to ignored
sounds. The specific features for which this attention effect
has been found include intensity~Woldorff et al., 1991!, fre-
quency~Näätänenet al., 1993; Oades and Dittmann-Balcar,
1995!, duration~Alain and Woods, 1994!, pattern~Alain and
Woods, 1997; Nordbyet al., 1988a, b; Schro¨ger et al.,
1996!, and tones embedded in a narrative~Trejo et al.,
1995!.

A confound in some earlier studies examining the ef-
fects of attention on the MMN~e.g., Woldorffet al., 1991!
has been the possible inclusion of target-related deviant com-
ponents (N2b) that may have contributed to the measured
attentional modulation of MMN. To eliminate confounding
N2b effects, some later studies have evaluated attention ef-

a!Present address: Department of Radiology, Biomagnetic Imaging Labora-
tory, UC San Francisco, 513 Parnassus Avenue S-362, San Francisco,
CA 94143-0628. Electronic mail: mszyman@mail.radiology.ucsf.edu

b!Electronic mail: yund@ebire.org
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fects on nontarget deviants for stimulus features such as in-
tensity ~Näätänen et al., 1993!, frequency ~Trejo et al.,
1995!, and tonal pattern~Alain and Woods, 1997!, and have
nonetheless shown attention-related MMN enhancements.
Attentional modulation of the MMN has been alternatively
interpreted as the result of~1! increased gain of the MMN
generator for attended deviants~Näätänen et al., 1993!, or
~2! inhibition of MMN in the ignored channel~Trejo et al.,
1995; Alain and Woods, 1997!.

The effect of attention on the speech-evoked MMN has
not been studied. There are reasons why the attentional
modulation of the speech-evoked MMN might be expected
to be either more or less than that of the nonspeech MMN.
Since speech is a complex high-information-content signal,
attention might be expected to facilitate the phoneme MMN
because more sophisticated information processing might be
required. Conversely, since speech perception is highly over-
learned and automatic, attentional modulation might be ex-
pected to be reduced~Kraus et al., 1996; Näätänen et al.,
1997!. Alternatively, if attention modulates the gain of the
MMN generator in either an excitatory~Näätänen et al.,
1993! or inhibitory ~Trejo et al., 1995; Alain and Woods,
1997! manner, then the effect of attention should be essen-
tially the same for speech and nonspeech signals.

There has been increased interest in using the MMN as a
clinical diagnostic tool because this deviant-evoked negativ-
ity might provide an objective neural measure of auditory
discriminability. One idea has been to employ the MMN as a
test of the auditory system’s ability to transmit the acoustic
information important for understanding spoken language
~Picton, 1995; Na¨ätänen, 1995; Krauset al., 1995a!. To date,
the MMN has been used to assess the efficacy of phoneme
discrimination training and related neural plasticity~Kraus
et al., 1995b; Krauset al., 1996; Tremblayet al., 1997!, and
some investigators have proposed using MMN to monitor
the effectiveness of hearing aid therapy~Picton, 1995! and
cochlear implants~Ponton and Don, 1995!.

The present study was designed to test the effectiveness
of the MMN as an indicator of the transmission of the acous-
tic information needed for correct phoneme identification.
The ultimate goal of the research was to develop MMN tech-
niques for evaluating a signal-processing algorithm’s ability
to transmit auditory information through a sensorineural
hearing impairment. The current study was designed to test
the hypothesis that the MMN can be used to measure pre-
phonetic acoustic information under different attention con-
ditions and with variation in the behavioral task.

Evidence from previous MMN studies on phonetic in-
formation processing has confounded phonetic and prepho-
netic acoustic contributions to the MMN because the deviant
stimuli have differed from the standards along corresponding
acoustic and phonetic dimensions. For instance, deviant
vowels have different formant frequencies than standard
vowels ~Aaltonen et al., 1997; Dehaene-Lambertz, 1997;
Näätänenet al., 1997!, and deviant-consonant CVs have dif-
ferent formant transitions or voice-onset times than standard
CVs ~Kraus et al., 1992; Samset al., 1990; Sandridge and
Boothroyd, 1996; Tremblayet al., 1997!. In such studies, the
observed MMNs could reflect either the acoustic or the pho-

netic deviation between vowels or consonants. The speech
sounds used here were vowel-consonant-vowel~VCV! disyl-
lables that included two different deviant features—phoneme
and intensity—to reveal possible differences between MMNs
to speech sounds elicited by phonetic and acoustic deviance.
The middle consonant of the VCVs could differ in either
phoneme~/b/ or /g/! or intensity~a more intense /b/!. Each
feature deviance also could occur in one of three temporal
positions: during the first formant transition~VC!, during the
second formant transition~CV!, or during both~VC and CV,
combined!. Comparing the MMNs to phoneme and intensity
deviants for the three temporal positions might demonstrate
differences between phonetic and acoustic MMNs that would
not otherwise be apparent because of differences in the mag-
nitudes of acoustic and phonetic deviance across the devi-
ance positions. For phoneme and intensity deviants, the
acoustic deviance would be greatest for the both position.
Thus, if phoneme and intensity MMNs were generated in
response to simple acoustic deviation, then phoneme and in-
tensity MMNs should be maximal with both-position devi-
ants and should be less for either first or second position
alone. Alternatively, if phoneme MMNs are generated by
speech-specific phoneme deviance, then the both-position
phoneme MMN would be expected to be smaller than either
single-position MMN. This prediction is based on the fact
that the both-position phoneme deviant is lessphonetically
deviant than are the single-position phoneme deviants: In
addition to the deviant consonant that is present in all pho-
neme deviants, the single-position phoneme deviants also in-
clude the conversion of the single middle consonant into a
consonant pair—the stimulus is a VCV when the VC and
CV transitions are phonetically consistent, and a VCCV
when they are not.

I. METHODS

A. Subjects

The 13 subjects~five males and eight females! whose
data were included in the analysis ranged in age from 20 to
39 years~mean 25.8!. All were right handed, except for one
ambidextrous male and one left-handed female, and all had
normal hearing~thresholds 20 dB HL or less from 250 to
4000 Hz!. Subjects completed three experimental sessions,
one behavioral session and two recording sessions. The pur-
pose of the behavioral session was to train the subject to
detect the various targets under simplified conditions and to
verify that each subject could detect the targets under the
demanding conditions1 to be used in the recording sessions
~see Sec. I C!. Subjects were paid for their participation and
gave informed consent, according to DVA guidelines.

B. Stimuli

Vowel-consonant-vowel~VCV! stimuli were synthe-
sized at a 20-kHz sampling rate with a Klatt speech synthe-
sizer, KLSYN88a~MIT and Sensimetrics Corporation!, in
cascade mode with a 1 msupdate interval. The digital stimu-
lus waveforms were converted to analog signals~Data Trans-
lation DT2823!, filtered ~Tucker-Davis Technology, TDT,
antialiasing filter FT6-92, 8 kHz!, attenuated~TDT PA4!,
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and delivered to Etymotic ER-2 earphones through a power
amplifier ~TDT HB6!. The intensity of the steady-state por-
tion of the vowels in the VCV stimuli was 75 dB SPL. The
stimulus duration was 220 ms, including 10-ms linear onset
and offset shaping.

The female-voice /ibi/, illustrated in Fig. 1, was the stan-
dard left-ear stimulus. Like this female-voice /ibi/, all left-ear
stimuli had a fundamental frequency (F0) of 220 Hz and
formant frequencies of 330 (F1), 2000 (F2), 3000 (F3),
and 3600 Hz (F4) in the vowel. The right-ear male-voice
/ibi/ differed only in F0 ~156 Hz! and F1 ~270 Hz!. The
difference in voice pitch was included to assist the subjects
in attending to stimuli in one ear and ignoring those in the
other ear. Neither ear nor voice were intended to be a factor
in the analysis, but separate analyses of left-ear-female-voice
and right-ear-male-voice stimuli showed the same effects
and interactions for the major factors of the analyses~atten-
tion, deviant feature, task relevance, and deviance position—
see below for factor definitions and descriptions!.

There were two types of deviant features:~1! phoneme
deviants, where /b/ was changed to /g/, and~2! intensity
deviants, where the intensity of /b/ was increased~referred to
as /B/!. The end points for the formant transitions for /b/
were 1600 (F2), 2300 (F3), and 2800 (F4). Those for /g/
were 2395 (F2), 3000 (F3), and 3305 Hz (F4). In the
intensity deviants, the intensity increases were restricted to
the formant-transition regions of the VCVs, with the inten-
sity ~Klatt AV parameter! maxima occurring from 70–80 ms
and at 130 ms. In a brief pilot experiment, a 15-dB increase
in AV in these regions~phased in from 60–70 ms and out
from 80–90 ms and 130–160 ms! was as detectable as the
phoneme deviant. As already mentioned in the Introduction,
the phoneme or intensity deviance could occur in three dif-
ferent temporal positions,~first! during the VC formant tran-
sitions,~second! during the CV formant transitions, or~both!
during VC and CV formant transitions.2 Table I lists the
different types of deviant stimuli and the temporal onsets of
the deviance.

C. Procedure

The subject’s task was to detect one type of deviant
feature~intensity or phoneme! in one ear, independent of the
position of the deviance. Since preliminary experiments in-
dicated that it was difficult for inexperienced subjects to per-
form these detection tasks without some training, the experi-
ment began with a training session to ensure that all subjects
would be able to accurately detect the target deviants in the
EEG recording sessions. In the initial training, stimuli were
delivered to only one ear and at a slower rate than in the
main experiment~200 ms added to the main-experiment in-
terstimulus interval, ISI!. The stimulus sequences used in
training included the same proportion of intensity and pho-
neme deviants as in the main experiment. When the subject
scored greater than 90% correct on the one-ear training for
intensity and phoneme deviants, training proceeded to se-
quences with the same random right- and left-ear stimulus
presentation and the same stimulus timing as in the main
experiment. Subjects had to correctly detect at least 80% of
each designated target with at most five false alarms~in a
standard block of 800 total stimuli, 60 of which were tar-
gets!, to continue on to the EEG recording sessions. This
training was essential to be sure that subjects could perform
the demanding experimental task.

The EEG recording sessions were scheduled on two sub-
sequent days. In each block of 800 stimuli subjects re-
sponded to one type of deviant stimulus in one ear~the tar-
get!, while withholding responses to all other stimuli. Target
detection was difficult and subjects spontaneously reported
that they would miss targets if they failed to pay close atten-
tion to stimuli in the attended ear. Hand of response was
counterbalanced across the two sessions for each subject,
with subjects pressing the button on the top of a joystick with
the thumb of the designated hand. Subjects were informed of
their performance at the end of each block. The target was
the same within each block and was varied across blocks in a
pseudo-random order. Each subject completed ten blocks for
each target.

Before each block, the subject was informed of the tar-
get, and then the block began with 24 sample targets, 8 for
each deviance position. A 3-second interval separated the
sample targets from the test block of 800 random stimuli.
During the test block, 400 stimuli were presented to each ear.
The order was random with the constraint that each deviant
type ~right- or left-ear phoneme or intensity deviant! was
followed by at least two other stimuli before it was repeated.
Stimuli in each ear consisted of 70% standards~/ibi/!, 15%
phoneme deviants~5% each of /igi/, /igbi/, and /ibgi/!, and

FIG. 1. Waveform~a! and spectrogram~b! of the standard VCV stimulus,
/ibi/. The onset of the initial vowel and the offset of the final vowel were
shaped with a 10-ms linear ramp. Steady-state vowels were present in the
intervals 10–60 ms and 160–210 ms. The VC formant transitions occurred
at 60–90 ms, the stop-consonant gap occupies 90–130 ms, and the CV
formant transitions occurred at 130–160 ms. Deviant stimuli differed from
standards only in the VC and/on CV formant-transition intervals.

TABLE I. The deviant stimuli used in the present experiment. The standard
stimuli were the VCV /ibi/. Listed here are the deviance position, the time of
deviance onset relative to the beginning of the initial vowel (time50 ms),
and the notation for each phoneme and intensity deviant.

Deviance
position

Onset of deviance
~ms!

Phoneme
deviant

Intensity
deviant

Both 60 /igi/ /iBi/
First 60 /igbi/ /iBbi/
Second 130 /ibgi/ /ibBi/
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15% intensity deviants~5% each of /iBbi/, /ibBi/, and /iBi/!.
The ISI in the test block was varied randomly between 80–
125 ms in a rectangular distribution, such that the average
rate of stimulus delivery was 3/s~Fig. 2!.

D. EEG recording

The EEG~bandpass 0.01 to 100 Hz! was recorded from
30 electrodes: BE~below left eye!, LE ~lateral to left eye!,
nose, Fp1, Fp2, F7, F3, Fz, F4, F8, FC5, FC6, LM~left
mastoid!, T7, C3, Cz, C4, T8, RM~right mastoid!, CP5,
CP6, P7, P3, Pz, P4, P8, PO5~center of O1-P3-P7 triangle!,
PO6 ~center of O2-P4-P8 triangle!, O1, and O2. Electrode
recordings were referenced to four interconnected, EKG-
balanced electrodes at the base of the neck~Woods and Clay-
worth, 1985!. The subject was grounded through an elec-
trode at AFz.

The EEG was sampled at 256 Hz and continuously digi-
tized to disk for later processing. The BE and LE recording
channels were used to detect eye movements. During the
off-line averaging, epochs with eye movements, signal clip-
ping, or excessive amplitude swings~greater than 75mV
peak-to-peak! were not included in the averages.

E. Data analysis

Difference waves were obtained by subtracting ERPs for
standard VCVs from those of deviants. The MMN ampli-
tudes were measured relative to the 200 ms of prestimulus
baseline EEG activity. The analysis of MMN scalp-
distribution included 25 electrode sites, all except BE, LE,
nose, LM, and RM. The detailed analysis of MMN duration
and amplitudes was done at the Fz electrode. In the analysis
of MMN duration, mean amplitudes were measured in 20-ms
time bins for each subject for each combination of the fac-
tors: attention~attended, ignored!, deviant feature~phonetic,
intensity!, deviance position~first, second, both!, and task
relevance~target-type feature, nontarget-type feature!. With
subject as the random variable, the voltage in each bin was
tested~ANOVA ! to determine if it was significantly different
from zero. The duration of significant negativity~or positiv-
ity! was then defined as the time interval over which at least
three consecutive 20-ms bins showed significance~at least
two at p,0.01).

Comparison across different factors and/or electrode
sites requires an unbiased measure of amplitude. A source of
difficulty was that the different deviant features and deviance

positions produced MMNs with different latencies and some-
what different shapes. Therefore, to minimize bias in the
MMN mean amplitude measurements, the temporal location
of the 100-ms measurement interval was determined for each
combination of deviant feature and deviance position, based
on the intervals of significant negativity, determined as de-
scribed above. Relative to stimulus onset, the measurement
intervals for the intensity feature were 180–280 ms for both
and first positions and 240–340 ms for second position. The
measurement intervals for the phoneme feature were 200–
300 ms~both!, 220–320 ms~first!, and 280–380 ms~sec-
ond!. These intervals were used for all MMN amplitude mea-
surements for all 25 electrodes in the scalp-distribution
analysis and for Fz in the detailed MMN amplitude analysis.

The ANOVAs for MMN amplitudes at the Fz electrode
included subjects as the random factor and attention~at-
tended, ignored!, deviant feature~phonetic, intensity!, devi-
ance position~first, second, both!, and task relevance~target
type, nontarget type! as within-subjects factors. Separate
ANOVAs were performed for the phonetic and intensity fea-
tures because differences between these deviant features
were expected, in particular for deviance position. Scalp dis-
tributions were evaluated across the 25 scalp sites, including
Greenhouse–Geisser corrections assuming that the 25 sites
represented only four independent measures. Although this
correction was used to determine significance levels, both the
original degrees of freedom and the corrected degrees of
freedom will be reported here for each analysis.

II. RESULTS

A. Behavioral reaction times and accuracy

The overall mean reaction time~RT! was 397 ms with
87% of the targets detected and less than two false alarms
~FAs! per block of 800 stimuli. Table II shows the RTs and
hit rates broken down by deviant feature and deviance posi-
tion. Significantly more deviant-phoneme targets were de-
tected ~90%! compared to deviant-intensity targets~83%!
@F(1,12)510.56, p,0.01]. The reverse trend for slower
RTs for phoneme targets~402 versus 392 ms! was not sig-
nificant. The temporal position of the deviance affected the
hit rates and RTs of phoneme and intensity targets in similar
ways. The both position produced the highest hit rates
@F(1,12)523.21,p,0.0001] and the fastest RTs@F(1,12)

FIG. 2. A 6-s example of the experimental paradigm when the target was
phoneme-feature deviance in the right ear. Asterisks indicate target sounds,
a both-position and a first-position phoneme deviant—the second-position
phoneme deviant /ibgi/ in the right ear was also one of the targets, but it did
occur in this 6-s interval. Note the example begins with a standard left-ear
sound, switches to a right-ear nontarget first-position intensity deviant, then
three left-ear sounds, the third of which is a target-type both-position pho-
neme deviant, etc. In other blocks, the right-ear intensity deviants or the
left-ear phoneme or intensity deviants were the target sounds.

TABLE II. Mean RTs, target-detection hit rates, and false alarm responses
~FAs! for deviant-phoneme and deviant-intensity targets in each deviance
position. The RTs were measured from the onsets of deviance given in
Table I. Note that either the phoneme or intensity deviants in one ear were
the behavioral targets, independent of the position of the deviance within the
consonant portion of the VCV.

Position

RT ~ms! Hit rate ~%!

Phoneme Intensity Phoneme Intensity

Both 389 375 96 95
First 402 401 93 82
Second 415 401 82 73
All 402 392 90 83

FAs ~number per block of 800 stimuli! 2.38 1.35
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5219.78,p,0.0001]. The performance difference between
first- and second-position targets was significant for hit rate
@F(1,12)528.09,p,0.0001], but not for RT.

B. ERPs for standard and deviant stimuli

The ERPs for standard and deviant stimuli are illustrated
in Fig. 3. Panels~a! and ~c! include ERPs to stimuli in the
attended ear, while~b! and~d! include ERPs to stimuli in the
unattended ear. Similarly,~a! and ~b! show ERPs when the
attended intensity deviants were targets and~c! and~d! when
the attended phoneme deviants were targets. Responses were
averaged across ear of delivery and deviance position. As
can be seen in Fig. 3, the ERPs to the standard VCVs were of
low amplitude, never exceeding62.5 mV. This low-
amplitude and relatively indistinct standard-VCV ERP is not
surprising given the rapid presentation rate~3/s!, the long
VCV duration ~220 ms!, and the complex intensity and
formant-frequency modulation that occurs in the VCV stimu-
lus. This intensity modulation of the VCV was shown in Fig.
1: there is an onset at 0 ms, an offset at 90 ms, a second onset
at 130 ms, and then the final offset at 220 ms; formant fre-

quencies change in the time ranges 60–90 and 130–160 ms.
In spite of these limited ERPs to the standard VCVs, clear
negative and positive differences are present in the average
ERPs to the deviant stimuli. The MMN was isolated in the
difference waves by subtracting the ERPs for the standard
VCV from the ERPs for the deviants. The MMN onset oc-
curred at 150–200 ms. This relatively long latency of onset
reflects the fact that the standard and deviant stimuli were
identical from 0 to 60 ms.

C. Time course of the negative-difference components

As expected, the time course of the MMN, as well as the
positive response to detected targets~P3b!, varied with the
deviant feature and the deviance position. Table III gives the
intervals over which the difference waves were significantly
negative. Virtually all of the deviant stimuli generated broad
negative differences in the MMN latency range.3 Although
no further statistical tests were done to compare durations for
different deviant stimuli or for different factors, some gen-
eral patterns of time differences are apparent. When com-
parisons are made within the same deviant feature, both- and

FIG. 3. The ERPs for standard and deviant stimuli at Fz
averaged across all subjects. Each panel includes ERPs
for a standard stimulus and for the intensity and pho-
neme deviants that were presented in the same ear un-
der the same condition. Here, the data are collapsed
across ear of presentation and deviance position. Re-
sponses are shown for stimuli in the attended ear in~a!
and~c! and for stimuli in the unattended ear in~b! and
~d!. The ERPs fail to show the clear pattern of compo-
nents that would be expected for brief-tone-burst or
click stimuli, probably because of their long duration
and the amplitude and formant-frequency variation
within the stimuli. Expected negative and positive dif-
ference components, however, are apparent when the
waveforms for deviant and standard stimuli are com-
pared. The ERPs are plotted relative to the average
level in the baseline interval~the 200 ms prior to stimu-
lus onset!. Time 0 is stimulus onset. The voltage scale
was chosen to illustrate the negative differences be-
tween deviant and standard ERPs, putting the large
positive ~P3! response to target stimuli off the bottom
of the negative-up voltage ordinate.

TABLE III. The durations of significant difference-wave negativity for phoneme and intensity deviant features
under all combinations of the other three factors~attention, deviance position, and task relevance!. Mean
voltages of the difference waves were measured in 20-ms intervals for each subject and the significance of the
difference from zero was determined~ANOVA !. Only durations with at least three consecutive significant
20-ms intervals, including at least two withp,0.01, are listed here. The time intervals are defined relative to
stimulus onset, rather than to the onset of the deviance, to facilitate the identification of significant portions of
the difference responses in Figs. 7 and 9.~To convert to intervals relative to deviance onset, subtract 60 ms from
both- and first-position values and 130 ms from second-position values.!

Durations of significant negativity~ms, relative to stimulus onset!
Deviant
stimulus

Attended
target type

Attended
nontarget type

Ignored
target type

Ignored
nontarget type

/iBi/ 160–280 140–280 160–300, 560–720 200–260
/iBbi/ 80–280 140–280 140–280 180–260
/ibBi/ 160–360 220–360 ns ns
/igi/ 120–340 200–300 200–360 200–300
/igbi/ 160–240, 260–340 120–400, 440–700 220–420 220–460
/ibgi/ 240–440 220–400 280–380 ns
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first-position negativities tend to be similar and to start
and/or end before second-position negativities. Similarly,
when corresponding deviance positions are compared,
phoneme-deviant negativities tend to occur later than
intensity-deviant negativities.

D. Attention effects on the MMN

A strong attention effect was found for the MMN am-
plitudes measured at Fz in the 100-ms time intervals derived
from the durations of significant negativity. The MMN had a
greater mean amplitude for the attended ear compared to the
ignored ear@F(1,12)533.93,p,0.0005]. Stimuli in the ig-
nored ear generated MMNs of about half the amplitude

~20.98 mV! of the MMNs of stimuli in the attended ear
~21.91 mV!. The effect of attention on MMN amplitude is
illustrated in Figs. 4 and 5, for nontarget phoneme and inten-
sity deviants, respectively. These figures show the scalp dis-
tribution of the difference waves for attended and ignored
nontarget-type deviants. The minimal-amplitude difference
waves seen with the present reference-electrode system for
the nose~Nz! and mastoid~RM, LM! electrodes indicates
that these scalp distributions can be compared directly with
those of other studies that used either nose or mastoid refer-
ence electrodes. Both deviant features yielded the fronto-
central distribution typical of the MMN, with maximum am-
plitude ~peak about 2mV! at Fz, Cz, and adjacent sites~F3,

FIG. 4. The MMN in attended and ig-
nored conditions for nontarget-type
phoneme deviants averaged across all
subjects. The difference waves are
plotted relative to the average baseline
level ~from 2200 to 0 ms! and the
data are pooled over ear of stimulation
and deviance position. Note the
fronto-central scalp distribution and
the larger MMN amplitude when
stimuli were attended. The responses
at Fz and Cz are expanded in the call-
out box to permit more detailed obser-
vation; in these responses combined
across deviance position, the peak of
the MMN occurs at about 290 ms.

FIG. 5. The MMN in attended and ig-
nored conditions for nontarget-type in-
tensity deviants. Otherwise the same
as Fig. 4. Note the fronto-central scalp
distribution and the larger MMN am-
plitude when stimuli were attended,
similar to the phoneme data of Fig. 4.
The peak of the MMN occurs at about
240 ms, or about 50 ms earlier than for
phoneme deviants.
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F4, C3, C4, FC5, and FC6!. Phoneme and intensity MMNs
had similar amplitudes and showed similar enhancements
with attention, consistent with the lack of a significant main
effect of deviant feature and the lack of an interaction be-
tween the factors attention and deviant feature. Indeed, atten-
tion produced only a main effect, showing no significant in-
teractions with any other factor—deviant feature@F(1,12)
51.48,ns#, deviance position@F(1,12)51.14,ns#, or task
relevance@F(1,12),1.0#.

In the analysis of the scalp distribution of the MMN, the
mean MMN amplitudes were normalized to equate ampli-
tudes at Fz. This normalization procedure eliminates the
main effects and interactions among the principal factors of
the study~deviant feature, deviance position, attention, and
task relevance!, but permits an unbiased evaluation of the
interactions of scalp location with these factors. As might be
assumed from Figs. 4 and 5, the main effect of scalp location
was highly significant for nontarget phoneme deviants
@F(24,288)510.74, p,0.001(3,36)] and for nontarget in-
tensity deviants@F(24,288)58.34,p,0.005(3,36)]. The in-
teraction of attention and scalp location, however, was not

significant for either phoneme@F(24,288)51.36,ns~3,36)]
or intensity deviants@F(24,288),1.0#.

E. Deviant feature, deviance position, and task
relevance

Since it was anticipated that the effect of deviance posi-
tion might be different for the deviant features, phoneme and
intensity, the remainder of the statistical analysis was carried
out separately for these two features. Each of these analyses
included the factors deviance position, task relevance, and
attention. Attention was included in these analyses to detect
interactions with the other critical variables and, since there
were none, it will not be discussed further. In the case of the
phoneme feature, neither deviance position nor task rel-
evance produced a significant main effect. However, their
interaction was significant@F(2,24)54.06, p,0.05] and is
illustrated in Fig. 6. For the target-type phoneme deviant
~cross-hatched bars!, the both position yielded a large-
amplitude MMN and the first position yielded the smallest
amplitude MMN. In contrast, for the nontarget-type pho-
neme deviant~solid bars!, the both position yielded the
smallest and the first position yielded the largest MMN.
Post-hoc analyses~Tukey, least significant difference test!
indicated that MMN amplitude for the first-position
nontarget-type deviant was significantly greater than those
for the first-position target-type and the both-position
nontarget-type deviants~each,p,0.05).

The interaction between deviance position and task rel-
evance for the phoneme deviants is also apparent in the dif-
ference waves from the Fz electrode, as shown in Fig. 7. The
four panels of the figure show the deviant-phoneme differ-
ence waves for~a! targets, i.e., attended target types;~b!
attended nontarget types;~c! ignored target types; and~d!
ignored nontarget types. The larger MMNs in panels~a! and
~b! compared to~c! and~d! represent the attention effect. The
attention effect is unimportant in the present context, except
to illustrate that the deviance-position-by-task-relevance in-

FIG. 6. The interaction of deviance position and task relevance for phoneme
deviants. The mean amplitude of the MMN at Fz is plotted for each devi-
ance position for target-type deviants~cross-hatched bars! and nontarget-
type deviants~solid bars!. See text for further discussion.

FIG. 7. Average phoneme MMNs at Fz for each devi-
ance position~both in solid, first in dotted, and second
in dashed lines! for ~a! attended target-type deviants,
i.e., targets;~b! attended nontarget types;~c! unattended
target types; and~d! unattended nontarget types. Note
the same interaction between deviance position and task
relevance independent of attention condition. See text
for further discussion.
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teraction occurred independently of attention. The both-
position MMN has the largest amplitude in each of the
target-type panels@~a! and ~c!# and the first-position MMN
has the largest amplitude in each of the nontarget-type panels
@~b! and~d!#. The occurrence of the interaction in the MMNs
to ignored, as well as attended, deviants demonstrates that
the source of the interaction is not in recognizing and re-
sponding to the target, but rather in the preresponse process-
ing of target- and nontarget-type deviants.

A different pattern of results was obtained for the inten-
sity feature, as shown in Fig. 8. Here, there were significant
main effects of task relevance@F(1,12)55.67,p,0.05] and
deviance position@F(2,24)521.77,p,0.0005], but their in-
teraction failed to reach significance@F(2,24)53.36,ns#. In
the effect of task relevance, target-type intensity deviants
yielded larger MMN amplitudes than nontarget-types for

each deviance position. For deviance position, the order of
decreasing MMN amplitude was both, first, and second. The
similarity of first- and both-position MMN amplitudes within
target- and nontarget-type intensity deviants contrasts
sharply with the crossover interaction found for the phoneme
deviants and illustrated in Fig. 6.

Figure 9 illustrates the main effects of deviance position
and task relevance in the Fz difference waves for the inten-
sity deviants. The main effect of deviance position is seen in
each panel: both- and first-position MMNs are of similar
amplitudes and considerably larger than the second-position
response. The main effect of task relevance is seen in com-
paring the higher-amplitude difference waves in panels~a!
and ~c! ~attended and unattended target types! with the
lower-amplitude difference waves in panels~b! and ~d! ~at-
tended and unattended nontarget types!. Again, as was the
case for Fig. 7~phoneme-deviant difference waves!, com-
parison of panels~a! and ~b! ~attended target and nontarget
types! with panels~c! and ~d! ~ignored target and nontarget
types! demonstrates the attention effect that is not of primary
interest here.

The scalp-distribution analysis for deviance position
~collapsed across attention and task relevance! also showed
differences between the MMNs for intensity and phoneme
features. For the intensity deviants, there was no significant
interaction between electrode location and deviance position.
For the phoneme feature, however, there was an interaction
of electrode site by deviance position (S3P) @F(48,576)
52.76,p,0.05(6,72)].

The pattern of theS3P interaction for phoneme devi-
ants is interesting because it was right–left asymmetrical. All
11 left-hemisphere electrodes showed the smallest MMN for
the both position, while 9 of 11 showed the largest MMN for
the first position. The MMN amplitude differences for the
both and first positions were less consistent in right-
hemisphere electrodes, with 6 of 11 showing larger MMNs
for the both position. A secondary analysis was done to
verify this right–left asymmetry in the deviance-position ef-

FIG. 8. The effect of deviance position and task relevance for intensity
deviants. The mean amplitude of the MMN at Fz is plotted for each devi-
ance position for target-type deviants~cross-hatched bars! and nontarget-
type deviants~solid bars!. Note the lack of interaction between deviance
position and task relevance: Whether the intensity deviant is target or non-
target type, the first and both deviance positions produced equally large
MMNs while the second deviance position produced a much smaller re-
sponse. Compare with the interaction seen for phoneme deviants in Fig. 6.
~In comparing Figs. 6 and 8, note the different MMN-amplitude scales; the
second-position intensity-deviant responses were smaller, while the first-
and both-position target-type intensity-deviant responses were larger, than
any of the phoneme-deviant responses.!

FIG. 9. Average intensity MMNs at Fz for each devi-
ance position~both in solid, first in dotted, and second
in dashed lines! for ~a! attended target-type deviants,
i.e., targets;~b! attended nontarget types;~c! unattended
target types; and~d! unattended nontarget types. In con-
trast to the phoneme MMN of Fig. 7, intensity MMNs
show essentially the same deviance-position effect in
all four panels. The task-relevance main effect is also
apparent, with target-type MMNs greater than
nontarget-type MMNs.
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fect for the phoneme deviants, including the average MMN
amplitudes for electrode sites F3, FC5, C3, CP5, and P3
representing the left hemisphere~LH!, and F4, FC6, C4,
CP6, and P4 representing the right hemisphere~RH!. These
electrode sites were chosen because they showed larger
MMN amplitudes than other lateralized sites, as can be seen
in Figs. 4 and 5. In the ANOVA, there was no significant
main effect of deviance position@F(2,24),1.0# or laterality
@F(1,12),1.0#, but the expected interaction was significant
@F(2,24)55.76,p,0.01] and is illustrated in Fig. 10. Post-
hoc analyses~Tukey, least significant difference test! found
significant differences for deviance position over the LH,
with the both-position MMN less than the first-position
MMN ( p,0.001) and the second-position MMN (p
,0.01). The were no significant differences among the RH
MMNs. In comparisons between LH and RH response am-
plitudes, LH MMNs were significantly greater than RH
MMNs for the first (p,0.001) and second (p,0.05) devi-
ance positions, but the reversal~RH greater than LH! for the
both position failed to reach significance. The same second-
ary analysis was done for intensity deviants, but it will not be
considered further because it showed only the main effect of
deviance position already described above and illustrated in
Figs. 8 and 9, with no laterality effect or interaction.

III. DISCUSSION

There are three major findings in the present study:~1!
the large, but relatively simple, non-interactive effect of at-
tention on the MMN;~2! the non-interactive effects of the
task relevance and deviance position on the MMN to inten-
sity deviants; and~3! the complex interactions of task rel-
evance and deviance position on the MMN to phoneme de-
viants. Although attention was not the primary focus of the
present study, the results suggest a new explanation for the
effects of attention on the MMN. An extensive discussion of
attention effects seen in previous studies is required to evalu-
ate this new hypothesis. The effects of task relevance and
deviance position for the intensity deviants were quite simple
and need to be discussed only briefly. These intensity-
deviant results were not surprising, and thus provide a con-
trasting control condition for the phoneme-deviant results.
The effects of task relevance and deviance position for the

phoneme deviants are the most important part of the present
results because the purpose of the experiment was to deter-
mine the contribution of phoneme processing to MMN gen-
eration. In spite of the complexity of these phoneme-deviant
results, their implications with respect to the existence of the
phoneme-specific MMN seem quite clear. Each major find-
ing and its implications for MMN generation and modulation
will be discussed in a separate section below.

A. Attention effects

In the present experiment, the listener had to attend to
the stimuli in one ear in order to detect intensity /B/ or pho-
neme /g/ deviants in that ear. The MMN amplitude for
unattended-ear deviants was only 51.3% of that for attended-
ear deviants, and this attention effect was independent of the
deviant feature~intensity or phoneme!, task relevance~target
or nontarget type!, and deviance position~first, second, or
both!. In addition, there were no significant interactions that
included attention, although the other factors did produce
main effects and interactions among each other. Such a
simple, non-interactive effect of attention suggests a simple
mechanism.

Within the context of the model of MMN generation
proposed by Na¨ätänen~1992, 1995!, there are three points at
which attentional modulation could produce simple effects:
~1! the output of the MMN generator,~2! the sensory input
signals to the MMN generator, or~3! the memory trace of the
standard stimulus. The results of many MMN–attention ex-
periments would not be expected to discriminate among
these alternatives. Modulation of the MMN output@alterna-
tive ~1!# would require a coupling between a process of iden-
tifying the stimulus as attended or unattended and the MMN
modulator. This alternative~1! is probably the most flexible
and least predictive of the three, because it includes compo-
nents that have unknown properties and are not necessarily
involved in any process other than attentional modulation of
the MMN.

Modulation of sensory input@alternative~2!# might re-
quire early differentiation based on fundamental stimulus
features like location or frequency band rather than a more
complex stimulus attribute like the direction of frequency
glide. Such simple features could be effective because of the
possibility of presetting a filter to enhance attended relative
to unattended sensory input. Other, more complex features
might also facilitate sensory gating, if they can serve as a
basis for the perceptual organization of an ongoing sound
stream~Bregman, 1990!. For example, with subjects listen-
ing for information or shadowing one of two voices, Woods
et al. ~1984! demonstrated short-latency selective attention
effects in ERPs for unrelated speech probes in the attended
voice. Thus, alternative~2! has predictive value in that atten-
tion directed to highly complex stimulus attributes should
not affect the MMN, whereas attention to more fundamental
auditory features should produce attention effects.

Modulation of the memory trace of the standard stimu-
lus @alternative~3!# could provide a basis for the attended
deviants to generate higher-amplitude MMNs, if a more ac-
curate or precise memory trace were made of the attended
standard stimulus. Even if the comparison of each stimulus

FIG. 10. The interaction of deviance position and electrode-site hemisphere
for phoneme deviants. The mean amplitude of the MMN is plotted for each
deviance position for right-hemisphere~RH, cross-hatched bars! and left-
hemisphere~LH, solid bars! electrode sites. Data were collapsed across
attention condition and task relevance, with F4, FC6, C4, CP6, and P4
averaged to obtain the RH response amplitudes and F3, FC5, C3, CP5, and
P3 averaged to obtain the LH response amplitudes.
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with the memory trace of its standard were completely pre-
attentive, a better representation of the attended standard
should generate larger difference signals for the attended de-
viants. In the present experiment, there was no difference
between the attention effects on the phoneme~/g/! and inten-
sity ~/B/! deviants. This equality would be the expected re-
sult if the attention effect were based on a more precise rep-
resentation of the standard /ibi/, because exactly the same
standard would serve for intensity and phoneme deviants. In
contrast, consider Alain and Woods~1997!, where pure-tone
frequency pattern and intensity were the different features in
the attended and unattended ears. The pattern-feature MMN
showed greater attentional modulation when intensity was
the target than did the intensity MMN when frequency pat-
tern was the target.4 A sharpened memory trace of frequency
pattern would not require more precise intensity information,
but a sharpened memory trace of standard-intensity tones
would include precise frequency specification, consistent
with the asymmetry in the attention effect that was found.
Cowan~1995! provides an extensive framework for consid-
ering such effects of attention on the memory trace.

The memory-trace modulation model also can account
for other differences in attention effects. Woodset al. ~1992!
~and Alho et al., 1992! reported that the MMN was more
sensitive to attentional manipulation when the frequency of
the deviant~1064 or 1050 Hz! was closer to the frequency of
the standard tone~1000 Hz! than when it was more distant
~1500 Hz!. Clearly, this would be the expected result if the
effect of attention were to sharpen the representation of the
standard stimulus: A more accurate memory trace of the
1000-Hz standard would be needed to differentiate it from
the deviant when the frequency difference was less.
Memory-trace modulation also might account for the lack of
an attention effect in Alhoet al. ~1994!. The auditory task in
their attend-auditory conditions was to respond to only the
more distant deviant~1300 Hz! and not to respond to the
deviant~1050 Hz! that was closer to the standard~1000 Hz!.
If this task caused the subject to form a less precise memory
trace of the standard stimulus than if the close deviant also
had been a target~as in Woodset al., 1992!, then the
memory-trace modulation model would be consistent with
the absence of an attention effect.

In some studies of the effect of attention on the MMN,
the attended and unattended stimuli were very different.
Trejo et al. ~1995!, for example, measured pure-tone MMNs
while subjects listened to a mixture of narrative speech and
pure tones. MMNs to pure tone deviants were smaller when
subjects attended to speech than when they attended to the
tones. Alhoet al. ~1992! and Woodset al. ~1992! also dem-
onstrated that attention to a visual task produced smaller
pure-tone MMNs relative to attention to the tones. Further-
more, although attention to vision produced smaller MMNs,
the difficulty of the visual task did not affect the MMN am-
plitude. In the memory-trace modulation model, attention to
any different category of stimulus should eliminate atten-
tional sharpening of the memory trace of the standard
stimuli. Thus, the model is consistent with the reduction of
the pure-tone MMN by attention to speech or a visual task.
The insensitivity to visual-task difficulty also seems consis-

tent with the model, as long as the effect of attention is
characterized as a sharpening of the memory trace due to
attention to those stimuli. In sum, the memory-trace modu-
lation model seems to account for the results of the available
MMN-attention studies more adequately than either of the
other alternatives.

One final topic should be considered briefly before the
discussion of attention effects is concluded. It is difficult to
eliminate a possible N2b contribution to the present attention
effect, or to the task-relevance effects to be discussed below
~Näätänen, 1992; Alhoet al., 1994; Alho, 1995!. Two re-
sponse properties can be used to distinguish the N2b from
the MMN: ~1! the N2b has a longer response latency than the
MMN and ~2! the N2b does not reverse polarity at the mas-
toid. Although neither of these properties provides a com-
pletely definitive means of separating N2b and MMN com-
ponents, they can be used together to evaluate the N2b
contribution to any particular effect. Briefly, the magnitude
the effect can be measured in an earlier time interval, when
the mastoid difference waves~relative to Nz! are positive.5 If
a similar magnitude effect occurs in this earlier interval, then
the effect cannot be attributed to N2b contamination. In the
case of the attention effect in the present experiment, the
MMN reduction for deviants in the unattended channel was
slightly larger in the earlier intervals: 58% versus 54%~in
the original interval! for intensity deviants and 48% versus
43% ~in the original interval! for phoneme deviants. Thus,
the early-interval analysis indicated that N2b contamination
was not a major factor in this attention effect.

B. Intensity deviants

The present results demonstrate that the deviance posi-
tion and the task relevance of the deviant stimulus influenced
the MMN for intensity deviants.~In the intensity deviants,
the early-interval analysis indicated that neither the
deviance-position nor the task-relevance effects could be at-
tributed to N2b contamination.! In the case of deviance po-
sition, the intensity-deviant MMN showed the expected re-
sult: a larger response for the both position and a smaller
response for at least one of the single-position deviants. The
single-position deviant that should show the smallest re-
sponse, of course, is the one that proved more difficult to
discriminate from the standard stimulus, i.e., the second-
position intensity deviant. That is not to claim that the virtual
equality of the MMN amplitudes for the first and both posi-
tions was predicted, but merely that the first-position MMN
amplitude should have been in the amplitude range deter-
mined by the second- and both-position MMNs. Only an
order of response amplitude that clearly violated this
physical/behavioral order could be taken as evidence that
some other factor were controlling the MMN amplitude.

In the case of task relevance, the intensity deviant
MMNs had greater amplitudes when the intensity feature
was the target type. It is important not to confuse the task
relevance of the deviant feature with whether or not the de-
viant was the target. The target-type deviant was a target or a
nontarget, depending on whether it was in the attended or
unattended channel. Indeed, the attended nontarget-type de-
viant was more easily confused with the target. Both subjec-
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tive report and false-alarm analysis showed that virtually all
of the false-alarm responses were generated by attended
nontarget-type deviants, not unattended target-type deviants,
indicating that the task-relevance effect was not due to false-
alarm or aborted-false-alarm behavioral responses.

Although there was no particular reason to expect that
intensity-deviant MMN amplitudes would be larger for
target-type compared to nontarget-type deviants, the result is
not surprising and is consistent with the attention effect dis-
cussed above—target-type deviants and deviants in the at-
tended channel generate higher-amplitude MMNs. It is also
interesting that the task relevance effect occurred indepen-
dent of attention and independent of whether the deviance
was in the first, second or both position. From this perspec-
tive, the effect of task relevance for the intensity deviants
was similar to the effect of attention. It is as if the MMN
generator can be set to focus on processing intensity because
intensity defines the target. Indeed, it might make sense to
adopt this processing-focus explanation, merely as attention
focused along the intensity-feature dimension, if the effect of
task relevance had not been so different in the case of the
phoneme feature.

Few previous MMN studies have manipulated the task
relevance of the deviant stimuli, even in the more limited
context of targets versus nontargets in a single auditory chan-
nel. In a pioneering MMN study, Na¨ätänen et al. ~1978!
found no difference between MMNs for higher- and lower-
frequency deviants~relative to an intermediate standard fre-
quency!, depending on which deviant frequency was the be-
havioral target. Although there are many differences between
the methods of Na¨ätänenet al. ~1978! and the present study,
the most striking is that their target and nontarget deviants
were within the same feature~pure-tone frequency!, while
the present experiment employed very different features—
phoneme and intensity. Another salient difference is the be-
havioral task: counting the targets in Na¨ätänenet al. ~1978!
and a speeded button press response to each target here. Two
other studies have reported at least a trend in the direction of
larger MMNs for target-type compared to nontarget-type de-
viants~as was found here for the intensity deviants!. Nordby
et al. ~1988a! used pure tones in which the deviant stimulus
either was a different frequency or was delivered at a shorter
ISI. Target and nontarget frequency deviants produced the
same MMN amplitudes, while the amplitude of the MMN
for the ISI nontarget deviant at Fz was 2mV less than that
for the ISI target.~This difference was not subjected to any
direct statistical tests and none of the tests performed re-
vealed it as part of a significant interaction.! Alain and
Woods~1997! studied the effect of attention on the MMN to
tonal-pattern and intensity deviants, and found significant
differences between the MMNs for targets and attended non-
targets. Since no differential analysis of responses to unat-
tended target- and nontarget-type deviants was done to show
whether or not a similar effect had occurred in the unat-
tended channel, it is not known whether their effect was
target specific or was a task-relevance effect as in the present
study. Further study of the effect of task relevance on the
MMN would be of interest to determine how top-down cog-

nitive control can influence the MMN for both speech and
nonspeech stimulus features.

C. Phoneme deviants

In contrast to the MMN amplitudes for intensity devi-
ants, phoneme-deviant MMNs showed no significant ampli-
tude variation with either deviance position or task relevance
alone. For the phoneme feature, it was the interaction of task
relevance and deviance position that was significant and also
very interesting.~In the phoneme deviants, the early-interval
analysis indicated that the deviance-position-by-task-
relevance interaction could not be attributed to N2b contami-
nation.! When the phoneme deviants were target type, the
MMN amplitudes for the different deviance positions were
consistent with physical differences and detectability. When
the phoneme deviants were nontarget type, however, the
MMN amplitudes for the different deviance positions were
consistent with phonetic differences and clearly inconsistent
with physical differences and detectability. This interaction
indicates that the properties of the phonetic processing were
adjusted to the demands of the behavioral task. When /g/ was
the target type, the focus of phonetic processing was on the
presence or absence of the phoneme /g/, and the detectability
of the /g/ largely determined the MMN amplitude. Only in
the case of the second-position phoneme deviant~/ibgi/!
would the occurrence of the /g/ signal both the presence of
the /g/ target and the presence of the VCCV instead of the
VCV. This would account for the relatively large second-
position MMN amplitude for the target-type /ibgi/, in spite of
its lower detectability.

The situation was quite different when /B/ was the tar-
get. The phonetic processing had no particular focus in this
case because there was no deviant-phoneme target—the tar-
get was just the standard phoneme at a higher intensity.
Without a particular focus, complete automatic phoneme
processing occurred and the full phonetic difference deter-
mined the MMN amplitude. Thus, the occurrence of the de-
viant /g/ and the possible occurrence of the deviant VCCV
combined to contribute to the MMN, yielding the smallest
MMN amplitude for the /igi/ where no VCCV component
was present. The largest MMN amplitude was obtained for
/igbi/, where the /g/ in the first position contributed to the
MMN and then the /b/ in the second position established the
VCCV, which further contributed to the MMN. An interme-
diate MMN amplitude might be expected for the nontarget-
type /ibgi/ because there was no deviance through the first
position, and then the second position established the pres-
ence of the /g/ and the VCCV simultaneously. There have
been few other studies of double deviants~Czigler and
Winkler, 1996; Leva¨nen et al., 1993; Schro¨ger, 1995; Win-
kler et al., 1998! and none involving speech sounds or
stimuli where one feature change produced double deviance,
as in the present study. The data in all of the other studies
showed at least a trend for double deviants to yield larger
MMNs under some conditions. Only Schro¨ger ~1995, mea-
suring MMNs! and Levänen et al. ~1993, magnetic mis-
match! used double deviants with temporally simultaneous
deviation of two different features and both found double the
mismatch response for the double deviant. In the other two
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studies, the onset of deviance for the two features was sepa-
rated by at least 100 ms~longer than the time between the
first and second deviance positions in the present study! and
the MMNs reflected less deviance additivity.

Independent of exactly how different components of de-
viance might combine to produce the MMN, the explanation
of the present results in terms of /b/–/g/ and VCV–VCCV
differences would yield one prediction. The task relevance
effect on phoneme deviants should be minimal for the sec-
ond deviance position, as was seen in Fig. 6. Whether the
processing was focused on detecting /g/~as hypothesized in
target-type mode! or was running on automatic~nontarget-
type mode!, the second-position /g/ signaled its own pres-
ence as well as the presence of the VCCV. Thus, MMNs for
target-andnontarget-type second-position phoneme deviants
should be generated by the simultaneous occurrence of /g/
and VCCV deviation. The situation was different for the
first-position /g/. In target-type mode, detecting the first-
position /g/ inhibited or masked further processing and only
the /g/ deviation contributed to the MMN; while in
nontarget-type mode, the sequential occurrence of /g/ and
VCCV deviations both contributed to the response.

D. Phoneme-specific MMN

A fundamental question in the present research concerns
the nature of the MMN response to speech stimuli. Is the
MMN response to deviant speech sounds primarily due to
differences detected before or after speech-specific phoneme
processing? If the phoneme MMN were due to differences in
a general spectral-energy representation of auditory stimuli,
prior to phoneme processing, then it could be used to mea-
sure the information content of that spectral-energy represen-
tation. Such a measure would be very useful in a theoretical
context for understanding the nature and information content
of the spectral-energy representation. It also would be of
clinical value in the case of hearing impairment due to co-
chlear ~or other subcortical! damage. On the other hand, if
the phoneme MMN were due to differences in phoneme pro-
cessing, then it should be of primary use in studying speech
perception and speech-perception deficits.

Previous studies have suggested that the MMN may or
may not be speech specific. Sharmaet al. ~1993! reported
similar MMNs for speech sounds with similar physical dif-
ferences, whether or not they were exemplars of different
phonemes. Sharma and Dorman~1998! also recorded MMNs
for different exemplars of the vowel /i/. Maisteet al. ~1995!
found no discontinuity in MMN amplitudes to indicate the
location of the category boundary on the /ba/–/da/ con-
tinuum. In other studies using speech stimuli chosen to em-
phasize phonetic contributions to the MMN~Aaltonenet al.,
1997; Dehaene-Lambertz, 1997; Na¨ätänen et al., 1997;
Tremblay et al., 1997!, results suggest a phoneme-specific
MMN. As noted in the Introduction, however, even these
MMNs could have resulted from either pre- or postphonemic
differences. The same conclusion would apply to the demon-
stration of the McGurk effect in the magnetic analog to the
MMN ~Samset al., 1991!, as long as the McGurk effect
could be due to visual modification of prephonetic auditory
information.

In contrast, it seems more difficult to explain the present
results for the nontarget-type phoneme deviants on the basis
of strictly prephonemic differences. In terms of the spectral-
energy representation of the phoneme deviants, the both po-
sition differed maximally from the standard—as much as the
first- and second-position differences combined. Further-
more, the behavioral results and the MMN amplitudes for
target-type phoneme deviants were generally consistent with
the idea that differences in spectral-energy representations
determine both behavioral discrimination and MMN ampli-
tude. The MMN response to the second-position target-type
phoneme deviant was larger than expected, but that single
point would not be very important without considerable
other evidence for the phoneme-specific MMN. This other
evidence is provided by the MMN amplitudes for nontarget-
type phoneme deviants. Here, the MMN amplitudes were
clearly inconsistent with the physical magnitude of stimulus
differences and with the behavioral performance. Further-
more, they showed the pattern of the perceived-phoneme dif-
ferences, where the combination of the presence of the /g/
and the phonetic doubling for the central consonant~VCV to
VCCV! can convert a smaller physical/behavioral difference
into a larger phonetic difference. The hemispheric asymme-
try in the deviance position effect further supported a pho-
netic source for this MMN, as does the larger than expected
MMN for the second-position phoneme deviant even when it
is the target type. It is not apparent how an explanation that
relies on acoustic differences and excludes the phonetic
VCV–VCCV distinction could account for these results.

Connolly and Phillips~1994; Connolly et al., 1995!
have reported a phonetic mismatch negativity~PMN! in a
paradigm that included meaningful sentences rather than re-
peated standard syllables with rare phoneme-deviant syl-
lables. The PMN occurred in response to a phonetic mis-
match between the initial phoneme of an expected word and
that of a substituted, semantically appropriate word with a
different initial phoneme. From one perspective, the only
difference between the PMN and the MMN of the present
study is in how the ‘‘expected’’ phoneme is defined—by
linguistic context or by repetition. Winkleret al. ~1996!
demonstrated that only a single exemplar of a pure-tone stan-
dard was needed to reinstate its memory-trace across a 9.5 s
gap filled with random tones. Perhaps, in the case of mean-
ingful speech, the mere expectation of a phoneme may be
sufficient to load the memory trace. Under normal circum-
stances, such a process would facilitate the understanding of
speech by reducing the time spent on phoneme identification.

IV. CONCLUSIONS

Attention can have a major impact on MMN amplitudes,
but any explanation must be able to produce a simple, non-
interactive increase in the MMN for attended stimuli. A
model in which attention improves the memory trace of the
standard stimulus would account for these results and also
offer an explanation for the many differences in attention
effects seen in previous studies.

The task relevance of a deviant feature also affects the
MMN amplitude, but this effect and the presence or absence
of interactions was different for intensity- and phoneme-
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deviant features. These findings indicate that MMN genera-
tion is much more complex than a simple preattentive detec-
tion of physical deviance.

The magnitudes of perceived phoneme differences may
control MMN amplitudes, even when these magnitudes are
inconsistent with physical differences and discrimination dif-
ferences measured in the same listeners during the same ex-
periment. The existence of the phonetic MMN undermines
the use of the MMN in measuring the spectral-energy repre-
sentation of speech sounds in the central auditory pathways
and supports its use in studies of speech perception.
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1Of the initial subject pool of 28, 5 failed to reach criterion performance in
the training session and another six failed to complete both recording ses-
sions. In the process of ERP averaging, data of 4 of the remaining 17
subjects showed excessive artifact rejections, leaving the final 13 subjects
whose data were included in the analysis. Although less than 50% of the
initial subjects produced useable data, there should be no concern about this
producing a biased sample population because the loss at the two critical
points~5 of 28 and 4 of 17! is not excessive for those situations. All of the
subjects were recruited from outside of the laboratory, none knew the pur-
pose of the experiment, and none had previous experience in auditory, or
more than one visual, ERP experiment.

2There is some ambiguity concerning the appropriate terminology for these
stimuli because phonetic and physical representations seem to conflict. In
phonetic terms, /ibi/ and /igi/ are VCVs and should not be called /ibbi/ and
/iggi/, while /ibgi/ and /igbi/ are VCCVs and should be so called. In physi-
cal terms, /ibi/ and /igi/ differ during both VC and CV formant transitions,
suggesting that /ibbi/ and /iggi/ might be used to emphasize this physical
difference and the fact that both /ibgi/ and /igbi/ are physically intermediate
between /ibi/ and /igi/. The phonetic terminology will be used here because
the purpose of the experiment was to determine the role of phonetic differ-
ences in MMN generation and because the phonetic terminology makes it
easier to explain the phonetic hypothesis that /ibgi/ and /igbi/ deviants
might generate larger MMN responses than the /igi/ deviant. For consis-
tency, similar terminology will be used for the intensity deviants~/ibBi/,
/iBbi/, and /iBi/!.

3Indeed, the fact that the onset of deviance occurred at 60 ms~both and first
positions! or 130 ms~second position! indicates that a few of the durations
of significant negativity must include initial points of spurious significance
~type I errors! that happen to be adjacent to the MMN. Note, for example,
that the duration of significant negativity for the attended target-type /iBbi/
begins at 80 ms–only 20 ms after deviance onset. Comparing the attended
target-type waveforms for /iBbi/ and /iBi/, which are plotted in Fig. 9~a! for
another purpose, supports the suggestion that the initial negativity in the
difference wave for /iBbi/ is not a part of the MMN response for that
stimulus. The difference waves for /iBbi/ and /iBi/ are very similar in the
range 150–300 ms, while the difference wave for /iBbi/ has a seemingly
independent negativity in the range 80–150 ms.

4Näätänenet al. ~1993! found a similar attentional modulation of the pure-
tone frequency MMN when the target was defined by a difficult-to-detect
intensity deviant. Since virtually no intensity MMN was found unless the
intensity deviant was the target, there was no measurement of the atten-
tional modulation of the intensity MMN when the frequency deviant was
the target. The lack of MMN for difficult-to-detect nontarget intensity de-
viants is consistent with Woldorffet al. ~1991!. Näätänen et al. ~1993!
attribute the MMN-like component in the intensity-target difference waves
to theN2b component generated by target stimuli.

5The time intervals used for the early-interval analysis were 150–250 ms for
both- and first-position intensity and phoneme deviants, 200–300 ms for
second-position intensity deviants, and 220–320 ms for second-position
phoneme deviants. All but 4 of the 24 mastoid difference waves~corre-

sponding to the conditions for the 24 Fz difference waves of Figs. 7 and 9!
showed a positive average voltage in these early intervals and these four
exceptions all showed a positive voltage shift within the interval, but not
sufficiently so to result in a positive average voltage over the entire interval.
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Recent research on loudness has focused on contextual effects on loudness, both assimilation and
recalibration. The current experiments examined loudness recalibration@Marks, J. Exp. Psychol.20,
382–396~1994!#. In the first experiment, an adaptive tracking procedure was used to measure
loudness recalibration as a function of standard- and recalibration-tone level. The standard-tone
frequencies were 500 and 2500 Hz and the levels were 80-, 70-, 60-, and 40-dB SPL, and threshold.
Seventeen dB of loudness recalibration was obtained~combined over both frequencies! in the 60-dB
SPL condition. This amount of loudness recalibration, while substantial, is still less than that
obtained by Marks~22 dB!, using the method of paired comparisons. The second experiment sought
to duplicate Marks’ earlier experiment@Marks, J. Exp. Psychol.20, 382–396~1994!, experiment 2#.
The results of this experiment~21 dB! were almost identical to those obtained by Marks. The results
of experiment 1 indicate that loudness recalibration is maximum when the recalibration tone is
moderately louder than the subsequent standard tones. Relatively little loudness recalibration is
exhibited when the standard-tone level equals the recalibration-tone level. In addition, there is no
loudness recalibration at threshold. The tracking procedure also identified that the onset of loudness
recalibration is very rapid. The difference between the maximum loudness recalibration obtained at
each frequency~11 dB at 500 Hz, 6 dB at 2500 Hz! suggests that loudness recalibration is dependent
upon the frequency of the standard tone. ©1999 Acoustical Society of America.
@S0001-4966~99!01312-0#

PACS numbers: 43.66.Ba, 43.66.Cb, 43.66.Mk@RVS#

INTRODUCTION

The perception of loudness is contextual; that is, the
loudness of a sound depends on the temporal vicinity of
other sounds. Two types of contextual effects on loudness
are assimilation and recalibration. Loudness assimilation oc-
curs when the loudness of a target sound is ‘‘pulled toward’’
the loudness of a neighboring sound, as compared to the
loudness of the target sound in isolation. Over the years, two
distinct ways of conceptualizing loudness assimilation have
emerged. The first are ‘‘central tendency’’ effects. As sug-
gested by the name, this view of assimilation derives from
the tendency of psychophysical judgments to regress toward
the mean ~Hollingworth, 1910!. Central-tendency-based
loudness assimilation is considered to be a manifestation of
response judgment assimilation~e.g., Cross, 1973; Jesteadt,
Luce, and Green, 1977; Marks, 1993; Ward, 1979, 1990!.
The other loudness assimilation effect is ‘‘loudness enhance-
ment’’ ~Galamboset al., 1972; Irwin and Zwislocki, 1971!.
Loudness enhancement effects are thought to be due to
memory and/or loudness integration interference~Elmasian,
et al. 1980; Plack, 1996!. Loudness enhancement is created
using relatively short-duration tones~typically less than 30
ms! and silent intervals~approximately 100 ms! that are
within the region of temporal integration of loudness. In con-
trast, central-tendency loudness-assimilation experiments use
relatively long-duration tones~typically 500 ms! and silent
intervals~typically 1–2 s! that exceed the temporal extent of
loudness integration. Loudness enhancement is a larger ef-
fect ~up to 15 dB!, and is also frequency dependent~Galam-

bos et al., 1972; Zwislocki and Sokolich, 1974! while
central-tendency loudness assimilation is smaller~approxi-
mately 6 dB! and is frequency independent.

Loudness recalibration~Marks, 1994! occurs when loud
~recalibration! tones at one frequency (f 1) are followed by
relatively quiet tones; one at the same frequency (f 1) and
another at a different frequency (f 2). The resulting percep-
tion is that the quiet tone at frequencyf 1 is relatively quieter
than if it had not been preceded by the louder recalibration
tone. Loudness recalibration is a one-way, fatigue-like effect
similar to loudness adaptation~see Scharf, 1983! in that loud
sounds make quiet sounds even quieter, but quiet sounds do
not make loud sounds louder.

Loudness recalibration has been studied primarily by
Marks ~1988, 1992, 1993, 1994, 1996; Marks and Warner,
1991!. In this first published work on the phenomenon,
Marks ~1988! used magnitude estimates of loudness to show
that the loudness between two alternating tones can shift by
up to 18 dB. In 1991, Marks and Warner showed that loud-
ness recalibration depends on the frequency difference be-
tween two tones. Loudness recalibration diminishes as the
tones are made less than a critical band apart. A year earlier,
Schneider and Parker~1990! were the first to show loudness
recalibration using a direct loudness comparison procedure,
which is known to be less susceptible to response bias than
magnitude estimation procedures. This result was important
since, at that time, Algom and Marks~1990! suggested that
loudness recalibration was due to listener response bias,
much like central-tendency assimilation. Schneider and
Parker suggested that loudness recalibration is due to a gain-
control mechanism whose locus is close to the periphery,a!Electronic mail: dmapes@phi.luc.edu
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rather than the result of a more central response bias. Marks
~1992! also used direct loudness comparisons producing re-
sults in agreement with Schneider and Parker~1990! in that
the perception of loudness was directly modified and was not
the result of listener response bias. At this time Marks also
showed that loudness recalibration is dynamic, varying over
time depending on recent stimulus history. In 1993, Marks
demonstrated that the contextual shift of loudness is assimi-
lative when tones at only one frequency are presented~using
a magnitude estimation procedure! and is contrastive when
tones at two different frequencies are compared~using a
paired-comparison procedure!.

In 1994, using a set of seven experiments consisting of
both magnitude estimation and paired comparison proce-
dures, Marks showed that:

~1! Loudness recalibration depends on the frequency differ-
ence between tones with little or no recalibration with
close frequencies and maximum effect when the fre-
quency spacing between the tones is beyond a critical
bandwidth.

~2! Given a pair of frequencies spaced just beyond a critical
bandwidth ~1002 and 1248 Hz!, and a set of levels
known to generate loudness recalibration, increasing the
intensity of the tones eliminated recalibration.

~3! After increasing the frequency spacing to over 2 octaves
~500 and 2500 Hz!, increasing the intensity produced
little reduction in recalibration.

The above evidence suggests that the effect may derive from
changes in the outputs of frequency-specific channels; chan-
nels that are subsequently used to derive our perception of
loudness~Marks, 1994, 1996!. Since at least a portion of the
effect is also produced contraleterally~Marks, 1996!, its lo-
cus must be beyond the point of binaural convergence.

Most of the research on loudness recalibration has been
concerned with determining the conditions that produce the
effect ~e.g., Marks, 1988, 1992, 1993; Marks and Warner,
1991!. For example, in most loudness-recalibration studies
listeners were presented a range of stimulus levels using the
method of paired comparisons~see Stevens, 1951!. Although
this procedure is useful for detecting the presence of loud-
ness recalibration and has yielded knowledge of frequency
dependencies, it is difficult to determine how the magnitude
of loudness recalibration varies with stimulus intensity and
with time of exposure. The purpose of the present experi-
ments was to determine how the amount of loudness recali-
bration varies as a function of standard-tone and
recalibration-tone level. In addition, these experiments di-
rectly compare the amount of loudness recalibration obtained
using adaptive tracking and paired-comparison procedures.
To accomplish this, a randomized, adaptive two-track proce-
dure~Jesteadt, 1980! was used to make direct loudness com-
parisons. During a latter portion of this procedure, a steady-
state amount of loudness recalibration was created by
preceding each set of comparison tones with a louder, reca-
libration tone. The amount of loudness recalibration was then
taken as the difference between the average loudness levels
obtained in the baseline and the recalibration phases of the
trial sequence. The tracking procedure also has the potential

of measuring the temporal properties of the onset of loudness
recalibration.

I. EXPERIMENT 1—LOUDNESS RECALIBRATION
VERSUS LEVEL USING THE ADAPTIVE TRACKING
METHOD

A. Method

Eleven na¨ive, paid listeners participated in the experi-
ment. They were all college undergraduate students between
the ages of 19 and 25 who self-reported to have normal hear-
ing. Prior to the start of the experiment, each listener was
given written and verbal instructions describing the task they
were to perform. The entire sequence of 160 trials lasted
approximately 9 min. The threshold procedure~80 trials!
lasted approximately 6 min. In a typical session, listeners
worked in pairs, taking turns running the experiment to allow
each to have a break. When a listener could not be paired,
they were instructed to take at least a 5 min break before
beginning another experimental run. In a typical day, each
listener ran three or four randomly assigned conditions over
a 90-min period. Each listener ran each of the eight condi-
tions at least ten times over the entire experiment. There
were no practice sessions.

The experiment was performed in IAC sound-isolation
booths. The test tones were created using Tucker-Davis in-
strument modules PA4, PF1, and DD1, and presented
through Sennheiser HD-520 II headphones. The test tones
were digitally generated using a sampling frequency of 16
kHz and antialiasing filters with a cutoff frequency of 7 kHz.
The equipment was controlled with a PC-compatible com-
puter ~Gateway P5-75!. The computer also recorded listener
responses and provided visual reinforcement during the ex-
periment.

A randomized adaptive two-track~one-up two-down,
two-up one-down! procedure~Jesteadt, 1980! was used to
estimate the equal loudness-level point on the psychometric
function. Each trial consisted of a fixed-level standard tone at
one frequency followed by a comparison tone at another fre-
quency whose level varied from trial-to-trial depending on
the response of the listener. For the one-up two-down track,
if the listener indicated that the comparison tone was quieter
than the standard tone, the level of the comparison tone was
raised in the subsequent trial for that track. The level of the
comparison tone was lowered if the listener indicated it was
louder than the standard tone in two consecutive trials for
that track. The action of the two up-one down track was
similar to the one up-two down track except that it took two
consecutive responses indicating that the comparison tone
was quieter in order to increase its level on the next trial, but
only one response indicating that the comparison tone was
louder to decrease its level. During the experiment, each trial
was randomly chosen from either the one up-two down or
the two up-one down sequence. The 71-percent point on the
psychometric function was estimated by averaging the rever-
sal points~i.e., the points where the comparison tone track-
ing level changed direction! in the one up-two down se-
quence ~Levitt, 1971!. Similarly, averaging the reversal
points in the two up-one down sequence produced an esti-
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mate of the 29-percent point on the psychometric function.
The point of equal loudness~i.e., 50-percent point on the
psychometric function! was estimated by averaging the 71-
percent and 29-percent points.

Listeners compared the loudness of 500- and 2500-Hz
diotic tones presented over headphones. An experimental se-
quence began with 80 baseline trials~40 for each track!.
During each baseline trial, the standard tone was presented
followed by the comparison tone. The duration of each tone
was 500 ms with 10-ms cosine2 onset and offset windowing.
A 500-ms silent gap was inserted between tones. After the
second tone, listeners were asked which tone was louder.
Listeners responded by pressing ‘‘1’’ on the keyboard if they
thought that the first tone was louder or ‘‘2’’ if they thought
the second tone was louder. A 1-s delay was inserted after
each response before the next trial began. The 80 baseline
trials were immediately followed by 80 additional trials~40
per track! in which a recalibration tone preceded each loud-
ness comparison. The duration of the recalibration tone was
1 s, and was followed by 1 s ofsilence before the start of the
standard tone. Otherwise, the recalibration trials were iden-
tical to the baseline trials. The frequency of the recalibration
tone was identical to the standard tone.

A total of 12 conditions was tested. In half of the con-
ditions the 500-Hz tone was the fixed standard while the
2500-Hz comparison tone roved, and vice versa in the other
half of the conditions. In 10 of the 12 conditions, the level of
the recalibration tone was 80 dB SPL and the level of the
standard tone was at threshold, 40-, 60-, 70-, or 80-dB SPL.
In the other two conditions, the recalibration-tone level was
40 dB SPL and the standard-tone level was 80 dB SPL.
Seven of the 11 listeners were tested in the threshold, 40-,
and 80-dB SPL standard-tone conditions as well as the
40-dB SPL recalibration-tone conditions. The remaining four
listeners completed the 40-, 60-, 70-, and 80-dB SPL
standard-tone conditions. The results of the overlapping 40-
and 80-dB SPL standard-tone conditions were combined.

At the beginning of each experimental sequence, the
level of the comparison tone was set 10 dB above the
standard-tone level for the upper level~one up-two down!
sequence and 10 dB below the standard-tone level for the
lower level~two up-one down! sequence. The step size of the
comparison tone was initially set to 4 dB and was then re-
duced to 2 dB after four reversals. After each experimental
run, the average loudness level was separately computed for
the baseline sequence and the recalibration sequence. The
amount of loudness recalibration for each experimental run
was the average baseline sequence level minus the average
recalibration sequence level. One loudness-recalibration
point was computed for each pair of baseline and recalibra-
tion trials. The loudness just-noticeable-difference~jnd! for
both the baseline and recalibration sequences was calculated
as the difference between the 71-percent and 29-percent
points divided by 2@i.e., the average distance between the
mean sequence level and the mean upper~or lower! track
level#.

A slightly different procedure was used to measure loud-
ness recalibration at threshold. On every trial, two 1-s tone
intervals were presented~separated by 1 s of silence! in

which only one randomly chosen interval contained a tone.
The listeners task was determine which interval contained
the tone. If the listener was correct in two consecutive trials,
the level of the tone was reduced in the following trial. But,
if the listener was incorrect, the level of the tone was in-
creased in the next trial. Forty baseline trials were followed
by 40 trials in which a 1-s, 80-dB SPL, recalibration tone
followed by 1 s of silence preceded the presentation of the
two intervals. Feedback was provided via the computer
screen indicating whether their responses were correct or in-
correct.

B. Results

The overall mean and standard error of the mean of
loudness recalibration in experiment 1 are plotted in Fig. 1.
The mean jnd’s are plotted in Fig. 2. Individual results are

FIG. 1. Average loudness recalibration~dB! and standard error~error bars!
for the 12 standard- and recalibration-tone level conditions in experiment 1:
threshold with 80-dB SPL recalibration tone~seven listeners!, 40-dB SPL
standard tone with 80-dB SPL recalibration tone~11 listeners!, 60-dB SPL
standard tone with 80-dB SPL recalibration tone~four listeners!, 70-dB SPL
standard tone with 80-dB SPL recalibration tone~four listeners!, 80-dB SPL
standard tone and recalibration tone~11 listeners!, and an 80-dB SPL stan-
dard tone and 40-dB SPL recalibration tone~seven listeners!. In half of the
conditions~dark bars!, the standard- and recalibration-tone frequency was
500 Hz and the roving comparison-tone frequency was 2500 Hz. In the other
four conditions~light bars!, the frequencies were reversed.

FIG. 2. Average jnd’s~dB! for the 10 nonthreshold conditions shown in Fig.
1. In each condition, the average jnd during the baseline and the recalibra-
tion portions of the trials are each plotted separately.
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not presented since the amount of interlistener variation was
minimal. Individual trial results in every condition that were
more than two standard deviations from the mean for that
listener were removed. Fortunately, most of the data were
consistent and not many trial results had to be discarded. The
amount of data removal for each listener within a particular
condition was approximately 10 percent when averaged over
all conditions. One particular listener required 25 percent
outlier removal; the remaining data was similar to the others.

Figure 1 illustrates that substantial loudness recalibra-
tion was produced in the 40-, 60-, and 70-dB SPL standard-
tone conditions. For these standard-tone conditions there was
an increase in jnd during the recalibration sequence as com-
pared to the preceding baseline sequence~see Fig. 2!, indi-
cating that both the mean and jnd of loudness recalibration
increased in these conditions. There was relatively little reca-
libration at the 80-dB SPL standard-tone condition, at thresh-
old, or when the recalibration-tone level was less than the
standard-tone level.

C. Discussion

For the range of levels tested, loudness recalibration
only occurred when the level of the comparison tones was
moderately less than the level of the recalibration tones. This
is not too surprising since loudness recalibration would not
be expected whenever 500-ms and 1-s duration tones are
presented at the same level and frequency as is the case of
the 80-dB SPL standard-tone condition. The results of the
threshold conditions are also anticipated given that the pro-
cedure measuring loudness recalibration at threshold is iden-
tical to that used in forward-masking experiments. In relation
to forward-masking experiments, the recalibration tone acts
as the masking tone and the comparison tone acts as the
probe tone. Such experiments do not produce a threshold
shift when the temporal gap between the masker and probe
tone is 1 s~see Moore, 1989!, as is the case in the recalibra-
tion experiments.

An example of the temporal onset of loudness recalibra-
tion is illustrated in Fig. 3. These data are taken from a

typical trial sequence of the 40-dB SPL standard-tone condi-
tion. Note that the onset of loudness recalibration beginning
at trial number 40~as measured by the two-up one-down
sequence! is very fast. In fact, it is likely that recalibration is
faster than what this experimental procedure is capable of
measuring. All of the trial sequences in which loudness reca-
libration was exhibited display the same rapid onset of loud-
ness recalibration.

The results of this experiment demonstrate that loudness
recalibration can be obtained using an adaptive-tracking pro-
cedure. Averaging the 60- and 70-dB SPL standard-tone con-
ditions at each frequency, there was an 11-dB reduction in
loudness level at 500 Hz and a 4.5-dB reduction at 2500 Hz.
Summarizing earlier work on loudness recalibration, Marks
~1996! claimed an average loudness recalibration effect of
approximately 8 dB at each frequency. The difference be-
tween the current results at 500 and 2500 Hz suggests that
the amount of loudness recalibration may depend on the fre-
quency of test tones~with a larger portion attributable to
lower frequencies! in experiments in which the amount of
loudness recalibration is not separable at each frequency.

When averaged over the 60- and 70-dB SPL conditions,
experiment 1 produced anoverall contextual shift~Marks,
1992! in loudness level of 15.5 dB. Although substantial, this
amount is still less than that produced by Marks. In one
particular experiment~1994, experiment 2!, Marks also com-
puted anoverall contextual shiftthat averaged 22 dB~com-
bined over both frequencies! using the same frequencies as
the current experiment. The next experiment is a replication
of Marks’ 1994 experiment 2. The purpose of this experi-
ment was to determine if other listeners could achieve simi-
lar amounts of loudness recalibration.

II. EXPERIMENT 2—LOUDNESS RECALIBRATION
USING THE METHOD OF PAIRED COMPARISONS

A. Method

In this experiment, listeners compared the loudness of
500 and 2500-Hz tones using the method of paired compari-
sons. In conditionA, the level of the 500-Hz tone took on
any of the following eight values expressed in dB SPL: 35,
40, 45, 50, 55, 60, 65, 70. The level of the 2500-Hz tone was
taken from a similar set of eight levels shifted up 15 dB~50-
to 85-dB SPL! relative to the 500-Hz tone levels. In condi-
tion B, the set of levels of the 500-Hz tone was increased by
20 dB ~55- to 90-dB SPL! and those of the 2500-Hz tone
decreased by 20 dB~30- to 65-dB SPL!. The amount of
loudness recalibration is the difference between the equal
loudness-level points~generated from the psychometric
functions! of the set of overlapping 500-Hz levels~in dB
SPL, 55, 60, 65, 70! in conditionsA andB. Presuming that
loudness recalibration operates by attenuating lower-level
tones with high-level tones within the same frequency chan-
nel, it is expected that the equal-loudness levels of the
2500-Hz tones will be relatively higher in conditionA since
the high-level 2500-Hz tones~70- to 85-dB SPL! will reduce
the loudness of the lower-level 2500-Hz tones~50- to 65-dB
SPL!. In condition B, the high-level 500-Hz tones~75- to
90-dB SPL! will reduce the loudness of the lower-level

FIG. 3. An example of the results of an individual trial run in experiment 1.
For this particular trial, the standard-tone frequency was 2500 Hz and was
presented at 40-dB SPL. The roving comparison-tone frequency was 500
Hz. The 1-s duration, 80-dB SPL, 2500-Hz recalibration tone began to pre-
cede loudness comparisons starting at trial number 40 in each track.
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500-Hz tones~55- to 70-dB SPL! of interest. Thus, the
equal-loudness levels of the 2500-Hz tones should be rela-
tively lower in conditionB as compared to conditionA.

During each experimental run, 384 pairs of tones were
compared with each other; each randomly chosen from a set
comprised of 6 replicates of the 64 possible pairings. Half of
the listeners performed conditionA, then conditionB, and
the other half performed conditionB first, then conditionA.
Each listener had a 15-min break between conditions. There
were no practice sessions.

During each trial, the order of presentation of the 500-
and 2500-Hz tones was randomly chosen. The duration of
each tone was 1 s with 10-ms cosine2 onset and offset and
500 ms of silence between tones. After the second tone was
presented, the listener was asked which tone was louder. A
1-s delay was inserted between each trial. The entire se-
quence of trials lasted approximately 30 min. Eight naı¨ve,
paid listeners participated in the experiment. Seven of the
eight listeners in this experiment also participated in experi-
ment 1. The new listener was also a college undergraduate
student who self-reported to have normal hearing.~The re-
sults for this new listener were similar to the other, experi-
enced listeners.! The equipment used in this experiment was
identical to that used in experiment 1.

B. Results

The psychometric functions were created for conditions
A andB, each data point representing the proportion of trials
in which the 2500-Hz tone was judged louder than the
500-Hz tone over all of the listeners for that condition. The
50-percent point on the psychometric function for the over-
lapping conditions was obtained by using the fitted logistic
equation to solve for the level of the 2500-Hz tone required
to make the logistic equation equal 0.5. The amount of loud-
ness recalibration was then found by taking the difference
between the 50-percent points in the correspondingA andB
conditions. The amounts of loudness recalibration for the
four overlapping conditions are shown in Table I. Since the

interlistener variation was relatively small, only the mean
values across all listeners are presented. The differences be-
tween the results of this experiment and those of obtained by
Marks are small. Overall, the average loudness recalibration
across the four levels of the 500-Hz tone~20.75 dB! is only
1 dB less than that obtained by Marks~21.75 dB!.

C. Discussion

Experiment 2 produced more loudness recalibration than
experiment 1. What factors could account for this difference?
There are three primary differences in the stimuli used in
experiment 1 and experiment 2:

~1! The duration of tones in experiment 2 was longer~1000
vs 500 ms!.

~2! Experiment 2 used a larger range of levels from 30- to
90-dB SPL.

~3! The interval between louder~recalibration! and softer
~comparison! tones was longer in experiment 2. The in-
terval also varied in duration and contained other inter-
vening tones.

The first difference is unlikely to produce more loudness
recalibration given that the loudness difference between 500-
and 1000-ms tones is negligible. The second difference
would not likely produce additional loudness recalibration
since experiment 1 showed that the amount of loudness reca-
libration decreased at lower and higher standard-tone levels.
However, it is possible that the higher maximum levels in
experiment 2~90- vs 80-dB SPL! could have been a factor.
The third difference suggests that temporal factors~and/or
the presence of intervening tones between the recalibration
and standard tones! are responsible for the extra loudness
recalibration in the paired-comparison experiment. Loudness
recalibration could be a global effect that increases with the
duration between louder recalibration tones and softer com-
parison tones.

III. GENERAL DISCUSSION

For the range of levels tested, loudness recalibration
only occurred when the levels of the comparison tones were
moderately less than the level of the recalibration tones.
Relatively little recalibration was exhibited when the
standard-tone level equaled the recalibration-tone level or at
threshold. The fact that loudness recalibration was absent at
threshold further distinguishes it from loudness adaptation.

The absence of loudness recalibration at threshold may
also provide evidence as to the locus of loudness recalibra-
tion in the auditory system. For example, assume that loud-
ness recalibration consists of a gain control-like mechanism
and the noise floor of the auditory system can be modeled as
additive noise. Given these assumptions, the lack of loudness
recalibration at threshold implies that the dominant source of
noise in the auditory system precedes the gain mechanism
responsible for loudness recalibration. If the noise source
followed the gain control, a gain reduction would have at-
tenuated the signal but not the noise, thereby producing a
higher threshold.

TABLE I. The results of loudness matching in experiment 2. The results are
shown for the four overlapping 500-Hz conditions as indicated in column
one. Columns two and three are the average equal loudness-level points for
the 2500-Hz tones. The results when the level of the set of tones at 2500 Hz
were high~condition A! are shown in column two. The results of the lower-
level set~condition B! are shown in column three. The amount of loudness
recalibration at each level of the 500-Hz tone, calculated as the difference
between the equal loudness-level points in columns two and three, are
shown in column four. The bottom cell in column four is the average loud-
ness recalibration for the four conditions.

Level of 500
Hz tone

~dB SPL!

Condition A,
matching level of

2500-Hz tone when
at high levels

~dB SPL!

Condition B,
matching level of

2500-Hz tone when
at low levels

~dB SPL!

Difference
between
condition
A and B
~loudness

recalibration, dB!

70 74 54 20
65 69 47 22
60 63 43 20
55 60 39 21

average: 20.75
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Experiment 1 demonstrated that an adaptive-tracking
procedure cannot generate as much loudness recalibration as
a paired-comparison procedure, except perhaps at the 500-
Hz, 60- and 70-dB SPL standard-tone conditions. It is pos-
sible that the larger levels in experiment 2~90-, 95-dB SPL!
created more loudness recalibration than the 80-dB SPL
recalibration-tone level used in experiments 1. The higher
levels may have also produced a small amount of loudness
fatigue, thereby producing more apparent recalibration. This
may also explain the small~yet nonzero! amount of loudness
recalibration at the 500-Hz, 80-dB SPL standard-tone condi-
tion.

Previous experiments~Marks, 1994! have shown that
the amount of loudness recalibration is dependent upon the
frequency difference between the comparison tones. The re-
sults of experiment 1 indicate that loudness recalibration is
also dependent upon the frequency of the standard tone,
since more loudness recalibration was produced in the
500-Hz conditions as compared to the corresponding
2500-Hz conditions. This suggests that the amount of loud-
ness recalibration may not be equally attributable to each
frequency as previously assumed~e.g., see Marks, 1996! in
experiments like experiment 2 in which the amount of loud-
ness recalibration at each frequency is not separable.

Although loudness recalibration and central-tendency-
based loudness assimilation are manifested using tones of
similar duration, they are opposite effects that may be due to
separate mechanisms. Loudness recalibration may be a gain
control-type mechanism that directly affects the activity in
frequency-specific neural channels. Loudness assimilation,
on the other hand, may be a listener response bias effect
caused by memory interference or integration mechanisms;
effects that are strongest when tones at the same frequency
and only moderately different in level are competing for at-
tention. The magnitude of central-tendency-based loudness
assimilation may depend on how well listeners can ignore
prior stimuli when making loudness comparisons. If loud-
ness recalibration and assimilation are due to separate
mechanisms, it may be difficult to measure one phenomenon
independent of the other since they could be operating simul-
taneously. This would explain the relatively wide variability
of loudness comparisons when the comparison-tone level
was relatively close to the recalibration-tone level as shown
for the 70-dB SPL standard-tone condition in Fig. 1. Perhaps
some listeners are better than others at ignoring the interfer-
ing recalibration tone~i.e., they are less susceptible to as-
similation effects! when making loudness judgments of sub-
sequent comparison tones.

The adaptive-tracking procedure revealed that the tem-
poral onset of loudness recalibration is very rapid; so rapid
that the tracking procedure may not have been able to mea-
sure it. Recovery from loudness recalibration was not mea-
sured in this study. Measurements of recovery from loudness
recalibration might allow one to determine if loudness reca-
libration is a temporally local or global effect. In the present
experiments, the recalibration tone occurred on every trial,
leaving the possibility that loudness recalibration may be a
temporally local phenomenon. As such, the sequential order
of the stimuli that occur on a trial-by-trial basis could influ-

ence the amount of loudness recalibration at a local level. It
was not possible to measure such sequential effects in this
study. Although we have some data~Mapes-Riordan and
Yost, 1998! that supports the view that loudness recalibration
is a global effect, additional research is needed to determine
whether loudness recalibration is local or global.
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To examine models of temporal resolution and to investigate the decision processes underlying the
detection of a brief pause in a bandpass noise, psychometric functions for gap detection were
measured at octave frequencies from 0.25 to 8 kHz. Three normal listeners were tested using a
constant-stimulus procedure with a cued Yes–No paradigm. The Minimum Detectable Gap~MDG!
estimated from the midpoint of the psychometric functions decreased systematically with increasing
frequency. The slopes of the psychometric functions generally increased as the test frequency
increased up to 2 kHz, but remained constant at the higher frequencies. Two models were
investigated: an energy-detector model and a loudness-detector model. Both consisted of auditory
filtering, a nonlinearity, and short-term integration. In the energy-detector model, the nonlinearity
was a square law. In the loudness-detector model, it was a compressive power law. Using the usual
Gaussian approximations, the energy-detector model fails at low frequencies because the probability
distributions of short-term energy differ from Gaussian distributions. The probability distributions
of short-term loudness closely follow Gaussian distributions. The loudness-detector model predicts
the frequency dependence of the MDG quite accurately, except at 0.25 kHz. It also predicts
psychometric functions that resemble the data at low frequencies, but the predicted slopes increase
much less with frequency than the measured slopes. This result may indicate that the onset response
to the trailing marker of the gap provides an important cue for detection of gaps with durations
exceeding the MDG. ©1999 Acoustical Society of America.@S0001-4966~99!02212-2#

PACS numbers: 43.66.Ba, 43.66.Mk@RVS#

INTRODUCTION

Detecting a gap in a bandpass noise is a relatively
simple task that provides a frequency-selective assessment of
temporal resolution in the auditory system~e.g., Zwicker and
Feldtkeller, 1967; Fitzgibbons and Wightman, 1982; Fitzgib-
bons, 1983; Florentine and Buus, 1983; Shailer and Moore,
1983; Buus and Florentine, 1985; Eddinset al., 1992!. Un-
derstanding how the properties of bandpass noises and audi-
tory processing affect this simple task is likely to be impor-
tant. First, gap detection in bandpass noises may be related to
speech perception in noise. Tyleret al. ~1982! showed that
detection thresholds for gaps in narrow-band noises corre-
lated significantly with impaired listeners’ ability to under-
stand speech in noise, even after partialing out the effects of
the listeners’ elevated thresholds. Second, the variability of
bandpass noises makes them somewhat similar to the time-
varying sounds encountered in everyday listening situations.
Therefore, understanding factors that limit gap detection in
bandpass noise may yield insight into auditory processes that
play a significant role in the perception of everyday sounds,
including speech.

Although considerable knowledge has been gained by
measurements of gap-detection thresholds, such measure-
ments tell relatively little about how the cue used to detect a
gap~i.e., the listeners’ decision variable! depends on the du-
ration of the gap. Psychometric functions measure this de-
pendency and describe important aspects of the transforma-

tion from stimulus to decision variable. Therefore,
measurements of psychometric functions for gap detection
should provide insight into the auditory processes underlying
gap detection and temporal resolution in the auditory system.

Psychometric functions also provide a thorough test of
models of gap detection by examining whether they predict
how the decision variable changes with increasing duration
of the gap. Unfortunately, psychometric functions do not ap-
pear to be available for gap detection in bandpass noises,
although they have been measured for gap detection in
broadband noises~Green and Forrest, 1989; Heet al., 1999!
and in sinusoids~Irwin and Kemp, 1976; Shailer and Moore,
1987; Mooreet al., 1989!. Therefore, the present study in-
vestigates psychometric functions for gap detection in band-
pass noises.

I. METHOD

A. Stimuli and apparatus

The gaps were carried by 85-dB-SPL bandpass noises
with center frequencies~CFs! between 0.25 and 8 kHz. The
bandwidth was three auditory-filter bandwidths@i.e., Equiva-
lent Rectangular Bandwidths~ERBs! calculated as 0.11~CF
1165 Hz!; see Buus, 1997# and the filter slopes were essen-
tially infinitely steep. The 786-ms bandpass noises had
20-ms rise and fall times. The gap started 250 ms after the
onset of the noise and was produced by setting samples of
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the bandpass noise to zero for the duration of the gap. In the
following, these bandpass noises are called gap noises.

To prevent listeners from hearing spectral splatter
caused by abrupt gating of the gap, the gap noise was pre-
sented with a complementary notched-noise masker, whose
spectrum level was 10 dB lower than that of the gap noise.
The combined noises were filtered with a nine-ERB-wide
filter to limit the bandwidth and loudness of the stimulus
ensemble while keeping the spectral splatter inaudible. The
filter characteristic ensured that the rise and fall times of the
gap were fast enough not to increase the listeners’ gap-
detection thresholds appreciably. The spectral properties of
the stimuli are illustrated in Fig. 1, which shows the spectra
of stimuli centered at 2 kHz. As shown by the dotted line, the
gap introduces considerable spectral splatter, but its spec-
trum level is more than 10 dB below that of the notched-
noise masker, which renders it inaudible.~The 2.5-dB de-
crease of the level in the passband of the noise with the gap
results because the gap reduces the overall energy within the
analysis window and because turning the noise off and on
spreads part of the energy to frequencies outside the pass-
band.!

Each listener was tested separately in a sound-
attenuating room. A PC-compatible computer with a signal
processor~TDT AP2! generated the stimuli, sampled the lis-
teners’ responses, and executed the psychophysical proce-
dure. The gap noise and the notched-noise masker were re-
produced by a D/A converter~TDT DD1; sample rate541.67
kHz!, whose output was attenuated~TDT PA4! and anti-alias
filtered ~TDT FT5, f c520 kHz, 135 dB/octave!. The output
of the filter was led through a summation amplifier~TDT
SM3! to the headphone amplifier~TDT HB6!, which fed one
earpiece of the Sony MDR-V6 headphones.

The gap noise was produced in the frequency domain by
setting the real and imaginary parts of all spectral lines
within the passband to random values chosen from a Gauss-
ian distribution. This spectrum was inverse-Fourier trans-
formed to produce a bandpass noise to which the gap was

added in the time domain. The resulting waveform was Fou-
rier transformed and added to the spectrum of the notched-
noise masker, which was produced by setting the real and
imaginary parts of all spectral lines outside the passband of
the bandpass noise to random values chosen from a Gaussian
distribution and scaled by 1/). The spectrum of the com-
bined gap noise and notched-noise masker was multiplied by
the nine-ERB-wide filter function. This filter function had
unity gain from four ERBs below the CF to four ERBs above
it. At frequencies outside this region, the gain decreased ac-
cording to the RoEx auditory-filter functions centered at the
end points of the unity-gain range. Finally, the filtered stimu-
lus was inverse-Fourier transformed and shaped with the
20-ms rise and fall.

B. Listeners and procedure

Three young adult listeners with normal audiometric
thresholds and no history of hearing difficulties participated
in this study. Their ages ranged from 23 to 25 years.

Psychometric functions for gap detection were measured
using a constant-stimulus procedure with a cued Yes–No
paradigm. Before the onset of data collection, an adaptive
procedure was used to practice the listeners and to aid in
determining the range of gap durations to be tested for each
listener and center frequency. Five~six at 0.25 kHz! gap
durations were chosen to encompass the range of the psycho-
metric function. In addition, a 0.5-ms gap was tested to pro-
vide an estimate of the false-alarm rate.

Each trial consisted of two 786-ms intervals separated
by 500 ms. The first interval~the ‘‘cue’’! never contained a
gap. The second interval always contained a gap. The lis-
tener responded ‘‘Gap’’ if it was heard and ‘‘No Gap’’ if it
was not. No feedback was given because the correct answer
depended on the listener’s perception and could not be de-
fined objectively. Each point on an individual listener’s psy-
chometric function was based on 100 trials.

The cue in the first interval was chosen not to have a gap
to avoid biasing the listener by encouraging a comparison of
the signal gap in the second interval to an arbitrarily chosen
cue gap. If the cue had been chosen to be a barely audible
gap, it might have encouraged the listener to respond ‘‘Gap’’
for signal gaps far below threshold because both would
sound uninterrupted. If the cue had been chosen to be a gap
well above threshold, it might have encouraged the listener
to respond ‘‘No Gap’’ to signal gaps that were audible but
were heard less clearly than the cue. Accordingly, the most
appropriate cue appeared to be a stimulus without a gap.
Using a cue without a gap makes the Yes–No task similar to
a same–different task and allows the listener to base detec-
tion on any reliable difference between the first and second
interval.

C. Data analysis

To summarize the psychometric functions, the data for
each listener and CF were fit by a logistic function

Pyes5a1
12a

11exp~2k@ log^t&2 log^m&#!
, ~1!

FIG. 1. Averaged spectrum of the stimulus ensemble for the 2-kHz center
frequency. The spectrum was measured within a 102.4-ms Hanning window
temporally centered on the gap.~The effective duration of the analysis win-
dow is 38.4 ms.! The dashed line shows the spectrum of the three-ERB-wide
bandpass noise without a gap. The dotted line shows the spectrum of the
bandpass noise with a 10-ms gap. The solid line shows the spectrum of the
notched-noise masker.
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wherea is the false-alarm rate,t is the gap duration,m is the
midpoint of the psychometric function, andk is a free param-
eter that determines the slope. A logarithmic scale of time is
used because the form of the psychometric function is likely
to be roughly invariant when it is plotted on a logarithmic
scale of gap duration. Certainly, data for the Minimum De-
tectable Gap duration~MDG! generally have a standard de-
viation that is approximately proportional to the MDG~e.g.,
Florentine and Buus, 1983!. This finding indicates that the
psychometric functions for various stimulus conditions
should be roughly parallel when plotted on a logarithmic
scale of gap duration. The utility of a logarithmic scale of
gap duration also follows from Green and Forrest’s~1989!
demonstration that several different psychometric functions
could reasonably be summarized by a single function when
the gap durations were normalized by dividing them by the
MDG. Such normalization corresponds to shifting psycho-
metric functions horizontally along a logarithmic scale of
gap duration.

II. RESULTS

Figure 2 shows psychometric functions for each of the
three listeners at all center frequencies. As shown by the
various lines, the logistic functions describe the data well.
The average rms error is only around 0.005. Except at 0.25
kHz, the psychometric functions appear relatively similar

across listeners, although the false-alarm rates vary. The
MDGs—defined as the midpoint of the fitted psychometric
function—decrease systematically as CF increases and are in
excellent quantitative agreement with those obtained in our
earlier studies~i.e., Florentine and Buus, 1983; Buus and
Florentine, 1985!. The present MDGs also agree qualita-
tively with those obtained by Fitzgibbons~1983, 1984! and
by Shailer and Moore~1983!, but the present MDGs are
somewhat larger due to differences in stimuli and threshold
criteria.

To summarize the data in Fig. 2, the best-fitting values
of the false-alarm rate,a, the slope parameter,k, and the gap
duration at the midpoint of the psychometric function,m, for
each listener and center frequency were averaged across the
three listeners. Table I shows the average parameters to-
gether with slope parameters and midpoints for psychometric
functions predicted by a model that is discussed later.

The general trends in the data are illustrated by Fig. 3,
which shows psychometric functions obtained with the aver-
age parameters shown in Table I. Because the MDGs de-
crease with increasing frequency, the psychometric functions
are ordered from left to right according to decreasing fre-

FIG. 2. Individual listeners’ psychometric functions for gap detection. The
proportion of ‘‘Yes’’ responses is plotted as a function of gap duration. Each
panel shows data for a different center frequency. Within each panel, each
listener’s data are shown by a different symbol as indicated in the legend.
The lines show the best-fitting logistic functions.

TABLE I. Parameters for the logistic functions used to describe the psycho-
metric functions. The first column shows the center frequency, CF. The next
three columns show the false-alarm rate,a, the slope parameter,k, and the
gap duration at the midpoint of the psychometric function,m. These values
are averages of parameters used to fit the psychometric functions for indi-
vidual listeners. The standard deviations are shown in parentheses. The
range of plus and minus one standard deviation form is the mean multiplied
and divided by the error factor shown in parenthesis. The fifth and sixth
columns show the slope parameter,k8, and the midpoint,m8, for logistic
functions fitted to the predictions by the loudness-detector model~see Fig.
9! with the false-alarm rate fixed at 0.1.

CF a k
m

@ms# k8
m8

@ms#

0.25 kHz 0.12~0.12! 5.8~4.6! 88.1~1.54! 6.6 27.7
0.5 kHz 0.11~0.07! 11.1~2.7! 20.3~1.45! 7.4 18.6
1 kHz 0.12~0.05! 12.4~4.2! 12.7~1.28! 7.9 12.5
2 kHz 0.15~0.06! 15.2~2.4! 8.4~1.23! 8.2 8.6
4 kHz 0.12~0.07! 14.4~2.7! 5.9~1.09! 8.1 6.2
8 kHz 0.10~0.08! 15.1~5.8! 4.6~1.05! 7.7 4.6

FIG. 3. Average psychometric functions in a cued Yes–No paradigm. Each
curve shows the logistic function whose parameters are the averages of
parameters obtained for the three listeners.
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quency. The psychometric functions in Fig. 3 also show that
the slope is shallower at low than at high frequencies.

To illustrate the effect of frequency on the slope of the
psychometric functions, the average slopes are plotted as a
function of frequency in Fig. 4. It shows that the slope in-
creases as the frequency increases from 0.25 to 2 kHz, but is
relatively constant between 2 and 8 kHz. On the average, the
slope as a function of frequency,k( f ), can be approximated
by the following formula:

k~ f !5GS ~ f /Fc!
n

11~ f /Fc!
nD 1/n

, ~2!

whereG is the asymptotic slope at high frequencies,Fc is
the nominal cutoff frequency of this high-pass function, and
n determines the slope ofk( f ) below Fc . The constantsG,
Fc , andn are free parameters. The best fit to the present data
is obtained whenFc5550 Hz, G515.05, and n52.07,
which yields an rms error of 0.61. As shown in Fig. 4, these
parameters produce a good approximation to the data.

III. DISCUSSION

A. Comparison with other data in the literature

Although numerous studies have measured gap detec-
tion, there are very few data on the form of the psychometric
functions for gap detection in general and apparently no data
on the form of the psychometric function for gap detection in
bandpass noise. Shailer and Moore~1987! and Mooreet al.
~1989! showed that psychometric functions for detection of
gaps in tones at low frequencies are nonmonotonic due to
phase effects. Therefore, they are difficult to compare with
the present data. At high frequencies the nonmonotonicity is
not apparent, but the lack of randomness in the tonal stimuli
is likely to make the task somewhat different from the detec-
tion of a gap in a narrow-band noise.

Data for broadband noise ought to be more comparable
to the present data, because earlier work indicates that gap
detection in broadband noise depends primarily on temporal
resolution in the high-frequency auditory channels~Floren-
tine and Buus, 1983; Buus and Florentine, 1985!. In fact, He

et al.’s ~1999! psychometric functions for broadband noise
show that the proportion of ‘‘Yes’’ responses typically in-
creases from 20% to 80% in about 2 ms, which is compa-
rable to the present data of 3.1 ms at 4 kHz and 2.2 ms at 8
kHz. This agreement is also evident if Heet al.’s ~1999! data
for individual young listeners are fitted on our coordinates.
The k’s that yield the best fit of Eq.~1! to their data for
detection of gaps in 400-ms noise bursts averaged 18.7
~62.8 std. dev.!. This value agrees reasonably with the
asymptotic high-frequency value of 15 for the function that
summarizes the slopes in Fig. 4.

Green and Forrest~1989! also obtained psychometric
functions for gap detection in broadband noise, but they used
a two-alternative forced-choice paradigm. Their data show
that the percentage of correct responses increased from 60%
to 90% over about 1.1 ms, or about 46% of their 2.4-ms
MDG. The present data show that the proportion of ‘‘Yes’’
responses increases from 20% to 80%~corresponding to
60% and 90% correct in a 2AFC task! in 3.1 ms at 4 kHz and
2.2 ms at 8 kHz. These values correspond to about 50% of
the MDGs. In addition, converting Green and Forrest’s
~1989! data to percent ‘‘Yes’’@PYes52PC2100# and fitting
them on our coordinates yields a slope parameter of 17,
which agrees reasonably with our value of 15 for the
asymptotic high-frequency slope parameter~see Fig. 4 and
Table I!.

B. Modeling gap detection

1. Previous model: Energy-detector model

Models of gap detection often assume that a gap can be
heard if the short-term energy at the output of a short-term
integrator at the end of the gap is sufficiently below the out-
put during the uninterrupted signal~e.g., Plomp, 1964;
Buunen and van Valkenburg, 1979; Buus and Florentine,
1985!. Applying standard Signal Detection Theory to this
energy-detector model, Buus and Florentine~1985! showed
that the sensitivity,d8, in a single auditory channel can be
calculated as

d85A Wt

11Wts I
2 S 12

2Wt

2Wt21
expS 2t

t D
1

1

2Wt21
exp~22Wt! D , ~3!

whereW is the bandwidth of the auditory filter,t is the time
constant of an exponential-window short-term integrator,s I

is a proportionality constant that characterizes the amount of
internal noise added by the auditory system, andt is the
duration of the gap. Buus and Florentine~1985! setW equal
to the critical bandwidth andt equal to 30 ms. This energy-
detector model was quite successful in predicting how the
MDG for octave-band noises varied with center frequency,
except that it predicted better-than-obtained performance for
center frequencies below 1 kHz.

2. Effects of auditory filtering

According to the energy-detector model, auditory-
filtering affects temporal resolution as measured by the

FIG. 4. Average slopes of the psychometric functions plotted as a function
of center frequency. The error bars show plus and minus one standard de-
viation calculated across the slopes for the three individual listeners. The
solid curve shows the function used to summarize the data.
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MDGs in two ways. First, auditory filtering affects the vari-
ance within an auditory channel when the bandwidth of the
gap noise exceeds the bandwidth of the auditory filters. Be-
cause the variance increases as the auditory-filter bandwidth
decreases at low frequencies, temporal resolution is poorer at
low than at high frequencies. Second, the model assumes that
ringing of the auditory filters diminishes temporal resolution
at low frequencies, because the ringing increases as the
auditory-filter bandwidth decreases toward low frequencies.

Eddinset al. ~1992! argued that the latter effect is not
important. They found that MDGs were independent of cen-
ter frequency when the absolute bandwidth of the gap noise
was fixed, but decreased as the absolute bandwidth in-
creased. These results were consistent with a simple energy-
detector model that did not include auditory filtering. There-
fore, they concluded that the effect of center frequency on
MDGs obtained with gap noises of constant relative band-
width ~e.g., octave-band noises! was not due to ringing of the
auditory filters, but simply resulted because the bandwidth
increased with center frequency.

As discussed below, Eddinset al.’s ~1992! conclusion
appears incorrect for several reasons. First, when the band-
width of the gap noise is narrow, the variability of the noise
is very large and the variance of the decision variable in the
energy-detector model is determined almost exclusively by
the stimulus. Accordingly, the variance is independent of
center frequency, but decreases as the bandwidth of the noise
increases up to the auditory-filter bandwidth. The latter effect
causes the energy-detector model to predict that the MDGs
decrease with increasing bandwidth of noises with band-
widths less than the auditory-filter bandwidth. Second, Ed-
dins et al. ~1992! filtered their stimuli after introducing the
gap. Therefore, the rise and fall time of the gap increased
with decreasing bandwidth. Although the rise–fall time al-
ways was shorter than the MDG, it was longer than the
auditory-filter ringing when the gap noises were narrow. Ac-
cordingly, one would expect little or no effect of auditory-
filter ringing on MDGs for narrow-band gap noises. Taken
together, these two effects allow the energy-detector model
to account for the independence of center frequency and ef-
fect of bandwidth that Eddinset al. ~1992! observed for
narrow-band gap noises.

When the gap noises were wide, on the other hand, the
rise–fall time of the filtered stimulus was short and one
might expect auditory-filter ringing to affect the MDGs.
Likewise, the variance of the decision variable produced in
an auditory channel by a wideband gap noise ought to de-
pend on the auditory-filter bandwidth and not on the stimulus
bandwidth. Therefore, one might expect that gap noises with
fixed absolute bandwidths that are relatively wide should
yield larger MDGs at low than at high frequencies. However,
this expectation ignores the number of auditory channels ac-
tivated by a noise with fixed absolute bandwidth, which is
larger at low than at high frequencies. Florentine and Buus
~1996! found that the increased number of channels largely
counteracts the reduced temporal resolution caused by the
increased variance and prolonged ringing of the auditory fil-
ters at low frequencies. Accordingly, the energy-detector
model also predicts the effect of bandwidth and indepen-

dence of center frequency for the wider gap noises used by
Eddinset al. ~1992!. Finally, the independence of MDGs on
center frequency holds only over a limited frequency range.
Measurements of MDGs over a wider range of frequencies
show complex interactions between bandwidth and upper
cutoff frequency~Snell et al., 1994!. The energy-detector
model agrees with these findings~Florentine and Buus,
1996!.

These considerations lead to the conclusion that Eddins
et al.’s ~1992! data should not be taken to indicate that tem-
poral resolution in the auditory system is frequency indepen-
dent. According to the energy-detector model, the effects of
stimulus variance after auditory filtering, filter ringing, and
multiple observations in independent auditory channels inter-
act in a complex manner that is consistent with a wide vari-
ety of data on gap-detection thresholds.

3. Updated energy-detector model

Although the energy-detector model developed by Buus
and Florentine~1985! predicts many aspects of gap detec-
tion, some of its parameters may need to be modified in light
of recent data. Modifications include~1! using the Equivalent
Rectangular Bandwidth~ERB, see Glasberg and Moore,
1990; Buus, 1997! instead of the critical bandwidth and~2!
shortening the integration time from 30 to 10 ms. These
modifications improve the low-frequency predictions and
bring the energy-detector model into agreement with modern
estimates of auditory frequency selectivity~e.g., Glasberg
and Moore, 1990! and short-term temporal integration~e.g.,
Moore et al., 1988!.

As shown in Fig. 5, the modified parameters of the up-
dated energy-detector model provide a reasonable fit to the
average MDGs for center frequencies of 0.5 kHz and above.
However, if the usual Gaussian approximations are used, the
updated energy-detector model predicts~erroneously! that
gap-detection thresholds should not be measurable at 0.25
kHz with the threshold criterion~d8 equal to about 1.3! im-
posed by usingm as an estimate of the MDG~Geng, 1997!.
This prediction arises in large part because it was derived

FIG. 5. The average MDGs calculated from the midpoints of the psycho-
metric functions for the three listeners in the present experiment. The error
bars show the range of plus and minus one standard deviation. The solid line
shows predictions by the updated energy-detector model.
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under the assumption that the output of the integrator can be
approximated by Gaussian distributions, which is valid only
when the bandwidth-integration-time product (Wt) is larger
than about 10. Given the short integration time and the rela-
tively narrow bandwidth of the auditory filter~about 45 Hz at
0.25 kHz!, the Gaussian assumption is clearly violated. Even
at 8 kHz, Wt is only about 9 whent is 10 ms. Thus, it
appears useful to investigate if decision variables other than
energy will allow reasonably accurate approximations with
Gaussian distributions.

4. Loudness-detector model

The true probability distribution of short-term energy is
the Chi-square distribution, which is strongly skewed and
has a long tail toward high values whenWt is small. To
obtain distributions that are more symmetric and closer to
Gaussian distributions, a compressive transformation is
needed. This indicates that it may be advantageous to use a
decision variable derived from integration of some neural
activity that can be thought to represent the output of inner
hair cells after the acoustic signal has been compressed by
the cochlear mechanics. The present work investigated a
model in which the output of an auditory filter was trans-
formed by a power function~of intensity! with an exponent
of 0.23, which corresponds to the transformation to specific
loudness in Zwicker’s~1958! excitation-pattern model of
loudness ~see also Mooreet al., 1997!. This loudness-
detector model is similar to the model used by Oxenham,
Moore, and colleagues to describe forward masking, detec-
tion of a tone pip in a gap, and detection of increments and
decrements~e.g., Oxenham and Moore, 1994; Peterset al.,
1995; Oxenham, 1997; for review see Moore and Oxenham,
1998!.

To investigate the statistical properties of Gaussian noise
processed by the loudness-detector model, simulations were
performed. The results are shown in Fig. 6. Each panel
shows the frequency distribution of 10 000 observations of
the output of a simulated auditory channel together with
Gaussian distributions that have the same mean and standard
deviation as the observed variable. To illustrate the effect of

the auditory-filter bandwidth, data are shown for auditory
channels tuned to 0.25 and 4 kHz. As shown on the left, the
short-term energy is clearly non-Gaussian. As shown on the
right, integration of the compressed output of the filter yields
a short-term loudness, whose frequency distribution is well
approximated by a Gaussian distribution, even at the lowest
frequencies where the distributions of short-term energy are
clearly skewed.

Attempts to approximate the distributions of short-term
loudness by applying simple transformations to the expected
variance (1/Wt) of the short-term energy revealed that the
variance was smaller than the expected value calculated from
the ERBs of the auditory filters. The discrepancy results
from the finite slope of the Rounded Exponential~RoEx!
form of the auditory filters. The expressions for the mean and
variance of short-term energy commonly used in Signal De-
tection Theory are valid only for ideal, rectangular filters.
The ERB of a real filter with finite slopes is the bandwidth of
an ideal rectangular filter whose output has the same average
power as the output of the real filter. That is, the ERB is the
proper bandwidth for estimating the mean of the short-term
energy distribution, but it is not appropriate for estimating
the variance. To obtain proper estimates of the variance of
the short-term energy, one must use the bandwidth of an
ideal filter whose output has the same variance as the output
of the real filter. This bandwidth is called the Equivalent
Statistical Bandwidth~ESB!, which is wider than the ERB
for typical real filters. If the input to a filter is white noise,
the ESB can be calculated as

ESB5
~*0

`H2~ f !d f !2

*0
`H4~ f !d f

, ~4!

whereH( f ) is the amplitude gain as a function of frequency.
Evaluation of this expression using the RoEx transfer func-
tion shows that the ESB is 1.6 times wider than the ERB.
The normalized variance of a broadband noise filtered by an
auditory filter is 1/(1.6Wt), whereW is the ERB, which is
the normally quoted auditory-filter bandwidth.

To arrive at useful approximations for variance of the
output of the loudness-detector model, it was necessary to
account for the compression and—in the present
experiment—the slight increase in variance caused by using
a bandpass noise rather than a white noise as the input to the
auditory filter. To account for the compression, the standard
deviation of the normalized energy may be reduced by the
small-signal ‘‘gain’’ ~i.e., the derivative! of the compressive
power function for inputs near unity~gain50.23!. To ac-
count for the effects of using bandpass noise as a stimulus,
the statistics of the short-term loudness in simulated auditory
channels tuned to frequencies between 0.25 and 14 kHz was
examined. The normalized standard deviations of the short-
term loudness at various center frequencies are shown in Fig.
7. These results showed that the normalized standard devia-
tion could be well approximated by assuming an ESB~cor-
responding to the combined characteristic of the auditory
filter and the stimulus filtering! of about 1.4 ERBs and re-
ducing the normalized standard deviation of the short-term
energy @5A1/(1.4Wt)# by the compressive small-signal
gain of 0.23. The solid line in Fig. 7 shows this approxima-

FIG. 6. Frequency distributions of short-term energy~left! and short-term
loudness~right! at 0.25~bottom! and 4 kHz~top!.
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tion. It is excellent for frequencies at and above 1 kHz, but
overestimates somewhat the stimulus variability at low fre-
quencies.

In their derivation ofd8 for an energy-detector model
@Eq. ~3!#, Buus and Florentine~1985! assumed that the ring-
ing of the auditory filter could be approximated by the output
amplitude following an exponential decay with a time con-
stant equal to the reciprocal of the critical bandwidth. This
assumption together with an exponential short-term integra-
tor is responsible for the second term of Eq.~3!. Following
similar assumptions, it can be shown that the short-term
loudness~i.e., the output of the integrator acting on the com-
pressed output of the filter! will decay as

N8~ t !5S aWt

aWt21
expS 2t

t D2
1

aWt21
exp~2aWt! D , ~5!

wherea is the exponent~relative to amplitude;50.46! of the
power-function nonlinearity following the filter, andW is the
bandwidth of the filter~or more precisely, the reciprocal of
the time constant for the exponential amplitude decay of the
filter output!, t is the time constant for the short-term inte-
grator~510 ms!, andt is the time since the beginning of the
gap. In the following,W is assumed equal to the ERB.

It follows that it should be possible to estimated8 for a
single auditory channel in the loudness-detector model as

d85A 1.4Wt

~0.5a!211.4Wts1
2 S 12

aWt

aWt21
expS 2t

t D
1

1

aWt21
exp~2aWt! D . ~6!

To apply this expression to the present data, it can be as-
sumed that our three-ERB-wide noises encompass three in-
dependent auditory channels such that the listeners’d8 can
be estimated as) times thed8 calculated for a single chan-
nel.

As shown in Fig. 8, the MDGs predicted by the
loudness-detector model fit the data better than those pre-
dicted by the energy-detector model~compare to Fig. 5!. The
data and the loudness-detector model agree between 0.5 and

8 kHz. However, the predicted MDG at 0.25 kHz is only
about one-third that obtained. The loudness-detector model’s
prediction of better-than-obtained performance at 0.25 kHz
may reflect that the exponential-decay approximation to the
filter ringing is inaccurate over the relatively long durations
required to describe gap-detection performance at 0.25 kHz.
It may also reflect possible inefficiency of the listeners
caused by the pronounced, relatively slow fluctuations of
noise filtered by the low-frequency auditory filters and/or
that the time constant for the short-term integrator may in-
crease at low frequencies~Peterset al., 1995!.

Psychometric functions predicted by the loudness-
detector model also resemble the data, but clear discrepan-
cies are apparent. As shown in Fig. 9, the probability for a
‘‘Yes’’ response increases from the false-alarm rate~chosen
to be 0.1, which is a typical value! to near 100% as the gap
duration increases about ten-fold. This agrees quite well with
data for low frequencies presented in Fig. 3. However, as
shown in the fifth column of Table I, the loudness-detector
model shows only a very small effect of frequency on the
predicted slope of the psychometric functions. This is con-
trary to the data in the third column of Table I, which show

FIG. 7. Normalized standard deviation of simulated output of the short-term
integrator after auditory filtering and compression of the three-ERB-wide
noise band used in the gap-detection experiments. The normalized standard
deviation is plotted as a function of center frequency. The solid line shows
an approximation calculated as 0.23/A1.4Wt.

FIG. 8. Predictions for gap detection by the loudness-detector model. The
solid line shows predictions obtained from the loudness-detector model
when threshold corresponds to thed8 calculated from the midpoint and
false-alarm rate obtained at each center frequency and the internal-noise
constant,s I , is 0.27. The circles show the average MDGs for three listeners
and are replotted from Fig. 5.

FIG. 9. Psychometric functions predicted by the loudness-detector model.
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a clear increase in the slope of the psychometric functions as
the frequency increases from 0.25 to about 2 kHz~see also
Fig. 4!. The measured psychometric functions at and above 2
kHz are about twice as steep as those predicted by the
loudness-detector model.

The discrepancy between the predicted and measured
psychometric functions may indicate that gap detection is not
based on a simple stationary transformation of the output of
the auditory filter. Certainly, it is reasonable to expect that
gap detection may be aided by the onset response elicited in
the auditory nerve by the abrupt rise of the trailing noise at
the end of a sufficiently long gap. Zhanget al. ~1990! inves-
tigated the auditory-nerve response to gaps in broadband
noise and found a vigorous response to the onset of the noise
at the end of the gap when the gap duration was somewhat
longer than the MDG. Because the onset response at the end
of the gap is absent for brief gaps but strong when the gap
duration exceeds the MDG, its effect on gap detection ought
to vary with the gap duration. The detection contribution by
the onset response must be small or absent for brief gaps, but
may be considerable for long gaps. Therefore, the onset re-
sponse is likely to make the psychometric functions steeper
than they would be if the onset response were absent.

The loudness-detector model makes no attempt to in-
clude the onset response. It is quite possible that the onset
response at the end of the gap is more vigorous at high than
at low frequencies. The auditory filters make the effective
rise time of the filtered stimulus faster as their absolute band-
widths increase with increasing frequency and the onset re-
sponse increases as the rise time decreases~Smith and
Brachman, 1982!. Given that the loudness-detector model
does not include this effect, it is not surprising that it fails to
predict the steep psychometric functions obtained at high
frequencies. A more realistic model should take into account
how the onset response contributes to detection of gaps with
various durations. To our knowledge, comprehensive para-
metric data that would allow quantitative modeling of this
important factor do not exist. Therefore, we believe that at-
tempting to include these effects in our model is not war-
ranted at present.

IV. SUMMARY

The present study measured three normal listeners’ psy-
chometric functions for detection of temporal gaps in band-
pass noises using a cued Yes–No procedure. The data were
compared to predictions by a loudness-detector model,
which based its decision on the output of a short-term inte-
grator acting on the compressed output of the auditory filters.
The results show that:

~1! The slope of the psychometric function for gap detection
increases with increasing center frequency up to about 2
kHz and remains approximately constant at higher fre-
quencies.

~2! Gap-detection thresholds—as determined by the mid-
point of the psychometric functions—decrease system-
atically with increasing center frequency.

~3! An energy-detector model employing the usual Gaussian
approximations fails to predict the data. Part of the fail-

ure results because the bandwidth-duration product at
low frequencies is too low for the approximation to be
valid when modern estimates of the auditory-filter band-
width and the short-term integration time are used.

~4! A loudness-detector model, which employs a compres-
sive nonlinearity at the output of the auditory filters, pro-
duces decision variables that closely follow Gaussian
distributions.

~5! The loudness-detector model produces reasonable pre-
dictions of gap-detection thresholds, except at 0.25 kHz
where the predicted threshold is considerably lower than
that obtained.

~6! The loudness-detector model also predicts the form of
the psychometric functions at low frequencies, but the
predicted increase in slope with increasing frequency is
much smaller than that obtained. This failure may indi-
cate that a realistic model of gap detection must take into
account how the onset response elicited in the auditory
nerve at the end of the gap grows with increasing dura-
tion of the gap.
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Tone-in-noise detection is severely degraded when only a few spectral components of the noise are
presented at random on each trial@Neff and Green, Percept. Psychophys.41, 409–415~1987!#. The
elevations in threshold are attributed to uncertainty regarding the noise caused by sparse sampling
of noise components—informational masking is the term used to describe the result. The present
experiment was undertaken to determine how informational masking is affected when sparse
sampling is from a set of common everyday sounds instead of noise. On each presentation a
different masker waveform of constant total power was synthesized from the magnitude and phase
of a fixed number,m, of spectral components~m52 – 921 across blocks of trials!. The components
were selected at random from 1 of 50 common environmental sounds~e.g., baby crying, door
slamming, phone ringing!, or 1 of 50 samples of Gaussian noise. Masked thresholds for a 1.0-kHz
signal in the presence of both types of maskers were obtained using an adaptive, two-interval,
forced-choice procedure. Results with noise replicated earlier, results showing largest elevations in
threshold for 10–20 sampled components. Results with everyday sounds showed a similar pattern
with thresholds elevated above those for noise by as much as 10 dB at the larger values ofm. The
differences in masked thresholds were systematically related to differences in the ensemble variance
of masker spectra, as predicted by a model previously applied to noise@Lutfi, J. Acoust. Soc. Am.
94, 748–758~1993!#. Not predicted was the result of a subsequent trial-by-trial analysis in which
9–11 dB less masking was observed for samples from everyday sounds rated as easily recognized
by listeners. The results suggest that listeners fail to exploit lawful dependencies among spectral
components of everyday sounds to aid detection, unless enough information is available for the
sound to be easily recognized. ©1999 Acoustical Society of America.@S0001-4966~99!04412-4#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Fe@SPB#

INTRODUCTION

Tone detection in noise can be severely degraded when
there is uncertainty regarding the noise waveform to be pre-
sented from trial to trial. The resultant elevation in threshold
is referred to asinformationalmasking~Pollack, 1975!. In a
typical experiment, high levels of noise uncertainty are cre-
ated by presenting only partial information regarding the
noise in the form of a small set of spectral components
sampled at random on each trial. Frequencies are often con-
strained to fall outside a band immediately surrounding the
signal so as to minimize energy-based masking of the signal
~cf. Patterson, 1976!. The number of sampled components is
critical. For 10–20 components, informational masking is at
a maximum, amounting to as much as 40 dB whether com-
ponents are presented simultaneously~Neff and Green,
1987! or sequentially~Watson and Kelly, 1981!. For larger
numbers of components, the amount of informational mask-
ing is significantly less. In this case, enough information is
presumably available regarding the noise that there is little
uncertainty associated with the small differences that remain
among the different noise samples played from trial to trial
~Green, 1988; Oh and Lutfi, 1998!.

The results of past studies using noise have often led to
speculation on the role of uncertainty in everyday listening.
Everyday sounds, afterall, can also vary quite unpredictably

from one moment to the next, and often yield only partial
information because of masking by other sounds. The popu-
lar view, however, is that results with noise are not likely to
generalize to everyday sounds~e.g., Watson, 1976!. Every-
day sounds, unlike arbitrary samples of noise, are highly
familiar; they also have a high degree of regularity or struc-
ture imposed on them by common physical laws governing
the resonance of the source. Both factors are expected to
reduce uncertainty associated with these sounds in the ab-
sence of complete information. Consider, for example, the
spectrograms of the three everyday sounds shown in Fig. 1.
The examples are representative of three types of structure
that are common to everyday sounds: harmonicity as in the
case of the car horn, amplitude modulation as in the case of
the door creak, and frequency modulation as in the case of
the baby cry.1 In all cases, the spectrograms are characterized
by a high level of redundancy or repetition which distin-
guishes them from Gaussian noise~first panel!. This suggests
that very little information~perhaps a few spectral compo-
nents! would be needed to infer the overall pattern and avoid
confusing the signal with a spectral component of the
masker. Reinforcing this view is that fact that each of these
types of structure has already been shown to reduce masking
of a tonal signal in noise~Moore et al., 1986; Hall et al.,
1984; Grose and Hall, 1990!.
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While such arguments are compelling, there are also rea-
sons to expect that everyday sounds would be more effective
than noise as informational maskers. First, it is important to
note that in past studies imposing structure on noise, the
structure itself was never uncertain, that is, it did not vary
across the different samples of noise. This is not true for
different samples of everyday sounds, as Fig. 1 makes clear.
Uncertainty regarding structure, like uncertainty regarding
any other aspect of the sound, might be expected to increase
the potential for informational masking. Second, for every-
day sounds increasing the number of sampled components
does not reduce gross differences among potential maskers
in the same way it does for noise; consequently, uncertainty
remains high even for large numbers of sampled compo-
nents. If listeners are uncertain regarding structure, and if
increasing the number of sampled components does not ap-
preciably reduce uncertainty, then one may reasonably ex-
pect that everyday sounds would produce more, not less,
informational masking, particularly when the number of
sampled components is large. This, in fact, is the prediction
of a model that has been successfully applied to the results
with noise ~Lutfi, 1993!. In the component relative entropy
~CoRE! model differences among maskers are quantified in
terms of the ensemble variance of masker spectra across tri-
als. Increasing the number of sampled components reduces
the ensemble variance for Gaussian noise, but has much less
effect for everyday sounds. Hence, the model predicts that
components sampled from everyday sounds should eventu-
ally produce more masking than components sampled from
noise as the number of components is increased. The goal of
the present study was to test these two very different predic-
tions regarding the effectiveness of everyday sounds as in-
formational maskers.

I. METHODS

A. Listeners

Five normal-hearing listeners, three males and two fe-
males, were paid at an hourly rate for their participation. The
ages of the listeners ranged from 20 to 37 years. The listen-
ers’ pure-tone air conduction thresholds were less than 15 dB
HL ~ANSI, 1989! between 150 and 8000 Hz in both ears. All
listeners participated in a previous study in our lab~Oh and
Lutfi, 1998! involving a very similar detection task.

B. Stimuli

The signal was a 1000-Hz tone. Any single masker was
a collection ofm spectral components selected at random
from 1 of 50 samples of Gaussian noise or 1 of 50 samples of
common everyday sounds. The everyday sounds were taken
from the ‘‘Living Sound Effects’’ CD set produced by Bain-
bridge Entertainment Co., Inc.~1983!. The labels given to
these sounds are listed in Table I. The everyday sounds were
selected to be brief in duration but recognizable. This was
confirmed in a pilot study. In that study, the listeners were
first allowed to read the list of labels for 50 sounds. After
studying the list, the sounds were presented in random order
and the listeners were asked to identify each without using
the list. All five listeners correctly identified all 50 sounds.

The procedure for synthesizing maskers was the same as
in our previous study~Oh and Lutfi, 1998!. The everyday
sounds and the samples of Gaussian noise were analyzed into
921 spectral components ranging from 0.1 to 10 kHz with a
resolution of 11 Hz. On each presentation a different masker
waveform of constant total power was synthesized from the
magnitude and phase of a fixed number,m, of these spectral
components selected at random~m52 – 921 in different
blocks of trials!. In different conditions components were
selected from the set of 50 common environmental sounds or
the 50 samples of Gaussian noise. Also, in different condi-
tions components within a critical band~920–1080 Hz! im-
mediately surrounding the signal were included or excluded.
It is common practice to exclude masker components falling
within a critical band surrounding the signal so as to reduce
energy-based masking of the signal not related to the effects
of masker uncertainty~cf. Neff and Green, 1987; Neff and
Callaghan, 1988!. Finally, the effect of phase was examined
by synthesizing masker components using their own phase
~preserved-phase condition! or the phase of an unrelated set
of randomly selected components~scrambled-phase condi-
tion!. As phase affects temporal structure it might be ex-
pected to influence the amount of informational masking ob-
tained using the everyday sounds. Altogether there were 8
conditions of the study~2 masker types32 critical band
conditions32 phase conditions!. A masking function ofm
was obtained for each listener in each condition using the
same set 50 Gaussian noise samples and 50 everyday sounds
from which to sample them components.

In all conditions, the signal and maskers were gated on
and off together with 10-ms, cos2 onset/offset ramps for a

FIG. 1. Reading from left to right.
Spectrogram of Gaussian noise, and
examples of three forms of temporal-
spectral structure common to the set of
everyday sounds: Harmonicity~fire
horn!, amplitude comodulation across
frequency~door creak!, and frequency
comodulation~baby cry!. The number
in the upper left-hand corner of each
panel indicates the number exemplars
falling in each category for the set of
sounds used in this study, as deter-
mined by visual inspection of the
spectrograms. The arrow on the left
indicates signal frequency.
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total duration of 370 ms. Average total power of maskers
was kept constant at 60 dB SPL, regardless of the number of
masker components. The signal and maskers were computer
generated and played over a 16-bit, digital-to-analog con-
verter ~Tucker Davis Technologies DD1! at a sampling rate
of 44.1 kHz. All stimuli were presented monaurally through
Sennheiser model HD-520 headphones to the ear having
lower threshold at 1000 Hz. The Sennheiser headphones
were calibrated using a loudness balancing procedure with a
TDH-49 earphone. All stimuli were presented to individual
listeners who were seated in a double-walled, IAC sound
attenuation chamber.

C. Procedure

On each trial, 2 of the 50 sound samples were selected at
random. For each sample, a fixed number of frequency com-
ponents was drawn at random on a linear frequency scale.
The phases and amplitudes of the selected frequency compo-
nents were then used to synthesize the maskers played on
each trial. The two maskers were presented to listeners sepa-
rated by a 500-ms silent interval. The signal occurred with
equal probability in the first or second interval. Listeners
were asked to indicate by key press which one of the two
intervals contained the signal. Visual feedback was presented
on a CRT after each response indicating whether the re-
sponse was correct or incorrect. Listeners were instructed to
use the feedback to aid their performance. In a further at-
tempt to aid listeners’ performance, the signal was presented
in quiet preceding each block.

An adaptive, two-interval, forced-choice procedure was
used to measure signal threshold in quiet and in the presence
of the maskers. The decision rule estimated the 70.7% point
on the psychometric function~Levitt, 1971!. The level of the
signal was controlled by a programmable attenuator~Tucker

Davis Technologies PA4! with an initial step size of 4 dB
reduced to 2 dB after the third reversal. A trial block con-
sisted of a total of 12 reversals, and threshold for that block
was designated as the average of the last 8 reversal levels.
Within an experimental condition, the number of masker
components was fixed. Threshold for each condition was the
average of five estimates obtained from five consecutive
blocks of trials. The order in which experimental conditions
were run was randomized. Ten blocks of trials were collected
within a single experimental session lasting approximately 1
h with breaks.

II. RESULTS

A. Individual masking functions

Figure 2 shows for each listener the masking functions
produced by the masker components sampled from noise
~open circles! and those sampled from everyday sounds
~filled circles!. Each circle gives the total masking for a fixed
number of masker components averaged over five blocks of
trials with standard errors. The masking functions on the left
are for the condition in which masker components within the
critical band centered about the signal~920–1080 Hz! were
excluded, and those on the right are for the condition in
which they were included. The masking functions for noise
with critical band components excluded were previously ob-
tained in the study by Oh and Lutfi~1998!. There are large
individual differences in total masking as is typical for this
type of detection task. In each case, however, the masking
functions for noise replicate the nonmonotonic relation be-
tween amount of masking and the number of masker com-
ponents. The functions for noise also show a broad peak at

TABLE I. Labels and categories for 50 common environmental sounds form5906 ~h5harmonic, am
5amplitude modulated, fm5frequency modulated!. Note: sounds were categorized according to their most
distinct feature as judged by the authors through visual inspection of the spectrograms; many of these sounds
have more than one feature.

Sounds rated
as easy to identify~5–6!

Sound rated
as hard to identify~1–2! Other sounds~3–4!

phone ringing h zipper closing fm bottles falling am
ray gun fm supermarket checkout am clock striking h
pop am door creak am cloth tear fm
timer h cash register am dog barking am
car horn h metal door slamming am electric drill h
gas station bell h pans falling am glass breaking am
native drums am door slamming am golf swings am
pouring liquid fm parking meter am gunshots am
birds chirping fm car door closing am struck nail am
siren h firecracker am pinball machine am
train warning bell h boxes falling am sanding wood am
water in brook am paper tear fm scooter revving fm
helicopter hovering h baby crying fm winding up music box am
train whistle h paper cutter fm wood dropping am
ice tinkling in glass am zipper opening fm camera shutter fm

applause am
bowling ball am
small waterfall am
mailbox squeak fm
windshield wipers am
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20–40 components similar to the masking functions obtained
in nearly identical conditions by Neff and Callaghan~1988!
and Neff and Green~1987!.

The masking functions obtained with everyday sounds
are similar in shape to those for noise and also peak at be-
tween 20–40 components. However, where the number of
components is greater than 40 these functions are consis-
tently elevated above those for noise. The difference in
masked thresholds for the two types of maskers is greatest
where the number of components is the largestm
5906, 921). At this point, the maskers sampled from every-
day sounds produce as much as 10 dB more masking than
those sampled from noise for some listeners. As for the
noise, overall less masking is obtained when critical-band
components are excluded. However, the general pattern of
results is the same whether critical-band components are ex-
cluded or included.

Figure 3 shows the effect of phase for the maskers

sampled from everyday sounds. Filled circles give total
masking when the phase of each masker component is pre-
served, and open circles give total masking when the phase is
scrambled. Listener LJJ was not able to participate in this
part of the study. Scrambling the phase of spectral compo-
nents of the everyday sounds has little or no influence on
listeners’ performance. This is true whether critical-band
components are excluded or included~right panels!.

B. Predictions of the CoRE model

Lutfi ~1993! has shown that many results from studies of
informational masking conducted over the last 25 years are
well described by a model that makes relatively few assump-
tions about the detection process. According to the compo-
nent relative entropy~CoRE! model listeners adopt a
maximum-likelihood decision rule for any given detection
task, but implement this rule imperfectly because of an in-
ability to ignore irrelevant information that varies from one
presentation to the next. Specifically, listeners are assumed
to integrate information in the maximum-likelihood statistic
within an ‘‘attentional’’ bandwidth~W! that far exceeds the
physical bandwidth of the signal. For masker components
sampled from everyday sounds it is not easy to identify what
a maximum-likelihood decision rule might be. Nonetheless,

FIG. 2. Individual masking functions with standard errors for the maskers
sampled from everyday sounds~filled circles! and Gaussian noise~open
circles!, and for the conditions in which critical-band components were ex-
cluded~left!, and included~right!.

FIG. 3. Individual masking functions with standard errors when the phase of
each masker component was preserved~filled circles! and when the phase
was scrambled~open circles!; critical-band components excluded~left!, and
included~right!.
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it is possible to use the model to make predictions under the
assumption that the listener’s decision rule is not different
from that for noise. In this case, individual spectral compo-
nents of the everyday sounds would be treated as statistically
independent when, of course, they are not. However, to the
extent that listeners actually ignore these statistical depen-
dencies, the model’s predictions should agree with the data
obtained for everyday sounds. In this way the role of such
statistical dependencies, in particular the role of lawful struc-
ture on detection, can be evaluated.

Predictions of the CoRE model for the noise-sampled
maskers of the present experiment have been developed by
Oh and Lutfi~1998!. We review the outcome of this deriva-
tion here and refer the reader to the previous paper for de-
tails. Under the assumption that individual spectral compo-
nents of maskers are random and statistically independent
the prediction for total maskingT is given by

T5E1d8AnsL , ~1!

whereE is the amount of energy-based masking in dB,n is a
free parameter representing the number of independent audi-
tory filters over which listeners integrate information within
W, d8AnsL is the predicted amount of informational mask-
ing ~I!, andd850.78 is the index of detectability correspond-
ing to 70.7% correct in the adaptive, two-interval, forced-
choice task~Levitt, 1971!. The amount of energy-based
maskingE increases monotonically with the numberm of
masker components. It is estimated, as in the previous paper,
using a three-parameter roex filter for a typical normal-
hearing adult~Pattersonet al., 1982!. The predicted amount
of informational maskingI varies proportionally withsL , a
measure of the effective spectral variation across maskers
within the attentional band. Formally,sL is the expected
value of the standard deviation in masker level~in dB! at the
output of any auditory filter within the bandwidthW. The
value ofsL is computed directly from the power spectra of
maskers and varies nonmonotonically withm. The point at
which sL reaches its maximum value in this case is largely
determined by the bandwidth of the auditory filter and the
size of the attentional bandW.

The top panel of Fig. 4 shows the predictions of the
CoRE model for the data averaged across the five listeners
when masker components are sampled from noise~open
circles, dashed curves! and when they are sampled from ev-
eryday sounds~filled symbols, continuous curves!. The data
and predictions are from the condition where critical-band
components are excluded. For comparison to the previous
results of Oh and Lutfi~1998!, the values of the two free
parameters of the model are the same as those used in that
study~W50.1– 2.5 kHz andn51.64!. The fits to the data are
good given that these listeners represent only a subset of the
listeners of the previous study. In particular, the model ac-
counts rather nicely for the increasing difference in masked
thresholds for the two types of maskers as the number of
masker components is increased. The bottom panel of Fig. 4
shows that the predicted difference is due predominately to
the variation insL for each type of masker. The bottom two
curves in this panel give the predicted amount of informa-
tional masking for each type of masker proportional tosL .

For noise, the spectra of maskers become more alike as the
number of masker componentsm is increased beyond 20. In
the limit asm is increased all noise-sampled maskers have
essentially flat spectra, hencesL and the amount of informa-
tional masking decrease and converge to zero~dashed
curve!. For everyday sounds, the differences among masker
spectra are less affected by the number of components
sampled, andsL does not converge to zero. Hence, the
amount of informational masking decreases withm at a
slower rate and never reaches zero~continuous curve!. These
results are to be compared with estimates for energy-based
masking which are essentially the same for the two types of
maskers~top pair of curves!. The prediction for total mask-
ing in this case is simply the dB sum of the energy-based and
informational masking@cf. Eq. ~1!#.

To test the models predictions for the effects of energy-
based masking, Fig. 5 shows the data and predictions for the
maskers sampled from noise with critical-band components
included ~filled circles, continuous curves! and excluded
~open circles, dashed curves!. Eliminating critical-band com-
ponents in this case results in approximately 4–6 dB reduc-
tion in masking roughly independent of the number of
masker components. The model accounts reasonably well for
this result. The model also predicts that the reduction in total
masking should be attributed entirely to a reduction in
energy-based masking, inasmuch as the estimates ofsL are
not significantly affected by the inclusion or exclusion of a
small number of critical-band components~bottom panel of
Fig. 5!. Similar effects are obtained for the maskers sampled
from everyday sounds. Finally, it should be noted that be-

FIG. 4. Top panel: Predictions of the CoRE model for the data averaged
across the five listeners when masker components are sampled from noise
~open circles5data, dashed curves5prediction! and from everyday sounds
~filled symbols5data, continuous curves5predictions! with critical band
components excluded. The estimated values of the two free parameters of
the model areW50.1– 2.5 kHz andn51.64 ~see Oh and Lutfi, 1998 for
details regarding the model!. Bottom panel: The predictions of the CoRE
model in the top panel are broken down into contributing estimates of in-
formational and energy-based masking.
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causesL is computed exclusively from the magnitude spec-
tra of maskers, the CoRE model predicts no effect of phase
for the maskers sampled from everyday sounds~cf. Fig. 2!.

C. Effect of familiarity

So far our analysis has focused on differences in the
acoustic properties of noise and everyday sounds, their struc-
ture and variability. We have yet to consider the possible role
of differences in listeners’ familiarity with these sounds as
maskers. It is well known that masker familiarity can signifi-
cantly reduce informational masking~Spiegel and Watson,
1981!. One might have expected, therefore, that the maskers
sampled from everyday sounds would have produced less,
not more, masking than those sampled from noise. One
would only expect this to be true, however, to the extent that
the maskers continued to be recognized as everyday sounds.
As fewer components made up these maskers the sounds
must have become unrecognizable at some point. Hence, to
properly evaluate the effect of familiarity it is necessary to
obtain some estimate of how well the maskers were recog-
nized by listeners.

In a followup experiment listeners were asked to rate
their ability to recognize the maskers sampled from the ev-
eryday sounds~phase preserved!. On each trial the listener
was presented a single masker sample with its correct label
presented on the CRT. The listener was asked to judge on a
six-point scale how well they could identify the sound as the
given label—1 being ‘‘very poor,’’ and 6 being ‘‘very well.’’
In the early stages of this experiment it appeared that only
maskers comprised of more than 100 components would
ever be judged as having a measure of recognition better
than 1—very poor. We decided, therefore, to concentrate

data collection on the two cases,m5400 and 906, where
listeners more often gave a rating greater than 1. In both of
these cases the listeners judged three masker samples of each
of the 50 everyday sounds. We then chose form5906 the 15
everyday sounds rated as most easy to identify~rating 5–6!
and the 15 rated as least easy to identify~rating 1–2!. These
are shown in Table I along with an identification of the type
of temporal-spectral structure in each case. Form5400 we
chose only ten sounds in each category; however, the ratings
were much the same as form5906. The previously obtained
data were then analyzed on a trial-by-trial basis for the
maskers sampled from these sounds.

Figure 6 shows the results of this analysis where percent
correct versus signal level is plotted for each sound in each
category. The figure shows a clear detection advantage for
the sounds reported as most easily recognized by listeners
~filled circles! compared to those rated as least easily recog-
nized ~open circles!. Estimates of signal threshold in each
case~asterisks! indicate an 11-dB detection advantage for the
easily recognized sounds with 400 components, and a 12-dB
advantage for the easily recognized sounds with 906 compo-
nents. The results are suggestive of an effect of familiarity,
but are not conclusive. Note, in particular, from Table I that
a disproportionate number of the sounds rated as easily rec-
ognized also had harmonic structure. It is not possible to say,
therefore, whether it was the harmonic structure or the ability
to recognize these sounds that was responsible for the detec-
tion advantage in these conditions.2 We return to this ques-
tion in the discussion.

FIG. 5. Same as Fig. 4 except predictions of the CoRE model are given for
maskers sampled from noise with critical-band components included~filled
symbols! and excluded~open symbols!.

FIG. 6. Psychometric functions estimated from the trial-by-trial data for
sounds rated as easy to recognize~filled circles! and for sounds rated as hard
to recognize~open circles!. The upper panel shows psychometric functions
for maskers with 400 components~10 maskers for each category!, and the
lower panel shows psychometric functions for maskers with 906 compo-
nents ~15 maskers for each category!. Asterisks give estimates of signal
threshold in each case.
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III. DISCUSSION

The interest in everyday sounds in this study largely
derives from the intrinsic properties that distinguish these
sounds from random samples of Gaussian noise—their
temporal-spectral structure and to a lesser extent their famil-
iarity. For the unstructured, unfamiliar sound uncertainty is
likely to be high, particularly when, as in the case of sparse
sampling, only partial information is available. For an every-
day sound, however, a familiar pattern of temporal-spectral
variation provides a means by which a listener might resolve
uncertainty by inference—that is, by using the partial infor-
mation to draw reasonable expectations regarding the infor-
mation that is missing. In this way the listener may avoid
often confusing spectral components of the signal with those
of the noise. The question for the present study is how much
information reduction is possible before this process breaks
down. The answer based on these results appears to be very
little. Even with nearly complete information regarding the
sound (m.200), listener performance is consistent with that
of an observer that treats the everyday sounds as having the
same statistical properties as Gaussian noise. Hence, at least
for these conditions, listeners do not appear able to take ad-
vantage of lawful or known relations among individual spec-
tral components of the maskers to segregate those compo-
nents from the signal. This conclusion is further reinforced
by the failure to show any effect of scrambling phase in this
study.

The present results contrast with those from past studies
suggesting that listeners require very little information in a
natural sound to reduce uncertainty regarding the source.
Freed~1990!, for example, indicates that listeners are able to
judge the hardness of mallets used to strike metal cooking
pans based solely on the relative ratio of high- to low-
frequency energy in the sound. Similarly, Repp~1987! re-
ports that listeners are able to distinguish among different
hand positions based on the presence and extent of low-
frequency peaks in hand-clap spectra. Liet al. ~1991! sug-
gest that listeners use the shape of the spectral peaks to iden-
tify the gender of a walker, and Warren and Verbrugge
~1984! claim that listeners can distinguish between bottles
breaking or bouncing based solely the time pattern of the
sounds. Given such reports, one might have expected that
fewer spectral components of the everyday sounds would be
required to reduce masker uncertainty in this study.

Why then were the listeners of the present experiment
not better able to exploit the partial information from the
everyday sounds? It seems unlikely that insufficient informa-
tion was the reason. Consider, for example, that form
5921 the frequency spacing among components is 11 Hz—
too small to expect that individual spectral components
would be separately resolved and that the temporal-spectral
structure would, therefore, not be available. There is an al-
ternative explanation. In all past studies showing an effect of
structure, the structure itself was never in doubt to the lis-
tener. The common practice has been to present one and the
same structure across an entire block of trials. Such is not the
case in the present study for the everyday sounds. We have,
for example, identified three types of structure, each very
different from the next, that have different probabilities of

occurrence on any given trial. Even within these types, the
differences in structure are much greater than have existed in
the past studies. It seems likely then that our failure to show
a substantial detection advantage with everyday sounds re-
flects the listener’s continued uncertainty regarding structure,
rendering such structure ineffective. The obvious followup
study would be a replication wherein masker components are
randomly selected from a single everyday sound with clearly
recognized structure. Uncertainty regarding noise structure
has not been adequately addressed in past studies of tone-in-
noise masking. This would seem an important next step as
everyday listening must involve varying degrees of knowl-
edge regarding not only the individual waveforms, but also
the general temporal-spectral structure of the ambient noise.

Finally, there is one result of this study that deserves
special consideration. For the subset of the everyday sounds
rated as easy to recognize by these listeners (m5400,906)
substantially less informational masking was found than for
the subset rated as difficult to recognize. There at least two
ways to interpret this result. The first, and most obvious, is to
conclude that recognition is a necessary condition for an ef-
fect of structure. The notion is appealing, but is not sup-
ported by studies using noise. Hallet al. ~1984!, for example,
have shown that the release from tone masking resulting
from comodulation of noise components increases as more
components are added to the noise. What is being ‘‘recog-
nized’’ in this case is clearly not individual noise waveforms,
but rather some aspect of the noise structure that allows the
listener to segregate the signal from the noise as more noise
components are made available. So too we might expect that
a listener could take advantage of structure in a collection of
everyday sounds at some point without having to recognize
the individual waveforms. This leads to the second interpre-
tation which is that structure is responsible for the release
from masking and recognition is merely a by-product of an
easily resolved structure. While this later interpretation ap-
pears more likely, the present data do not weigh heavily in
favor of one or the other interpretation with regard to every-
day sounds.

IV. SUMMARY

The results of the present study replicate earlier results
showing a nonmonotonic relation between the amount of
masking of a tonal signal and the numberm of masker com-
ponents randomly sampled from Gaussian noise. The new
result is that form.40 the amount of masking is 4–10 dB
greater when maskers, equal in power to the noise, are
sampled from a small set of recognizable everyday sounds.
A follow-up experiment also showed that the noise advan-
tage is essentially eliminated for everyday maskers rated by
listeners as easy to recognize. Except perhaps for this later
result, the data are well described by a model in which the
everyday sounds are treated as having the same statistical
properties as the Gaussian noise. The results suggest that
uncertainty regarding stimulus structure may play at least as
important a role in informational masking as uncertainty re-
garding waveforms with common structure.
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The auditory continuity phenomenon occurs when listening to a series of alternating high- and
low-level tones: instead of perceiving this intermittence, listeners often report hearing a continuous
tone upon which is superimposed a series of intermittent tones. The temporal limits to the perception
of this phenomenon are investigated, as well as effects of task instructions on it. A
loudness-matching paradigm developed previously@McAdams et al., J. Acoust. Soc. Am.130,
1580–1591~1998!# provided both an objective indication of this phenomenon and an indication of
its strength. In the studies reported here, the phenomenon was observed reliably when the low-level
tones were at least half the duration of the high-level tones: the greater the duration ratio between
low-level and high-level tones, the stronger the phenomenon. Duty-cycle duration did not affect the
strength of this phenomenon. It proved to be particularly robust as its strength was unaffected by
task instructions, level of expertise, and repetition. A model is proposed in which adjusted levels
depend on the relative levels of the high- and low-level tones weighted by relative duration and
attentional focusing. ©1999 Acoustical Society of America.@S0001-4966~99!00412-9#

PACS numbers: 43.66.Cb, 43.66.Mk, 43.66 Lj@SPB#

INTRODUCTION

The phenomenon of auditory continuity or auditory in-
duction may occur when listening to a series of alternating
high- and low-level tones: instead of perceiving this alterna-
tion, listeners often report hearing a continuous low-level
tone upon which is superimposed a series of intermittent
tones~Thurlow and Elfner, 1959; Warren, Obusek, and Ack-
roff, 1972!. Traditional loudness models~Zwicker, 1977!
have difficulty accounting for this continuity phenomenon
~henceforth referred to simply as ‘‘the phenomenon’’!. How-
ever, Warren~1982! proposed an explanation in terms of a
subtractive process derived from his auditory induction
theory which proposes that a portion of the internal represen-
tation of the louder sound is subtracted or reallocated to
serve as a substrate for synthesis of the apparently continu-
ous fainter sound. Bregman~1990! has also proposed a the-
oretical framework which can interpret these findings: the
auditory system organizes the auditory scene before comput-
ing perceptual attributes of events. Thus, the phenomenon
occurs because of a bottom-up perceptual mechanism which
he has called the ‘‘old-plus-new’’ listening strategy: the
‘‘old’’ information is composed of the low-level tones and

an equivalent part of the high-level tones, and the ‘‘new’’
information is composed of the remaining part of the high-
level tones. The auditory system considers that the old infor-
mation does not stop, but continues throughout the time pe-
riod occupied by the new information. An interpolation is
performed between the properties of the low-level sounds
occurring before and after the interrupting sound~Ciocca and
Bregman, 1987!. Thus, the high-level tones are in fact sepa-
rated into two parts: one attributed to the continuous tone
and one attributed to the intermittent tones.

The old-plus-new strategy allows two predictions con-
cerning the perception of the phenomenon. First, it should
only be perceived if the old events~the low-level tones! are
well established. Thus, the longer the old tones are in rela-
tion to the new tones, the stronger should be the phenom-
enon. Second, it should be very robust because it results
from a relatively low-level process, occurring before loud-
ness attribution. Thus, it should be:~1! observed in all sub-
jects,~2! unaffected by task constraints and instructions, and
~3! unaffected by training and practice.

Previous studies have examined some limiting factors to
the perception of this phenomenon: it does not occur if the
high- and low-level tones are separated from each other by
short pauses and nonabrupt transitions, or are presented to
separate ears. It only occurs if the two sets of tones differ by
certain level differences and are in the same spectral range
~Bregman and Rousseau, 1991; Houtgast, 1972; McAdams,
Botte, and Drake, 1998; Thurlow, 1957; van Noorden, 1977;
Verschuure, Rodenburg, and Maas, 1976; Warren, 1984;
Warrenet al., 1994; Warren, 1999!. To our knowledge, few

a!Preliminary work leading to this study was reported at the 4th French
Congress of Acoustics, Marseille~C. Drake and S. McAdams, ‘‘The Con-
tinuity illusion: Role of temporal sequence structure,’’ Actes du He Con-
grès Franc¸ais d’Acoustique, Marseille, 1997, Vol. 1, pp. 519–522!.

b!Address correspondence to C. Drake, Laboratoire de Psychologie Expe´ri-
mentale, 28 rue Serpente, 75006, Paris, France. Electronic mail:
drake@idf.ext.jussieu.fr
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studies have systematically studied the role of temporal fac-
tors in the continuity phenomenon. McAdamset al. ~1994,
1998!, for example, found that the phenomenon was ob-
served under all temporal conditions examined: the high-
level tones were equal to or shorter in duration than the low-
level tones~high/low duration ratios of 100/100, 200/200,
100/300, and 100/700 ms!. In the present study, we examine
two temporal factors that may play a determining role in
whether or not the continuity phenomenon is observed: the
relative duration of high- and low-level tones and the total
duty-cycle duration~duration of high-level tone plus duration
of low-level tone!. We therefore examine instances where
the high-level tones are both longerand shorter than the
low-level tones and where the duty cycle ranges from short
~150 ms! to long ~2100 ms!. We also examine the robustness
of the phenomenon by comparing the role of instructions
given to the subjects~instructions explicitly concerning the
continuity phenomenon and instructions emphasizing the
rhythmic structure without reference to the phenomenon!. In
addition, we also investigated the role of experience in this
sort of task~by comparing experts and novices!, and even-
tual improvements over repeated measures.

We establish whether or not listeners perceived the phe-
nomenon by using a paradigm developed previously~McAd-
amset al., 1998!. A similar paradigm was developed inde-
pendently by Warrenet al. ~1994!, except that they used a
modified method-of-limits procedure rather than an adjust-
ment paradigm. In our paradigm, we measured the perceived
loudness of various components of the stimulus: listeners
were asked to adjust the loudness of~a! a continuous sound
to equal that of the perceived continuous tone in the refer-
ence sequence, and~b! the loudness of an intermittent se-
quence to equal that of the perceived intermittent sequence in
the reference sequence. Two distinct adjustment patterns
were observed depending on the percept. When listeners per-
ceived the phenomenon, the level of the continous tone was
adjusted very near the level of the low tones, but the level of
the intermittent tone was systematically adjusted well below
that of the high tones, as predicted by the old-plus-new hy-
pothesis. When listeners did not perceive the phenomenon,
the level of both components of the reference sequence was
adjusted near the physical values. In the present study, we
use this method to identify the temporal conditions under
which listeners perceive the continuity phenomenon.

I. EXPERIMENT 1: RELATIVE DURATION OF HIGH-
AND LOW-LEVEL TONES

Previous studies have shown that the phenomenon is
perceived when the low-level tones~old events alone! have
the same duration as or are longer than the high-level tones
~old and new events together!. We predict that the phenom-
enon will disappear in the opposite configuration when the
low-level tones are shorter than the high-level tones, because
the old events are not temporally well established. We there-
fore measure listeners’ loudness matches to parts of the ref-
erence sequence in order to establish the conditions under
which they perceive the phenomenon. We identify whether
or not listeners perceive the phenomenon by measuring the
precision with which they match the levels: previous work

has established two distinct level-matching patterns when
subjects perceive and do not perceive the phenomenon. Two
groups of subjects were examined~novices and experts! to
test the role of expertise, and six repeated measures were
made to test the role of practice.

A. Method

1. Subjects

All eight subjects reported normal hearing. They were
all psychology students at the Universite´ René Descartes.
Subjects were divided into two equal-sized groups: the
‘‘novices’’ had not previously participated in psychoacoustic
experiments, and the ‘‘experts’’ had previously participated
in auditory experiments~at least 10 h, but not on the conti-
nuity phenomenon! and were musically experienced~had
been playing an instrument for at least 5 years!.

2. Apparatus

Sinusoidal signals were synthesized at a sampling rate of
20 kHz with 16-bit resolution on an Oros DSP card con-
trolled by a Compaq computer. In the case of alternating-
level signals, high and low bursts were processed in different
channels. The signals were then filtered with a Kemo
VBF/24 bandpass filter with cutoff frequencies of 930 and
1070 Hz and248 dB/oct slopes. The filtering of the signals
served for antialiasing. The filtered signals were then routed
through Charybis D programmable attenuators with 0.25-dB
resolution that were controlled by the computer. The final
signals were mixed and sent to both earpieces of a TDH-49
headset. Experimental sessions took place in an IAC single-
walled sound-isolation chamber. Subjects adjusted levels for
comparison stimuli with a single-turn potentiometer and sig-
naled their satisfaction with the adjustment by pressing a
button on the response box. At this point the computer pre-
sented the next trial. Levels at each earpiece were verified
using a Bruel & Kjaer 4153 artificial ear and 2230 sound-
pressure meter.

3. Stimuli

Sequences were composed of 1-kHz pure tones with
overlapping 5-ms linear onset and offset ramps. Reference
sequences with alternating levels were composed of eight
low-level tones interleaved with seven high-level tones. The
duration of the short tones was 50 or 100 ms, and the dura-
tion of the long tones was 300, 700, or 1500 ms. All combi-
nations of short and long tones were tested, giving 12 dura-
tion conditions illustrated in Fig. 1. Six of these duration
conditions corresponded to the ‘‘classic’’ configuration
where the high-level tones were shorter than the low-level
tones~in which continuity is usually reported!, and the other
six duration conditions corresponded to an ‘‘inverted’’ con-
figuration where the high-level tones were longer than the
low-level tones. The total duration of the sequences de-
pended on the duration combinations, varying between 2.5
and 11.2 s. The sound level of the low-level part of the
reference stimulus was varied randomly from trial to trial
within the set 606$1,3,5% dB. In all analyses and plots, lev-
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els are presented relative to the mean of the roving range~60
dB!. The high-level tones were 6 dB higher than the low-
level tones.

There were two types of comparison sequences:~1! a
continuous tone of the same total duration as the reference
sequence, or~2! an intermittent sequence with tones having
the same duration as the high-level tones of the reference
sequence and being separated by pauses of the same duration
as the low-level tones of that sequence. They were presented
at an initial level of 606$7,8,9,10% dB to avoid response
bias. The reference and comparison sequences were sepa-
rated by 800 ms, and the next reference sequence followed
1500 ms later.

4. Procedure

Half the subjects~two experts and two novices! com-
pleted experiment 1 the first day, and then experiment 3
about a week later. The other half of the subjects completed
the two experiments in the opposite order. The first experi-
mental session was preceded by afamiliarization phasein
which all the stimuli were presented to the subjects. They
were questioned as to what they heard in order to verify
whether or not auditory continuity was perceived for each
duration condition. The familiarization phase was followed
by a test phasecomposed of 72 trials~6 duration conditions,
2 stimulus configurations, 6 repetitions!. Each trial consisted
of the repeated alternation between the reference and com-
parison sequences. During this alternation, the level of the
comparison sequence could be adjusted with a single-turn
potentiometer. Subjects could listen to the alternation as
many times as necessary to make a satisfactory match, at
which point they signaled the computer to record the level of
the comparison sequence by pressing a button. The listener
aligned the turnpot to a fixed reference point at the beginning
of each trial. Subjects were instructed to~a! match the loud-
ness of the intermittent comparison sequence to that of what
they perceived as intermittent in the reference sequence, or
~b! match the loudness of the continuous comparison se-
quence to that of what they perceived as continuous in the

reference sequence. The stimuli were presented in a random
order. Six measures were made in each experimental condi-
tion. The dependent measure was the adjustment ‘‘error’’~in
dB! between the adjusted level of the comparison sequence
~intermittent level5LI ; continuous level5LC! and that of
the targeted part of the reference sequence~low level5LL ;
high level5LH! ~error5LL2LC or LH2LI!. The experiment
lasted about 2 h per subject, with a pause halfway through
the session.

B. Results

1. Subjective descriptions

In the familiarization phase at the beginning of the first
experimental session, subjects were asked to describe the 12
sequences. No reference was made to the continuity phenom-
enon. In the classic configurations, 94% of the responses
indicated the phenomenon, whereas only 42% indicated the
phenomenon in the inverted configurations. The percentage
reports of the phenomenon were more divergent across the
two classes of stimuli for the expert group than for the nov-
ice group ~classic: novices588% and experts5100%, in-
verted: novices563% and experts521%!, and were inde-
pendent of the temporal combination.

2. Classic configuration

Figure 2 shows the mean adjusted levels for the classic
and inverted duration conditions. For thecontinuousadjust-
able tones, matches were extremely accurate~mean
adjustment559.9 dB; mean adjustment error559.9260.0
520.1 dB!. A single-samplet-test revealed that the mean
adjustment error did not differ significantly from zero. The
matched level did not vary with the duration conditions: a
mixed analysis of variance~ANOVA ! on the mean adjust-
ment errors by group~novices/experts!, duration of high-
level tones~50 or 100 ms!, duration of low-level tones~300,
700, or 1500 ms!, and repetition~6! revealed no significant
differences.

However, for the intermittent adjustable sequence,
matches were quite different from the physical levels~mean
adjustment560.8 dB; mean adjustment error560.8266.0
525.2 dB!, indicating that subjects systematicallyunderes-
timated the level of the intermittent tones. A single-sample
t-test revealed that the mean adjustment error differed sig-
nificantly from zero @t(7)55.6; p,0.001#. A mixed
ANOVA on the mean adjustment errors by group~novices/
experts!, duration of high-level tones~50 or 100 ms!, dura-
tion of low-level tones~300, 700, or 1500 ms!, and repetition
~6! revealed no significant differences between the two
groups of subjects or over the six repetitions. The duration of
the high-level tones did not influence the matches but the
duration of the low-level tones did@F(2,12)59.17, p
,0.01#: Fig. 2 shows that the longer the low-level tones, the
greater the adjustment error~difference fromLH!.

Thus, in these classic conditions, adjustment errors cor-
responded to the patterns expected if subjects were experi-
encing the continuity phenomenon. The phenomenon was
greater when the low-level tones were longer.

FIG. 1. Experiments 1 and 3: Stimuli used in the classic and inverted con-
figurations~high-and low-level tone durations in ms!.
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3. Inverted configuration

For thecontinuousadjustable tones, systematic adjust-
ment errors were observed~mean adjustment562.9 dB;
mean adjustment error562.9260.0512.9 dB!, indicating
that contrary to the classic conditions, subjects systemati-
cally overestimatedthe level of the continuous tones. A
single-samplet-test revealed that the mean adjustment error
differed significantly from zero@t(7)57.4, p,0.001#. A
mixed ANOVA on the mean adjustment errors by group
~novices/experts!, duration of high-level tones~300, 700, or
1500 ms!, duration of low-level tones~50 or 100 ms!, and
repetition~6! revealed only a significant effect of high-level
tone duration @F(2,12)510.24, p,0.01#: the longer the
high-level tone, the higher the level match of the continuous
tones.

For the intermittent adjustable sequence, systematic
matches were also observed~mean adjustment564.5 dB;
mean adjustment error564.5266.0521.5 dB!, indicating
that subjects systematicallyunderestimatedthe level of the
intermittent tones. A single-samplet-test revealed that the
mean adjustment error differed significantly from zero
@ t(7)58.7, p,0.001#. A mixed ANOVA on the mean ad-
justment errors by group~novices/experts!, duration of low-
level tones~50 or 100 ms!, duration of high-level tones~300,
700, or 1500 ms!, and repetition~6! revealed no significant
differences between the two groups of subjects or over the
six repetitions. As for the continuous adjustable tones, the
duration of the low-level tones did not influence the matches
but the duration of the high-level tones did@F(2,12)
522.96,p,0.001#: the longer the high-level tone, the higher
the adjusted level of the intermittent tones.

Thus, in these inverted conditions, adjustment errors did

not correspond to the patterns expected if subjects were ex-
periencing the continuity phenomenon. Instead, the matches
suggest that subjects were adjusting to an intermediate level,
the estimation of which was affected by the duration of the
high-level tones.

C. Discussion

We have identified some temporal constraints on the
continuity phenomenon: it is only observed if the old infor-
mation temporally dominates the new information, that is,
the low-level tones must be equal to or longer than the high-
level tones. The strength of the phenomenon varied with the
temporal sequence structure. Greater underestimations of the
level of the intermittent sequence were observed when the
low-level tones were longer, suggesting a stronger phenom-
enon. This could be due either to the ratio between the du-
rations of the high- and low-level tones, or to the increased
duration of the duty cycle. Experiment 2 will separate these
two factors. However, when the phenomenon was not per-
ceived, listeners adjusted both the high- and low-level tones
towards an intermediate level which increased with longer
durations. The adjustment behaviors are thus both quantita-
tively and qualitatively different for the two classes of
stimuli ~those that induce the phenomenon and those that do
not!.

In order to investigate the relation between subjective
reports of the illusion and adjustment errors, two adjustment
data sets were created: for each of the 12 temporal condi-
tions, subjects were classified according to whether they re-
ported the phenomenon or not. Very similar patterns of over-
and underestimation were observed in the two data sets, once

FIG. 2. Experiment 1: Solid-line curves represent mean levels adjusted to match the loudness of the continuous and intermittent comparison sequences for the
six duration conditions. The data are averaged over groups, repetitions, and the short-tone durations~50 and 100 ms!. Note that the abscissa corresponds to
the durations of the longer tones~low-level for the classic configurations and high-level for the inverted configurations!. Horizontal lines indicate physical
levels of low- and high- level tones in the reference sequences. Error bars~where visible! indicate61 standard error. Dashed and dotted curves represent
predictions based on subject means weighted for duration with attentional focus on high-level~dashed! and low-level~dotted! parts of the reference sequence
~see Sec. V!.
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again emphasizing the fundamental nature of this phenom-
enon.

For the classic conditions, the phenomenon was surpris-
ingly robust because it was not influenced by listeners’ ex-
perience with listening to sequences~novice/expert!, nor by
repeated exposure to the phenomenon~repetitions!. How-
ever, the instructions in this experiment may have facilitated
the phenomenon because subjects were asked to adjust a
continuous tone, thus emphasizing the phenomenon. In fact,
this may have led to confusion for the listeners in the in-
verted conditions where they reported hearing the continuity
phenomenon only 42% of the time. Instructions which do not
orient the listener toward the phenomenon will be used in
experiment 3.

II. EXPERIMENT 2: DUTY-CYCLE DURATION OR
DURATION RATIO?

In experiment 1, we examined two extreme temporal
conditions: in the classic configuration the high-level tones
were very short~50 or 100 ms! and in the inverted configu-
ration the low-level tones were very short~50 or 100 ms!.
We observed two distinct percepts~phenomenon or no phe-
nomenon!. But what happens between these two extremes?
Does the phenomenon become progressively less strong as
the temporal conditions change or is there an abrupt passage
from the presence to the absence of the phenomenon? We
tested these two possibilities by examining a range of se-
quences which varies systematically along two continua: the
total duty-cycle duration and the duration ratio between
high- and low-level tones.

A. Method

Eight new novice subjects with normal hearing partici-
pated in the experiment. They were all psychology students
at the Universite´ RenéDescartes. The same apparatus and
procedure was used as in experiment 1. Fifteen sequences
were constructed which varied in the duty-cycle duration and
ratio between the duration of high- and low-level tones.
Three duration ratios were examined: ‘‘classic,’’ where the
high-level tones were half the duration of the low-level tones
~ratio 1:2!, ‘‘equal,’’ where the high- and low-level tones
were the same duration~ratio 1:1!, and ‘‘inverted,’’ where

the high-level tones were twice as long as the low-level tones
~ratio 2:1!. For each duration ratio, the duty cycle varied in
total duration~ratios 1:2 and 2:1—50/100, 100/200, 150/300,
300/600, 350/700, 700/1400 ms, ratio 1:1—100/100, 300/
300, 700/700 ms!. All other experimental details were iden-
tical to experiment 1.

B. Results

1. Subjective descriptions

Subjects were asked to describe each temporal combina-
tion. Contrary to expectations~the phenomenon should only
be perceived if old temporally dominates the new, i.e., only
in classic and equal conditions!, all subjects described per-
ceiving the phenomenon in all 15 duration conditions, with
the exception of two subjects in the 50/100-ms condition
who were unable to describe the sequence.

2. Duty-cycle duration

Figure 3 shows the mean adjusted levels averaged across
the three duration ratios for each of the duty-cycle durations.
In accordance with the subjective descriptions, adjusted lev-
els for all 15 duration conditions followed the pattern asso-
ciated with the perceived phenomenon~continuous correctly
matched, intermittent underestimated!. In all cases, for the
continuous comparison sequences, a single-samplet-test re-
vealed that the mean adjustment errors~difference fromLL!
did not differ significantly from zero, and for the intermittent
comparison sequence, a single-samplet-test revealed that the
mean adjustment errors~difference fromLH! differed signifi-
cantly from zero@t(7)56.7, p,0.001#. Noteworthy is the
fact that the size of the phenomenon~degree of underestima-
tion! is constant across the different duration conditions, that
is, it is unaffected by the duty-cycle duration and duration
ratios examined here. A repeated-measures ANOVA on the
mean adjustment errors for the continuous and intermittent
comparison sequences by condition~15! revealed no signifi-
cant difference between the conditions. Whereas only a lim-
ited range of ratios was examined, limiting conclusions for
the moment, the duty-cycle durations covered the wide range
of durations which could feasibly induce the phenomenon.
Duty-cycle duration did not therefore appear to influence the
perception of the phenomenon.

FIG. 3. Experiment 2: Mean levels adjusted for the
continuous and intermittent comparison sequences ad-
justed to the classic, equal, and inverted configurations,
where the duty-cycle duration was varied systemati-
cally. The data are averaged over high/low duration ra-
tios and repetitions. Error bars indicate61 standard
error.

3533 3533J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 C. Drake and S. McAdams: Auditory continuity and temporal structure



3. Duration ratios

In order to compare a wider range of duration ratios,
Fig. 4 presents the mean adjusted levels and subjective de-
scriptions for the 12 ratios used in experiment 1 and the three
ratios used in experiment 2. The ratios ranged here from 1:30
~classic—50/1500 ms! to 30:1 ~inverted—1500/50 ms!, the
wide range of duration ratios which could feasibly induce the
phenomenon. The two predicted matching patterns were ob-
served which corresponded with the subjective descriptions:
that for the continuity phenomenon on the left of the figure,
and that without the phenomenon on the right of the figure.
Three points are noteworthy. First, as predicted, the phenom-
enon was observed for all ratios in which the old was longer
than the new, but also for the inverted configuration where
the new was twice as long as the old~2:1!. Above this ratio,
the phenomenon was less frequently observed. Second, when
the phenomenon was perceived, the smaller the high/low du-
ration ratio, the greater the underestimation of the level of
the intermittent sequence. Underestimation was greatest for
the highest ratios~26 dB for 1:30 and 1:14!, decreasing
progressively to22 dB for the 1:2, 1:1, and 2:1 ratios. Sepa-
rate repeated-measures ANOVAs for the continuous and in-
termittent sequences on the mean adjustment errors for the
seven ratios yielding reports of the phenomenon revealed a
significant main effect of ratio for the intermittent compari-
son sequences@F(1,6)514.6,p,0.001# but not the continu-
ous sequences. Third, when the phenomenon was not per-
ceived, the adjustments appeared to correspond to a global
mean level: the adjustments increased gradually as the rela-
tive duration of the high tones increased, thus corresponding
to an increase in mean level. A repeated-measures ANOVA
on the mean adjustment errors for the four largest high/low
duration ratios yielding fewer reports of the phenomenon
revealed significant increases for both the continuous and
intermittent comparison sequences.

C. Discussion

The results from experiments 1 and 2 indicate that the
continuity phenomenon only occurred when the duration of
the high-level tones was not too long in relation to the low-
level tones: they must be in a ratio of at most 2:1. In these
conditions, the smaller the ratio, the stronger the phenom-
enon. The duty-cycle duration does not influence the strength
of the phenomenon. There was not an abrupt transition from
the perception of the phenomenon to the absence of the phe-
nomenon, but rather a gradual change from one state to the
other, with a gradual decrease in the strength of the phenom-
enon as indicated by the decreases in the underestimation of
the level of the intermittent sequence.

III. EXPERIMENT 3: INSTRUCTIONS EMPHASIZING
THE RHYTHMIC STRUCTURE

In experiments 1 and 2, the instructions could be con-
sidered as facilitating the phenomenon because subjects were
asked to adjust the intensity of a continuous comparison
tone, thus emphasizing the phenomenon. Here, we test its
robustness by comparing the previous results with those ob-
tained with instructions which draw listeners’ attention to the
rhythmic structure rather than to an eventual continuity: lis-
teners were required to adjust two intermittent comparison
sequences, each corresponding to the duration of either the
high- or low-level tones in the reference sequence. The
rhythmic task might be considered to require listeners to fo-
cus on either the high- or the low-level tones independently
in the reference sequence in order to match levels with the
comparison sequence. However, if the phenomenon is com-
pelling and unavoidable, then adjusting the comparison se-
quence with the low-level rhythm should correspond to the
same pattern of results as in experiment 1, otherwise one
might expect listeners to correctly match the physical levels
in the reference sequence.

A. Method

The same eight subjects~four novices and four experts!
as in experiment 1 participated in this experiment. Half the
subjects~two experts and two novices! completed experi-
ment 1 the first day, and then experiment 3 about a week
later. The other half of the subjects did the two experiments
in the opposite order. The same apparatus was used as in
experiments 1 and 2. The reference sequences were identical
to those in experiment 1. The comparison sequences were
intermittent tones with the same onset and offset durations as
either ~a! the high-level tones or~b! the low-level tones in
the reference sequences. They thus emphasized the rhythmic
structure rather than the continuity phenomenon. All other
details were as described previously. Subjects were in-
structed to adjust the level of the intermittent sequence to
match that of the tones with the same rhythm in the reference
sequence.

B. Results and discussion

1. Subjective descriptions

As for experiment 1, subjects were asked to describe the
12 sequences at the beginning of the first experimental ses-

FIG. 4. Experiments 1 and 2: Percentage reports of the continuity phenom-
enon~upper panel! and mean adjusted levels for the continuous and inter-
mittent comparison sequences~lower panel! as a function of the ratio be-
tween the durations of high- and low-level tones. The data are averaged over
three duty-cycle durations, groups, and repetitions. Error bars indicate61
standard error.
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sion. No mention was made to the continuity phenomenon.
In the classic configuration, 90% of the responses indicated
the phenomenon, whereas only 45% indicated the phenom-
enon in the inverted configuration. The percentage reports of
the phenomenon were more divergent across the two classes
of stimuli for the expert group than for the novice group and
were independent of the duration conditions.

2. Classic configuration

For the rhythm corresponding to thelow-level ~long-
duration! tones, matches were extremely accurate~mean
adjustment559.9 dB, mean adjustment error559.9260.0
50.1 dB! ~see Fig. 5!. A single-samplet-test revealed that
the mean adjustment error did not differ significantly from
zero. A mixed ANOVA on the mean adjustment errors by
group ~novices/experts!, duration of high-level tones~50 or
100 ms!, duration of low-level tones~300, 700, or 1500 ms!,
and repetition~6! revealed no significant differences.

However, for the rhythm corresponding to thehigh-level
~short-duration! tones, adjustment were far from accurate
~mean adjustment561.4 dB; mean adjustment error561.4
266.0524.6 dB!, indicating that subjects systematically
underestimatedthe level of these tones. A mixed ANOVA

on the mean adjustment errors by group~novices/experts!,
duration of high-level tones~50 or 100 ms!, duration of low-
level tones~300, 700, or 1500 ms!, and repetition~6! re-
vealed no significant differences between the two groups of
subjects or over the six repetitions. The duration of the high-
level tones did not influence the matches but the duration of
the low-level tones did@F(2,12)53.17, p,0.04#: Fig. 5
shows that the longer the low-level tone, the greater the ad-
justment error.

Thus, as for experiment 1, adjustment errors corre-
sponded to the patterns expected if subjects were experienc-
ing the continuity phenomenon. The phenomenon was
greater when the low-level tones were longer.

3. Inverted configuration

For the rhythm corresponding to thelow-level ~short-
duration! tones, systematic adjustment errors were observed
~mean adjustment563.2 dB; mean adjustment error563.2
260.0513.2 dB!, indicating that subject systematically
overestimatedtheir level. A single-samplet-test revealed that
the mean adjustment error differed significantly from zero
@ t(7)58.4, p,0.001#. A mixed ANOVA on the mean ad-
justment errors by group~novices/experts!, duration of high-
level tones~300, 700, or 1500 ms!, duration of low-level
tones~50 or 100 ms!, and repetition~6! revealed no signifi-
cant differences, although the same tendency described
above was observed here: the longer the high-level tone, the
higher the adjustment of the low-level tones.

For the rhythm corresponding to thehigh-level ~long-
duration! tones, systematic adjustments were also observed
~mean adjustment56622564 dB, mean adjustment error
522.0 dB!, indicating that subjects systematicallyunderes-
timated their level. A single-samplet-test revealed that the
mean adjustment error differed significantly from zero
@ t(7)59.2, p,0.001#. An ANOVA on the mean adjustment
errors by group~novices/experts!, duration of low-level
tones~50 or 100 ms!, duration of high-level tones~300, 700,
or 1500 ms!, and repetition~6! revealed no significant differ-
ences between the two groups of subjects or over the six
repetitions. The duration of the low-level tones did not influ-
ence the adjustments but the duration of the high-level tones
did @F(2,12)55.35,p,0.02#: the longer the high-level tone,
the higher the adjustment of those tones.

Thus, as for experiment 1, in these inverted conditions,
adjustment errors did not correspond to the patterns expected
if subjects were experiencing the continuity phenomenon.
Instead, the matches suggest that subjects were adjusting to a
duration-weighted mean level: the adjusted levels increased
as the relative duration of the high-level tones increased.

4. Comparison of experiments 1 and 3

The results obtained here are almost identical to those
obtained in experiment 1. To test for an order effect reflect-
ing the possibility that instructions emphasizing the phenom-
enon may influence its perception in later conditions, the
results of experiments 1 and 3 were compared in a mixed
ANOVA on the mean adjustment errors by group~novices/
experts!, duration of high-level tones~50 or 100 ms!, dura-

FIG. 5. Experiment 3: Mean adjusted levels for the intermittent comparison
sequences for the 12 duration conditions averaged over groups, repetitions,
and short-tone durations. Error bars indicate61 standard error.
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tion of low-level tones~300, 700, or 1500 ms!, repetition~6!,
and order~experiment 1/3; 3/1!. Particularly worthy of note
here is that the order of presentation of the two experiments
and all of its interactions are not statistically significant, rul-
ing out the possibility that the similarity in the data is due to
contamination from the instructions orienting listeners to-
ward the continuity phenomenon in experiment 1. The simi-
larity of results from experiments 1 and 3 also occurs despite
a different matching stimulus for the low-level tone, a con-
tinuous tone in experiment 1, and an intermittent tone in
experiment 3. This suggests that the overestimation of the
fainter sound’s loudness was not a consequence of the mis-
match between standard and comparison stimuli~continuous/
intermittent or intermittent/ continuous!. Thus, the phenom-
enon is surprisingly robust because it occurs even when
instructions should not favor perception of the phenomenon
and should indeed create a bias toward perceptually decom-
posing the sequence.

IV. GENERAL DISCUSSION

According to the Auditory Scene Analysis framework
proposed by Bregman~1990!, the continuity phenomenon
results from a primitive organizational process by which the
auditory system is predisposed to expect existing sounds to
continue throughout new events if no evidence exists to in-
dicate that they have stopped. In this way, listeners organize
the sequence into two streams. In the present case, the con-
tinuous tone is one stream~the old information! and the se-
ries of intermittent tones another~the new information!. We
have provided evidence of the presence of this phenomenon
by asking listeners to adjust the perceived level of each
stream separately. When the sequence is organized into two
streams, the continuity phenomenon is perceived: the level of
the low-level tones is correctly adjusted but there is a sys-
tematic underestimation of the level of the high-level tones.
This underestimation suggests that the perceived level of the
intermittent part~the new information! is derived from the
high level by subtracting out the part assigned to the old
stream.

Evidence in favor of the primitive nature of this phe-
nomenon has been provided in three ways. First, the strength
of the phenomenon is unaffected by the task: extremely simi-
lar underestimations of the level of the intermittent tones
were obtained in both experiment 1 when the instructions
emphasized the phenomenon and in experiment 3 when the
instructions emphasized a different organizational principle,
namely the interleaved rhythmic structure. The phenomenon
occurs even when the listeners were asked to think about the
stimuli in a different way. Second, it is thought that musical
expertise often results in an enhanced ability to listen selec-
tively to particular aspects of a sequence, and so we could
have expected that musicians would be more resistant to the
phenomenon: their adjustments might have been more ver-
idical. However, this was not the case: no differences were
observed between the musician and nonmusician listeners.
Finally, repeated listening to the stimuli in our sequences
could have led to more veridical adjustments. This was not
the case either, as no improvements were observed over rep-

etitions. The phenomenon therefore appears to be particu-
larly robust.

The main aim of this series of experiments was to estab-
lish whether the temporal structure of the old and new infor-
mation influences the continuity phenomenon. Previous stud-
ies have tended to use only conditions in which the time
period occupied by the old information alone is equal to or
longer than that occupied by the combination of the old and
new information. Is this just a random sampling error, or
have researchers implicitly used the duration conditions un-
der which the phenomenon is most clearly demonstrated?
The latter is probably the case because we have demon-
strated that the phenomenon only occurs under particular du-
ration conditions: the old sounds must be relatively well es-
tablished in relation to the new sounds. In experiments 1 and
3 we have shown that the phenomenon only occurs when the
low-level tones~the old information! are almost equal to or
longer than the high-level tones. In both these experiments
we used extremely long~300, 700, and 1500 ms! and short
~50 and 100 ms! tones. In experiment 2, we used the whole
range of durations in order to examine the importance of the
duty-cycle duration and duration ratios between the old and
new information. Whereas the duty-cycle duration did not
affect the degree of under- and overestimation, the relative
duration is revealed to be the determining factor of whether
or not the phenomenon is observed. More precisely, the high/
low duration ratio must be at most 2:1. Warren~1994! states
that continuity is reported when intermittent tones do not
exceed 300 ms. Our results are coherent with this statement
~the phenomenon is not observed in the inverted conditions
where the intermittent/loud tones were 700 and 1500 ms!.
Contrary to previous assumptions~Houtgast, 1972; Warren
et al., 1972!, and in agreement with data provided by Warren
et al. ~1994!, the phenomenon is not all or nothing: its
strength varies with the duration conditions, the degree of
underestimation becoming greater as the high/low ratio de-
creases. This suggests that the more the old information
dominates the new information, the stronger the tendency to
perceptually organize the sequence according to this strat-
egy.

Another issue concerns how well listeners are able to
adjust loudness under various duration conditions, either
when the continuity phenomenon is perceived or not. We
have shown previously~McAdams et al., 1998! that tradi-
tional loudness models positing precise loudness perception
predict that tones should be adjusted close to the physical
levels~66 dB for the long/high-level tones and 60 dB for the
short/low-level tones!. This is not what is observed for either
the intermittent stream in the classic configurations nor for
the inverted configurations. For the classic configurations,
adjusted levels are those predicted by a pressure subtraction
model~McAdamset al., 1998! if the long/low-level tone du-
ration is 1500 ms, but this predicted level is progressively
overestimated as the duration of the tones decreases. In the
inverted configurations, the intermittent/high-level tones
were systematically underestimated~64.7 and 64.0 dB in ex-
periments 1 and 3, respectively! and the continuous/low-
level tones were systematically overestimated~62.9 and 63.2
dB, respectively!.
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Various explanations can be proposed for these system-
atic adjustment errors. A first possibility may be that listen-
ers adjust towards amean level~63.0 dB!. Averaged over the
different duration conditions and experiments, these predic-
tions are quite close to the data for the inverted configuration
~long/high-level563.6 dB, short/low-level563.0 dB!. How-
ever, this explains neither the effect of duration condition
~adjusted levels were higher for greater long/short ratios!,
nor the different adjustments for the high- and low-level
tones. Further, the predictions are nowhere near the data for
the classic configuration.

Second, aduration-weighted mean, taking into consid-
eration the relative long-term contributions of the long- and
short-duration levels~computed over the duration of the
stimulus sequence!, could explain the duration condition ef-
fect because the level of the longer tones would affect the
mean more than the level of the shorter tones. However, for
the inverted conditions the theoretical duration-weighted
means~64.8, 65.4, and 65.7 dB for 300, 700, and 1500 ms,
respectively! were considerably higher than the adjusted lev-
els, whereas for the classic conditions, the duration-weighted
means were in between the adjusted levels for the 300- and
700-ms long-tone durations~61.2 and 60.6 dB, respectively!
and above the adjusted levels for the 1500-ms duration~60.3
dB!. In all of these cases, calculations based on acoustic
pressure units are nearly identical to results obtained when
loudness units~sones! are used and then reconverted to dB.
While the duration-weighted mean varies with the duration
of the long-duration tones, it cannot account for the differ-
ence between adjustments for the long- and short-duration
tones in either of the two stimulus configurations, since there
are no free parameters in the equation related to focusing on
a given subset of tones in the stimulus sequence.

A third possibility is that the relative weights accorded
to the long-duration and short-duration tones may be modi-
fied by attentional focusingon them. In developing a model
for this effect, we assume that listeners focus on high- or
low-level tones~or long- or short-duration tones, according
to the task instructions! and that this focusing is not perfectly
selective, along a sensory dimension that we assume for sim-
plicity’s sake to be isomorphic to level, thus allowing influ-
ence from the other type of tone due to both tones stimulat-
ing largely the same population of auditory fibers. We
hypothesize that the relative weighting of high- and low-
level tones in their contribution to the perceived loudness
would be different when attention is directed to one or the
other~in an attempt to match their loudness! and that differ-
ences should also occur between classic and inverted con-
figurations due to the different perceptual representations
upon which the focusing operates. Our model for weighting
the levels with respect to relative duration and attentional
focus is given in Eq.~1!

Ladj5a3
DL

DL1DH
3LL1b3

DH

DL1DH
3LH , ~1!

where Ladj is the adjusted level,DL is the duration of the
low-level tone,DH is the duration of the high-level tone,LL

is the level~in dB! of the low-level tone,LH is the level~in
dB! of the high-level tone, anda andb are the weights for

low-level and high-level tones, respectively, for a given at-
tentional focus. Since levels, durations, and mean adjusted
levels ~combined across 50-ms and 100-ms short-duration
tones and using 75 ms as the duration! are known, we solve
the simultaneous equations for the three pairs of long-
duration tones~300, 700, 1500 ms! to determinea and b.
For example, in the inverted configuration the three equa-
tions would be:

Ladj~300!50.2360a10.8366b512.0a152.8b

@DL575 ms,DH5300 ms#, ~2!

Ladj~700!50.097360a10.903366b55.64a159.60b

@DL575 ms,DH5700 ms#, ~3!

Ladj~1500!50.048360a10.952366b52.88a162.83b

@DL575 ms,DH51500 ms#. ~4!

Each equation can be rewritten in terms ofa, e.g., for
300 and 700 ms

a5
Ladj~300!252.80b

12.0
, ~5!

a5
Ladj~700!259.60b

5.64
. ~6!

Assuminga equal in both cases, we solve forb

b5
12.03Ladj~700!25.643Ladj~300!

417.41
, ~7!

by inserting the mean adjusted levels for a given subject in
Eq. ~7!. Doing this for the three pairs~300–700, 300–1500,
700–1500! gives three values ofb which are averaged for
each subject, since we assume that relative duration does not
affect the attentional focus on high-level or low-level tones
in either configuration. The meanb is reinserted into Eqs.
~2!–~4! to obtain three values ofa which are then averaged.
The aim is to estimate a single set of coefficients for all
temporal relations of a given stimulus configuration~classic,
inverted! and focusing strategy~high-level tones, low-level
tones!. It is important to note that differences in the pattern
of a andb across stimulus configurations and focusing strat-
egies include differences due to the percept, i.e., no continu-
ity in inverted and continuity~and thus the old-plus-new sub-
tractive mechanism! in classic configurations. Plugging the
mean coefficients averaged across subjects back into Eq.~1!
gives the model predictions plotted in Fig. 2. A close corre-
spondence exists between observed and predicted values
when means are weighted both for duration and attentional
focus. The mean values ofa andb and their standard errors
across subjects are plotted in Fig. 6 for the two stimulus
configurations and two focusing conditions. If both coeffi-
cients have values close to 1, the duration-weighted mean
accounts for the data. It is clear from this figure that both
stimulus configuration and attentional focus affect the rela-
tive weights of the component tones in the sequence as they
contribute to loudness.

These pairs of weighting coefficients vary in an interest-
ing way across stimulus configurations and focusing strate-
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gies ~Fig. 6!. First, short- and long-duration tones do not
have the same pattern of coefficients across stimulus con-
figurations: focusing on low-level tones in the classic con-
figuration is not the same as focusing on high-level tones in
the inverted configuration and vice versa, suggesting that the
differences between configurations are not due simply to a
reversal of the high and low levels on the short and long
durations. Second, high- and low-level tones do not have the
same pattern across stimulus configurations: low-level clas-
sic is not the same as low-level inverted and high-level clas-
sic is not the same as high-level inverted, suggesting that the
duration differences across configurations are critical to the
perceived loudnesses. Both of these results are consistent
with the differences in reports of the continuity phenomenon
given by our subjects. Third,a and b are affected both by
the stimulus configuration and by the focusing strategy. For
the classic configuration, the weight on the low-level tones is
determined entirely by the relative duration (a51), whereas
the weight on the high-level tones increases (b.1) when
they are the object of focus and decreases (b,1) when they
are not. A nearly inverse pattern exists for the inverted con-
figuration: the weight on the high-level tones is largely de-
termined by relative duration (b>1), whereas the weight on
the low-level tones is determined by relative duration (a
>1) when they are not the object of focus and paradoxically
decreases (a,1) when they are, indicating an overbearing
influence of the high-level tones when trying to focus on the
loudness of the short-duration, low-level tones in the in-
verted configuration.

In summary, the homophonic continuity phenomenon in
the classic stimulus configuration is quite robust with respect
to task instructions, listener expertise or training, and re-
peated exposure to the task. The phenomenon depends on the
relative durations of high- and low-level tones and appears to
require that the low-level portions temporally dominate the
high-level portions, or at least that the ratio of their durations
~high/low! be at most 2:1, in order to be perceived system-
atically. In stimulus conditions in which short-duration tones

alternate with long-duration tones, the effect of longer tones
on loudness matches cannot be explained only by a simple
mechanism involving the global level accumulated over an
entire duty cycle, but also seems to involve a relative atten-
tional weighting of the high- and low-level portions in in-
verted conditions and of the continuous and intermittent
streams in the classic conditions. This attentional focusing is
not perfectly selective and part of the unfocused portion ap-
pears to influence the perceived loudness. The nature of this
relative weighting is clearly different for classic and inverted
conditions: it involves an inversion of the high- and low-
level weights suggesting quite different underlying sensory
representations for the two stimulus configurations, consis-
tent with subjective reports concerning the presence of the
continuity phenomenon.

ACKNOWLEDGMENTS

This research was funded in part by a grant from the
French Ministry of the Environment. Lucette Cysique and
Sophie Savel helped run subjects and Renaud Brochard
helped with DSP programming.

Bregman, A. S.„1990…. Auditory Scene Analysis: The Perceptual Organi-
zation of Sound~MIT, Cambridge, MA!.

Bregman, A. S., and Rousseau, L.~1991!. ‘‘Auditory intensity changes can
cue perception of transformation, accompaniment or replacement,’’ Bull.
Psychonom. Soc.29, 476.

Ciocca, V., and Bregman, A. S.~1987!. ‘‘Perceived continuity of gliding
and steady-state tones through interrupting noise,’’ Percept. Psychophys.
42, 476–484.

Drake, C., and McAdams, S.„1997…. ‘‘The continuity illusion: Role of
temporal sequence structure,’’ Actes du 4e Congre`s Franc¸ais
d’Acoustique, Marseille, Vol. 1, pp. 519–522.

Houtgast, T.~1972!. ‘‘Psychophysical evidence of lateral inhibition in hear-
ing,’’ J. Acoust. Soc. Am.51, 1885–1894.

McAdams, S., Botte, M.-C., and Drake, C.~1994!. ‘‘Le phénomène de la
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Psychometric functions for detecting increments or decrements in level of sinusoidal pedestals were
measured for increment and decrement durations of 5, 10, 20, 50, 100, and 200 ms and for
frequencies of 250, 1000, and 4000 Hz. The sinusoids were presented in background noise intended
to mask spectral splatter. A three-interval, three-alternative procedure was used. The results
indicated that, for increments, the detectability indexd8 was approximately proportional toDI /I .
For decrements,d8 was approximately proportional toDL. The slopes of the psychometric
functions increased~indicating better performance! with increasing frequency for both increments
and decrements. For increments, the slopes increased with increasing increment duration up to 200
ms at 250 and 1000 Hz, but at 4000 Hz they increased only up to 50 ms. For decrements, the slopes
increased for durations up to 50 ms, and then remained roughly constant, for all frequencies. For a
center frequency of 250 Hz, the slopes of the psychometric functions for increment detection
increased with duration more rapidly than predicted by a ‘‘multiple-looks’’ hypothesis, i.e., more
rapidly than the square root of duration, for durations up to 50 ms. For center frequencies of 1000
and 4000 Hz, the slopes increased less rapidly than predicted by a multiple-looks hypothesis, for
durations greater than about 20 ms. The slopes of the psychometric functions for decrement
detection increased with decrement duration at a rate slightly greater than the square root of
duration, for durations up to 50 ms, at all three frequencies. For greater durations, the increase in
slope was less than proportional to the square root of duration. The results were analyzed using a
model incorporating a simulated auditory filter, a compressive nonlinearity, a sliding temporal
integrator, and a decision device based on a template mechanism. The model took into account the
effects of both the external noise and an assumed internal noise. The model was able to account for
the major features of the data for both increment and decrement detection. ©1999 Acoustical
Society of America.@S0001-4966~99!02112-8#

PACS numbers: 43.66.Fe, 43.66.Mk@RVS#

INTRODUCTION

How intensity changes are represented in the auditory
system continues to be a fundamental problem~Green, 1988;
Plack and Carlyon, 1995!. This paper is concerned with two
aspects of this problem. The first is: what measure or mea-
sures can best represent the perceptual response to the stimu-
lus in intensity discrimination experiments? Grantham and
Yost ~1982!, Green ~1988, 1993!, and Plack and Carlyon
~1995! have presented detailed discussions of the various
measures, including the change in intensity divided by the
intensity of the standard,DI /I ; that ratio expressed in deci-
bels, 10 log10(DI /I ); the ratio of the higher intensity to the
lower intensity, (I 1DI )/I ; that ratio expressed as the change
in level in decibels,DL510 log10„(I 1DI )/I …; the change in

sound pressure divided by the sound pressure of the stan-
dard,Dp/p; and the decibel equivalent, 20 log10(Dp/p). It
has been proposed that a useful measure is one to which the
detectability,d8, of a change in intensity is linearly related
~Buus and Florentine, 1991; Green, 1993!.

Psychometric functions have often been fitted with equa-
tions of the formd85mXk, whereX is DL, DI /I , or Dp/p
~Eganet al., 1969!. The exponentk is often referred to as
defining the slope of the psychometric function, but in this
paper we refer to it as describing theshapeof the function. A
number of investigators~Rabinowitzet al., 1976; Florentine,
1986; Viemeister, 1988; Buus and Florentine, 1991; Buus
et al., 1995; Daiet al., 1999! have concluded thatd8 for the
level discrimination of pulsed tones is approximately propor-
tional to DL, i.e., whenX5DL, k'1. Greenet al. ~1979!
concluded that, whenX5DI , k was between 0.5 and 0.7, buta!Electronic mail: bcjm@cus.cam.ac.uk
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this is quite similar to proportionality toDL for values ofDL
up to about 4 dB. For the detection of increments imposed on
a continuous pedestal, Jeffress~1975! and Greenet al.
~1979! reported that, whenX5DI , k was greater than one.
However, neither of these two papers actually presented the
raw data, so it is not possible to determine if some other
function would have fitted better. Daiet al. ~1999! reported
that, forX5DL, k was greater than one, but decreased with
increasing increment duration, and was close to one for du-
rations of 100 and 300 ms.

Psychometric functions are usually measured with
stimulus values giving percent correct values between about
55% and 95% correct. Buus and Florentine~1991! noted that
many studies used stimuli which gave high sensitivity, i.e.,
relatively small changes in level resulted in good perfor-
mance. When changes in level are small it is difficult to
determine which of the measuresDL, DI /I , andDp/p gives
the most linear relationship tod8 ~Buuset al., 1995!.

We wanted to extend earlier results by measuring psy-
chometric functions for the detection of increments and dec-
rements in level imposed on a longer-duration pedestal.
Stimuli of this type have been used in several previous stud-
ies ~Bacon and Viemeister, 1985; Bacon and Moore, 1986;
de Boer, 1986; Forrest and Green, 1987; Plack and Moore,
1991; Mooreet al., 1993; Peterset al., 1995; Mooreet al.,
1996; Moore and Peters, 1997; Oxenham, 1997!, but we are
not aware of any previous work measuring psychometric
functions for such stimuli. We took several steps in order to
ensure that we could measure psychometric functions over a
range of increment and decrement magnitudes sufficient to
distinguish the various measures. First, we included stimuli
with very short durations. Second, we measured psychomet-
ric functions over a wide range, including increments and
decrements giving scores in the range 90%–100%. Third, we
added masking noise to make the task more difficult, so as to
achieve bigger increment and decrement magnitudes. This
noise also served the purpose of masking spectral splatter
associated with the rapid onsets and offsets of the increments
and decrements.

One problem with using noise is that it may affect the
form of the psychometric function. Green~1960! has pro-
posed that large values ofk may occur because the listener is
uncertain about the parameters of the signal when it is heard
in noise; his comments were made in relation to the detection
of a bandpass noise signal presented in a broadband back-
ground, but they might also apply when noise is added to a
sinusoidal pedestal. Buuset al. ~1995!, however, reported
that the proportional relationship betweend8 andDL for the
intensity discrimination of pulsed tones is not changed by
masking noise.

The second issue addressed in this paper is the effect of
duration on the ability to detect a change in intensity in a
stimulus. It has usually been found that intensity discrimina-
tion improves with increasing duration~Henning, 1970; Jef-
fress, 1975; Greenet al., 1979; Florentine, 1986; Eddins and
Green, 1995; Moore and Peters, 1997!. This could be inter-
preted as reflecting some form of integration in the auditory
system, such as energy integration. However, another possi-
bility is that performance improves with increasing duration

because longer stimuli provide more detection opportunities
through repeated sampling of the stimuli. This idea is some-
times called ‘‘multiple looks’’ ~Viemeister and Wakefield,
1991!. If the improvement in detection of intensity changes
with increasing duration does reflect multiple looks, and if
the information from each ‘‘look’’ is weighted equally and
combined optimally, then the detectability,d8, of a change
in intensity should be linearly related to the square root of
the number of ‘‘looks.’’ Assuming that the ‘‘looks’’ involve
sampling over short durations, this implies thatd8 should be
linearly related to the square root of duration. Ifd8 changes
with duration more slowly than this, the implication is either
that the information from individual looks is not combined
optimally, or that it is not weighted equally. For example, in
an increment-detection task, the information from the onsets
of the increments might be much more salient than informa-
tion from the ongoing parts of the increments.

Our interest in this issue was partly kindled by an earlier
study ~Moore and Peters, 1997! in which we found that
thresholds for increment and decrement detection in a gated
sinusoidal pedestal presented in a moderate level of continu-
ous background noise changed relatively little with incre-
ment or decrement duration especially for high-frequency
~4000 Hz! pedestals. Oxenham~1997! has reported a similar
finding. The effects of duration under these conditions ap-
peared to be smaller than the effects found using a continu-
ous pedestal~Leshowitz and Raab, 1967; Greenet al., 1979;
Dai et al., 1999!; see later for a review~Table V!. A possible
interpretation of the small effects of duration is in terms of
the ‘‘change detection’’ hypothesis proposed by Macmillan
~1973!. He suggested that the auditory system contains a
change detector which is insensitive to the direction of
change~i.e., whether it is an increment or a decrement! and
whose sensitivity does not change with signal duration. Evi-
dence supporting this idea has been provided by Carlyon and
Moore ~1986! and Hafteret al. ~1996!.

One problem with our earlier study~Moore and Peters,
1997!, and the studies of Macmillan~1971, 1973! and Oxen-
ham~1997!, is that they measuredthresholds~as opposed to
psychometric functions! for increment and decrement detec-
tion as a function of duration. The small decreases in thresh-
old with increasing duration were taken as evidence for a
change detector. However, this evidence is not clear cut, be-
cause the change in threshold that would be expected from a
temporal integrator or from a multiple-looks theory depends
upon the shape of the psychometric function for increment or
decrement detection; see Carlyonet al. ~1990! and Donald-
sonet al. ~1997!. Consider as an example the effect predicted
by a multiple-looks theory of multiplying the duration of an
increment by a factorR. If the size of the increment remained
fixed, the increase in duration should result in an increase in
d8 by a factor ofAR. The data of Jeffress~1975! and of
Greenet al. ~1979! suggest thatd8 for increment detection is
proportional to (DI /I )k, wherek is about 2.2 for brief incre-
ments. Therefore, to restore detectability of the longer incre-
ment to that of the shorter one,DI /I should be decreased by
a factor (AR)1/k. For example, ifR52, then DI /I would
have to be decreased by a factor of only 1.17~equivalent to
0.7 dB!. Thus, a large value ofk could lead to performance
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that looked like it was based on a change detector, when in
fact it was not.

In our experiment, we measured psychometric functions
for increment and decrement detection over a wide range of
durations and for a wide range of pedestal frequencies, to
gain further insight into the nature of temporal integration in
increment and decrement detection and to provide a stronger
test of the change-detection hypothesis.

I. METHOD

A. Procedure

Psychometric functions for detecting increments and
decrements in level of sinusoidal pedestals were measured
using a modified method of constant stimuli and a three-
alternative forced-choice task. Data were gathered first for
increments and later for decrements. The method was based
on that described by Moore and Sek~1992!. Five increment
or decrement levels, expressed asDL, were employed,
whereDL was equal to the difference in level of the pedestal
alone and the pedestal plus the increment or decrement;
DL510 log10„(I 1DI )/I …. The highest value ofDL was
chosen to be highly detectable. The other values were chosen
to be progressively less detectable. All five values were used
within a block of 55 trials. The first five trials were practice
trials, and used the highestDL value. Subsequently, the five
values were presented in a regular sequence going from
highest to lowest values. Thus, the highest value was pre-
sented every five trials to help the subjects ‘‘remember’’ the
detection cues~Taylor and Forbes, 1983!. We have found
that this procedure leads to better detectability for small val-
ues ofDL than when stimuli are presented in blocks with a
constant value ofDL within each block. The five increment
or decrement values were chosen on the basis of pilot data to
give values ofd8 between about 0.56 and 3.25~values of %
correct between about 50 and 98!.

Each trial consisted of three observation intervals,
marked by lights, and with feedback given by lights on the
response box. At the end of each block of trials the number
of correct identifications for each value ofDL was calcu-
lated. Data from ten blocks of trials were averaged, to deter-
mine the proportion of correct responses for each psychomet-
ric function for each subject. Thus, each point on each
psychometric function was based on 100 judgments. The
subjects were tested individually in a sound attenuating
chamber.

B. Stimuli

The sinusoidal pedestal, with frequency either 250,
1000, or 4000 Hz, was generated by a Wavetek 182 function
generator, and gated in three bursts each with 50-ms rise/fall
time ~Wilsonics BSIT, set to cosine squared, providing a
raised-cosine envelope!. The pedestal duration varied with
increment or decrement duration~which was 5–200 ms!, so
as to maintain constant steady-state portions before and after
the increment or decrement; the steady-state duration before
the increment/decrement was 200 ms and the steady-state
duration after the increment/decrement was 100 ms. The in-
terstimulus interval was 200 ms. The level of the pedestal

was 70 dB SPL, specified in terms of eardrum sound pres-
sure as measured by a probe microphone placed near the
eardrum.

Another Wilsonics gate provided a burst of a sinusoid
obtained from the same function generator. The burst was
amplified by 10 dB, passed through a Wilsonics program-
mable attenuator~PATT! and added to one of the longer
~pedestal! bursts via an active adder, either in phase to pro-
duce an increment in level or in antiphase to produce a dec-
rement. The attenuator was used to control the magnitude of
the increment or decrement in level,DL. The increment or
decrement was presented in one of the three bursts of the
pedestal, chosen at random on each trial.

The brief burst, which was gated without regard to phase
of the sinusoid~although it was always either in phase or out
of phase with the pedestal!, had a raised-cosine rise/fall time
of 5 ms. Psychometric functions were determined for steady-
state increment/decrement durations of 5, 10, 20, 50, 100,
and 200 ms. The 5-ms rise/fall time, while allowing for
increments/decrements of short duration, also helped in re-
ducing the detectability of spectral splatter. As another
means to prevent the detection of splatter, the sinusoid was
presented in continuous white noise~Grason-Stadler, 901B!
low-pass filtered at 750, 2000, and 8000 Hz~Khron-Hite
3550, 48 dB/oct slope! for the pedestal frequencies of 250,
1000, and 4000 Hz, respectively. The spectrum level of the
noise was 30.5, 34.6, and 40 dB below the level of the ped-
estal for the frequencies 250, 1000, and 4000, respectively.
The overall intensity of each noise was roughly the same.
The overall noise level at the output of the auditory filters
was approximately 13.4 dB below the pedestal level for each
center frequency. This is based on the assumption that the
auditory filter equivalent rectangular bandwidths were 51.7,
133, and 457 Hz~Glasberg and Moore, 1990! at 250, 1000,
and 4000 Hz, respectively. The subjects reported that no
clicks or thuds were audible and that the increments and
decrements were heard as short fluctuations in level of the
pedestal.

The signal and noise were combined in an active adder
and routed through a manual attenuator to one earpiece of a
Sennheiser HD424 headset, selected for its relatively smooth
frequency response. Stimulus timing and levels were con-
trolled by an IBM PC-compatible computer that also re-
corded subjects’ responses and provided feedback.

C. Subjects

The seven subjects all had absolute thresholds below 20
dB HL at all frequencies tested. Six of the subjects were
university students, all less than 26 years old; the remaining
subject was author RP, who was 75 years old. All subjects
had considerable experience in comparable psychoacoustical
listening tasks and were given several practice trials to fa-
miliarize them with the task. No significant practice effects
were noted during the course of the experiment. Subject RP
was tested in all conditions. Subjects CA and MD were
tested in all conditions with increments. Subject WH was
tested in all conditions with decrements. Subjects GS, SM,
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and HL were tested with decrements for frequencies of 250,
1000, and 4000 Hz, respectively. Thus, three subjects were
tested for each condition.

II. RESULTS

A. Determining the stimulus measure linearly related
to d 8 for increments

The percent correct for each value ofDL was converted
to the detectability indexd8 ~Macmillan and Creelman,
1991!. We wished to find a quantity describing the magni-
tude of the increment such thatd8 was directly proportional
to this quantity, for a given increment frequency and dura-
tion. The following measures of the increment magnitude
were evaluated:DL, DI /I , and Dp/p ~Green, 1993!. We
examined those cases where the values ofDL covered a
large range, namely for the two shortest increments at the
two lower frequencies~4 conditions33 subjects512 cases!.
Initially, straight lines were fitted to the psychometric func-
tions with the constraint that the lines passed through the
origin. The sum of the squared deviations of the data from
the fitted lines had an average value of 0.22 ford8 versus
DL, 0.13 forDI /I , and 0.12 forDp/p. Hence the goodness
of fit was similar for DI /I and Dp/p, while DL gave a
somewhat poorer fit. In a further analysis, straight lines were
fitted to the psychometric functions without the constraint
that the lines passed through the origin. If the intercepts with
the abscissa are positive, this implies that the psychometric
functions have a slight upwards curvature, while if they are
negative, the functions have a downward curvature. The re-
sults are summarized in part~a! of Table I. The only measure
for which there is no evidence for curvature in the psycho-
metric functions isDI /I .

As a further way of determining the best fitting measure,
the data were fitted with functions of the formd85m(X)k,
whereX is DL, DI /I or Dp/p. If d8 is linearly related to a
given X, then the best fitting value ofk should be close to
one. The results are summarized in part~a! of Table II. They
indicate thatd8 for increments is approximately linearly re-
lated toDI /I , whereas it is not linearly related toDL or to
Dp/p; the values ofk for the latter two quantities are sig-
nificantly different from one.

B. Determining the stimulus measure linearly related
to d 8 for decrements

An analysis similar to that described above was carried
out for the data on decrement detection. For straight lines
fitted to the psychometric functions with the constraint that
the lines passed through the origin, and for the two shortest
decrements at the two lower frequencies, the sum of the
squared deviations of the data from the fitted lines had an
average value of 0.10 ford8 versusDL, 0.22 forDI /I , and
0.16 for Dp/p. Hence the goodness of fit was best forDL.
The results of fitting straight lines to the psychometric func-
tions without the constraint that the lines passed through the
origin are shown in part~b! of Table I. The intercept differs
significantly from zero forDI /I , but not for DL or Dp/p.
The data were also fitted with equations of the formd8
5m(X)k. The results are summarized in part~b! of Table II.
They indicate thatd8 for decrements is approximately lin-
early related toDL, whereas it is not linearly related toDI /I
or to Dp/p.

C. Psychometric functions for increment detection

The psychometric functions for increment detection are
plotted asd8 versusDI /I in Figs. 1–3;DI /I was chosen as
d8 was linearly related toDI /I . Each figure shows the indi-
vidual results for the three subjects at one frequency. Note
that the ordinate range differs across figures. Each symbol
represents one increment duration. The best-fitting straight
lines, forced through the origin, are also shown. We forced
the lines to pass through the origin, sinced8 must be zero
when DI /I is zero. The slopes of these lines are given in
Table III. Note that the word ‘‘slopes’’ here refers to the
slopes of the linear functions relatingd8 to DI /I . It does not
refer to the value ofk. The results for subject RP did not
differ clearly from those of the other subjects, even though
he was much older than the other subjects. The bottom right
panel in each figure shows lines with slopes corresponding to
the average across subjects. The variability of the slopes
across subjects tended to increase with increasing slope, but
was roughly a constant proportion of the mean slope. Hence
mean slopes were calculated as geometric means. The slopes
increased with increasing frequency. For the frequency of
250 Hz, the mean slopes increased monotonically with in-
creasing increment duration. All three subjects showed a

TABLE I. Statistics of the intercepts with the abscissa of the best-fitting
straight lines ford8 vs DL, d8 vs DI /I , andd8 vs Dp/p. Results are given
for increment detection@part ~a!# and for decrement detection@part ~b!#. To
assess whether the intercepts were significantly different from zero,t-tests
were used. NS indicates not significant at the 0.05 level.

DL DI /I Dp/p

~a! Increment detection
Number of positive intercepts~out of 12! 12 7 11
Mean intercept 1.85 20.58 0.12
Standard deviation of intercepts 1.15 1.64 0.14
Significance of difference from zero ,0.001 NS ,0.02

~b! Decrement detection
Number of positive intercepts~out of 12! 6 11 11
Mean intercept 0.71 0.30 0.12
Standard deviation of intercept 4.3 0.25 0.12
Significance of difference from zero NS ,0.02 NS

TABLE II. Values ofk derived from fitting the psychometric functions with
the equationd85m(X)k, whereX is DL, DI /I , or Dp/p. Results are given
for increment detection@part ~a!# and for decrement detection@part ~b!#. To
assess whether the intercepts were significantly different from 1,t-tests were
used. NS indicates not significant at the 0.05 level.

DL DI /I Dp/p

~a! Increment detection
Mean value ofk 1.78 1.05 1.34
Standard deviation ofk 0.50 0.33 0.39
Significance of difference from 1 ,0.001 NS ,0.01

~b! Decrement detection
Mean value ofk 1.18 2.54 1.69
Standard deviation ofk 0.39 0.91 0.47
Significance of difference from 1 NS ,0.001 ,0.001
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clear trend for slopes to increase with increasing duration. A
similar trend was observed for the frequency of 1000 Hz,
although the change in slope with increment duration was
somewhat smaller. For the frequency of 4000 Hz, changes in
slope with duration were even smaller, especially for subject

CA. The mean slope at 4000 Hz increased with increasing
increment duration up to 50 ms and then remained constant.

A within-subjects analysis of variance~ANOVA ! was
conducted on the logarithms of the slope values~as the vari-
ability of the slopes across subjects was roughly a constant
proportion of the mean slope!, with factors frequency and
duration. Both main factors were highly significant: for fre-
quency, F(2,4)552.8, p50.001; for duration, F(5,10)
5149.9,p,0.001. The main effect of frequency reflects the
fact that performance generally improved~the slopes became
steeper! with increasing frequency. The interaction of fre-
quency and duration was also highly significant:F(10,20)
514.41, p,0.001. This reflects the fact that the slopes
changed less with duration as the frequency increased.

In summary, the slopes of the psychometric functions
for increment detection increased with increasing frequency
and with increasing duration. However, the effect of duration
decreased with increasing frequency and was very small at
4000 Hz.

D. Psychometric functions for decrement detection

The psychometric functions for decrement detection are
plotted asd8 vs DL in Figs. 4–6;DL was chosen asd8 was
linearly related toDL. Note that the ordinate range differs
across figures. The slopes of the best-fitting straight lines are
given in Table IV. The results for subject RP did not differ
clearly from those of the other subjects, even though he was
much older than the other subjects. The bottom right panel in
each figure shows lines with slopes corresponding to the geo-
metric mean across subjects. Generally, the slopes of the
functions increased~indicating better performance! with in-
creasing frequency. For all three frequencies, performance

FIG. 1. Psychometric functions relatingd8 to DI /I for a frequency of 250
Hz. Each symbol represents one increment duration. The best-fitting straight
lines, forced through the origin, are also shown. The bottom right panel
shows lines with slopes corresponding to the geometric mean across sub-
jects.

FIG. 2. As Fig. 1, but for a frequency of 1000 Hz.

FIG. 3. As Fig. 1, but for a frequency of 4000 Hz.
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tended to improve progressively with increasing decrement
duration up to 50 ms, and then to remain roughly constant.

As different subjects were used for each frequency,
separate within-subjects ANOVAs were conducted for each
frequency on the logarithms of the slope values, with factor
duration. The effect of duration was highly significant for all
three frequencies;F(5,10).10.5,p,0.001. At 250 Hz,post
hoc comparisons~based on the least-significant differences
test! for each possible pair of durations showed that the
slopes were significantly different (p,0.05) for all pairs of
decrement durations up to 50 ms. Slopes were not signifi-
cantly different for durations of 50, 100, and 200 ms. Similar
patterns of results were found at 1000 and 4000 Hz, except
that at 1000 Hz slopes did not differ significantly for dura-
tions of 5 and 10 ms, and at 4000 Hz slopes did not differ
significantly for durations of 5 and 10 ms and 20 and 50 ms.

Overall, these results indicate that performance at all
three frequencies improves with increasing decrement dura-
tion up to about 50 ms, and then reaches an asymptote. Thus,
temporal integration, whether mediated by multiple looks or
by some other mechanism, does not extend over durations
longer than 50 ms.

E. Changes in d 8 with increment duration

For a given value ofDI /I , the value ofd8 for incre-
ments is directly proportional to the slope of the psychomet-
ric function. Therefore, the changes in slope with increment
duration can be used to assess how detectability changes
with duration. If the improvement in detection of intensity
changes with increasing duration reflects multiple looks, then
d8 should be linearly related to the square root of duration.
To assess whether this was the case, we used the geometric
mean slopes of the psychometric functions across subjects
for each frequency and increment duration~see Table III!.
The mean slope for a given duration was divided by the
square root of that duration~expressed as the equivalent rect-

TABLE III. Slopes of the best-fitting straight lines to the data relatingd8 to DI /I for increment detection. The lines were constrained to pass through the
origin. Slopes are given for each subject for each steady-state duration and frequency. Geometric mean slopes are also given.

Duration
~ms!

Frequency~Hz!

RP CA MD Mean

250 1000 4000 250 1000 4000 250 1000 4000 250 1000 4000

5 0.15 0.56 1.39 0.21 0.73 3.16 0.20 0.75 1.56 0.18 0.67 1.90
10 0.19 0.67 1.56 0.29 0.72 2.78 0.35 1.03 1.71 0.27 0.79 1.95
20 0.33 0.89 1.65 0.61 0.90 3.00 0.59 1.47 1.43 0.49 1.06 1.92
50 0.77 1.07 2.12 0.85 1.42 3.25 0.88 1.58 2.47 0.83 1.34 2.57

100 0.70 1.45 2.15 1.02 1.99 3.18 1.06 1.68 2.48 0.91 1.69 2.57
200 1.02 1.55 2.65 1.17 2.20 3.01 1.52 2.36 2.13 1.22 2.00 2.57

FIG. 4. Psychometric functions relatingd8 to DL for a frequency of 250 Hz.
Each symbol represents one decrement duration. The best-fitting straight
lines, forced through the origin, are also shown. The bottom right panel
shows lines with slopes corresponding to the geometric mean across sub-
jects. FIG. 5. As Fig. 4, but for a frequency of 1000 Hz.
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angular duration, ERD!. If the prediction from the multiple-
looks hypothesis holds, then for a given frequency the values
obtained in this way should be independent of duration. The
results of these calculations are shown in the upper panel of
Fig. 7. For the frequency of 250 Hz, the ratio slope/AERD
actually increased as the ERD increased up to 53.75 ms, and
then decreased slightly for longer ERDs. The initial increase
indicates that performance increased with increasing dura-
tion morethan predicted by a multiple-looks hypothesis. For
the frequency of 1000 Hz, the ratio was roughly constant for
ERDs up to 23.75 ms, and then declined slightly. For the
frequency of 4000 Hz, the ratio decreased monotonically
with increasing ERD.

These results indicate that at 4000 Hz the increase ind8
with increasing duration is less than predicted by the
multiple-looks hypothesis. This implies either that the infor-
mation from individual looks is not combined optimally, or
that it is not weighted equally. For the 4000-Hz frequency, it
appears that information from the onsets of the increments is

more important than information from the ongoing parts of
the increments.

Data in the literature can also be analyzed to assess their
consistency with the multiple-looks hypothesis. If the dura-
tion of an increment is increased by a factorR, and d8 is
proportional to (DI /I )k, then to restore detectability of the
longer increment to that of the shorter one,DI /I should be
decreased by a factor~AR)1/k. Greenet al. ~1979! used a
signal frequency of 1000 Hz and increment durations of 10
and 100 ms, and found that, for a continuous pedestal,k

FIG. 6. As Fig. 4, but for a frequency of 4000 Hz.

TABLE IV. Slopes of the best-fitting straight lines to the data relatingd8 to DL for decrement detection. The lines were constrained to pass through the origin.
Slopes are given for each subject for each steady-state duration and frequency. Geometric mean slopes are also given.

Frequency~Hz!

RP WH Mean

Duration
~ms! 250 1000 4000

GS
250

SM
1000

HL
4000 250 1000 4000 250 1000 4000

5 20.11 20.20 20.39 20.08 20.37 20.25 20.06 20.19 20.50 20.08 20.24 20.38
10 20.14 20.22 20.57 20.09 20.43 20.30 20.10 20.24 20.52 20.11 20.28 20.45
20 20.19 20.33 20.74 20.12 20.52 20.80 20.16 20.35 20.77 20.15 20.39 20.77
50 20.34 20.46 21.02 20.25 21.09 21.11 20.26 20.54 20.94 20.28 20.65 21.02

100 20.32 20.47 20.88 20.31 20.63 21.23 20.34 20.58 21.35 20.32 20.56 21.13
200 20.38 20.39 20.84 20.29 21.01 20.56 20.35 20.54 21.18 20.34 20.60 20.82

FIG. 7. The upper panel shows geometric means of the slopes of the psy-
chometric function for increment detection (d8 vs DI /I ) for a given equiva-
lent rectangular duration~ERD!, divided by the square root of the ERD and
plotted as a function of the ERD. Each symbol represents one frequency.
Error bars indicate6 one standard deviation across subjects. A multiple-
looks hypothesis leads to the prediction that the values obtained in this way
should be independent of duration. The lower panel shows mean absolute
values of the slopes of the psychometric functions (d8 vs DL) for decrement
detection, divided by the square root of the ERD.
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'2.2, so the value ofDI /I at threshold should differ by a
factor of 3.161/2.251.68. This corresponds to 2.3 dB. In fact,
the data showed a difference in threshold of 4–7 dB between
the two durations, greater than the predicted value. A similar
analysis applied to the data of Jeffress~1975! for detection of
increments in a continuous 500-Hz pedestal also indicates
that performance improved more with increasing duration
than predicted by the multiple-looks hypothesis~Note that,
although Jeffress described his results in terms ofDI /I , this
was actually used to describe the ‘‘signal voltage increment
divided by the masker voltage,’’ hisDI /I corresponds to
Dp/p in the present paper.! For the intensity discrimination
of pulsed tones~pedestal duration equal to increment dura-
tion!, Greenet al. ~1979! found that, for a 10-ms stimulus,
d8 was proportional toDI /I raised to the power 0.53~value
averaged across three subjects!. Therefore, the value ofDI /I
at threshold should change by a factor of 3.161/0.5358.8
when the duration is changed from 10 to 100 ms. This cor-
responds to 9.4 dB. In fact, the data showed a difference in
threshold of only 2–3 dB, less than the predicted value.
Thus, in this case, performance improved less with increas-
ing duration than predicted by the multiple-looks hypothesis.

Our results at 1000 Hz appear to be intermediate be-
tween the results obtained by Greenet al. ~1979! for a con-
tinuous pedestal and for a pedestal gated with the signal.
Thus, it may be just a coincidence that performance in our
experiment at 1000 Hz wasroughly consistent with the
multiple-looks hypothesis. Greenet al. ~1979! discussed the
possibility that differences in the psychometric functions for
continuous and gated pedestals, as quantified by the value of
k, might be related to the amount of signal uncertainty; with
a gated pedestal the signal starting time and duration are
precisely defined, whereas for a continuous pedestal these
quantities are less well defined. This could lead to lower
values ofk for a gated than for a continuous pedestal. We
will return to this point later.

In summary, the results indicate that, with increasing
duration, performance at 250 Hz increased more than pre-
dicted by a multiple-looks hypothesis, while performance at
4000 Hz increased less than predicted by such a hypothesis.
The change in performance with duration at 1000 Hz was
roughly consistent with a multiple-looks hypothesis.

F. Changes in d 8 with decrement duration

An analysis similar to that described in Sec. II E was
carried out for decrement detection. The results are shown in
the lower panel of Fig. 7. For ERDs up to 54 ms, the ratio
slope/AERD shows a slight increase with increasing ERD,
especially at 250 Hz. In other words, performance improves
at a rate slightly greater than predicted by a multiple-looks
hypothesis. For ERDs greater than 54 ms, the ratio slope/
AERD decreases, as expected given that the slopes did not
increase systematically for ERDs beyond 54 ms. The results
for durations beyond 54 ms indicate either that the informa-
tion from individual looks is not combined optimally, or that
it is not weighted equally.

G. Changes in threshold with increment
duration—comparison with earlier results

Our data can be used to estimate changes in threshold as
a function of increment duration. This provides a useful basis
for comparison with earlier results. For this purpose, we de-
fine the threshold as the value ofDI /I giving d851. Previ-
ous studies have used a great variety of conditions, differing,
for example, in signal rise/fall times, type of background
noise, and level of the pedestal. To compare earlier results
with our own, we have selected stimulus conditions where
we can be reasonably sure that spectral splatter was not de-
tectable, either because the rise/fall times used were suffi-
ciently long, or because a background noise was used. The
pedestal level was chosen to be as close as possible to that
used in our study~70 dB SPL!. The studies considered used
pedestals gated with the signal~Henning, 1970; Greenet al.,
1979; Carlyon and Moore, 1984; Florentine, 1986; Daiet al.,
1999!, pedestals gated before the signal~de Boer, 1986;
Moore and Peters, 1997; Oxenham, 1997!, and continuous
pedestals~Harris, 1963; Leshowitz and Raab, 1967; Green
et al., 1979; Moore and Peters, 1997; Daiet al., 1999!. We
estimated the change in threshold, expressed as
10 log10(DI /I ), for a tenfold increase in duration, from 10 to
100 ms. In some cases this involved interpolation or~slight!
extrapolation of the measured thresholds. Where data were
presented at several durations, a smooth curve was fitted to
the data, and the thresholds at 10 and 100 ms were derived
from the curve. The results are shown in Table V.

For the signal frequency of 250 Hz, the changes are
mostly around25 to 26 dB ~with the exception of the study
by Florentine, 1986!, and do not seem to depend systemati-

TABLE V. The change in threshold (DI /I ) for a tenfold increase in incre-
ment duration~from 10 to 100 ms! for our study and for several studies in
the literature.

Study
Frequency

~Hz! Pedestal gating
Change

~dB!

Present 250 Before signal 25.3
Moore and Peters~1997! Before signal 26.4
Henning~1970! With signal 25.3
Florentine~1986! With signal 23.6
Moore and Peters~1997! Continuous 26.5

Present 1000 Before signal 23.3
Moore and Peters~1997! Before signal 26.0
de Boer~1986! Before signal 21.7
Henning~1970! With signal 22.8
Greenet al. ~1979! With signal 23.0
Florentine~1986! With signal 25.3
Harris ~1963! Continuous 24.1
Leshowitz and Raab~1967! Continuous 27.0
Greenet al. ~1979! Continuous 26.0
Moore and Peters~1997! Continuous 23.2

Present 4000 Before signal 21.2
Moore and Peters~1997! Before signal 21.8
Oxenham~1997! Before signal 22.5
Henning~1970! With signal 21.1
Carlyon and Moore~1984! With signal 22.5
Dai et al. ~1999! With signal 22.0
Moore and Peters~1997! Continuous 25.3
Dai et al. ~1999! Continuous 24.3
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cally on whether the pedestal is gated with the signal, gated
before the signal, or is on continuously. For the signal fre-
quency of 1000 Hz, the variability across studies is some-
what larger. For a pedestal gated with the signal, the mean
change over studies is23.7 dB. For a pedestal gated before
the signal, the mean change is also23.7 dB. For a continu-
ous pedestal, the mean change is somewhat larger at25.1
dB. For the signal frequency of 4000 Hz, the changes are
small for a pedestal gated with the signal~mean22.0 dB! or
before the signal~mean21.8 dB!, but the change is larger
for a continuous pedestal~mean 24.8 dB!. In summary,
when the pedestal is gated with the signal or before the sig-
nal, the change in threshold for a tenfold increase in duration
changes progressively with frequency, from about25 dB at
250 Hz to23.7 dB at 1000 Hz and to21.8 dB at 4000 Hz.
When the pedestal is continuous, the change in threshold
with duration is roughly constant across frequency at about
25 to 26 dB.

III. ANALYSIS USING A TEMPORAL WINDOW MODEL

Previous studies of increment and decrement detection
have often been analyzed using a model based on the con-
cept of a sliding temporal integrator or ‘‘window’’~Moore
et al., 1988; Plack and Moore, 1991; Peterset al., 1995; Ox-
enham and Moore, 1994; Mooreet al., 1996, 1993; Oxen-
ham, 1997!. We used a similar model to analyze the present
results.

A. Stages in the model

The model has the following stages:
~1! An array of bandpass filters~simulating the auditory

filters!. These are gammatone filters~Pattersonet al., 1995!
with bandwidths as suggested by Glasberg and Moore
~1990!. As our stimuli were presented in background noise,
we considered only the output of the auditory filter centered
at the signal frequency; the outputs of the auditory filters at
other center frequencies would have had a more adverse
signal-to-noise ratio.

~2! A nonlinearity. Initially the output was full-wave
rectified. Then it was raised to the power 0.7, i.e., the non-
linearity was compressive, consistent with other studies~Ox-
enham and Moore, 1994, 1995; Mooreet al., 1996; Moore
and Oxenham, 1998!.

~3! A sliding temporal integrator with each side modeled
as an exponential function, described by

W~2t !5exp~2t/Tb!, t,0, ~1!

and

W~ t !5exp~2t/Ta!, t.0, ~2!

wheret is time measured relative to the time at the peak of
the function, andTb andTa are parameters determining the
sharpness of the function for times before the peak and times
after the peak, respectively. The equivalent rectangular dura-
tion ~ERD! of this function is defined asTb1Ta . The data
did not provide any information about the asymmetry of the
temporal integrator, and we assumed that the asymmetry was
similar to that measured in earlier studies~Oxenham and

Moore, 1994!; the value ofTb was assumed to be 0.63 times
the value ofTa .

~4! A decision device. When the stimulus contains a
brief increment or decrement, the output of the temporal in-
tegrator shows a corresponding brief dip or peak. Several
previous studies of increment and decrement detection
~Moore et al., 1988; Plack and Moore, 1991; Peterset al.,
1995; Oxenham and Moore, 1994; Mooreet al., 1996, 1993!
have assumed that threshold is reached when the magnitude
of the dip or peak, relative to the response to the steady-state
portion of the stimulus, reaches a certain value. A similar
detection criterion was suggested by Plomp~1964! and by
Buus and Florentine~1985!. Oxenham~1997! suggested that
threshold might correspond to a fixed positive rate of change
at the output of the temporal integrator. In the present analy-
sis, we used a more general approach, based on the concept
of a template~Dauet al., 1996!. We assumed that an internal
representation of the signal, a template, was built up over a
series of trials. This template is based on the output of the
temporal integrator as a function of time in response to easily
detectable signals. In a given trial, the interval for which the
internal representation of the stimulus most closely matched
the template was chosen as the signal interval. Dauet al.
proposed that similarity should be measured by the correla-
tion of the internal representation of each stimulus with the
template. However, a drawback of using the correlation
alone is that it does not take into account the extent to which
the internal representation of a given stimulus matches the
template inmagnitude; small fluctuations in the internal rep-
resentation caused by the background noise might give a
shape similar to that of the template, and therefore a high
correlation, but a listener would probably not identify such a
small fluctuation as a signal. Therefore, we used a measure
of similarity that took into account the size of features in the
internal representation. The measure was the product of two
quantities:

~1! the correlation between the template and the internal rep-
resentation of a given stimulus and

~2! the slope of the linear regression line relating the sample
values of the internal representation of the stimulus to
the sample values of the template; the template and in-
ternal representation were sampled at 1-ms intervals. On
average, the slope increases monotonically with increas-
ing size of the signal.

Studies using measures of increment and decrement de-
tection to estimate the shape of the temporal integrator have
mainly used very short increment and decrement durations,
up to about 20 ms, to avoid longer-term temporal integration
effects. However, our data included durations much longer
than this, as we were interested in these longer-term pro-
cesses. Hence we based the ERD of the integrator on previ-
ous estimates, rather than estimating it from our own data.
The value chosen was 7 ms for the center frequencies of
1000 and 4000 Hz, which is typical of the value found when
a compressive nonlinearity is included in the model~Oxen-
ham and Moore, 1994; Mooreet al., 1996!. The value for the
center frequency of 250 Hz was 9 ms, as previous studies
have suggested that the ERD of the integrator increases
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slightly for very low center frequencies~Plack and Moore,
1990!.

We modeled the effect of the background noise by using
a Gaussian white noise at the input to the simulated auditory
filter. The noise level was chosen so that the signal-to-noise
ratio at the output of the filter was, on average, 13.4 dB. A
different sample of the noise was used for every stimulus
presentation.

B. The formation of the template

We simulated the three-interval forced-choice task actu-
ally used in our experiment. The template was constructed,
for a given block of trials, by averaging the output of the
sliding temporal integrator as a function of time for five pre-
sentations of the increment or decrement at the highest mag-
nitude used; recall that five such stimuli were presented at
the start of each block in the actual experiment. It was nec-
essary to choose an appropriate duration and range of tem-
poral positions for the template. One possibility is that the
template duration is equal to the whole duration of the ped-
estal; essentially, this assumes that the start and end of the
template are perfectly defined by the start and end of the
pedestal, and that there is no uncertainty as to when the
signal might occur. Several researchers have assumed that
listeners are able to select a time interval that is exactly
matched to the duration and time of occurrence of a signal
~Green, 1960; Dai and Wright, 1995!. This seems unlikely
for our experiment, as previous experiments using incre-
ments presented at predictable times or uncertain times in a
continuous masker indicate that subjects have limited accu-
racy in selecting the appropriate time to listen~Leis-Rossio
and Small, 1986; Chang and Viemeister, 1991!. Under the
conditions of our experiment, it seems likely that there was
some temporal uncertainty, but not as much as for a continu-
ous masker; we return to this point later. We assumed that
the duration of the template was only slightly longer than the
duration of the increment or decrement; the template was
chosen to extend 8 ms on either side of the time when the
increment or decrement occurred, allowing for the delay pro-
duced by the simulated auditory filter. Thus, the template
duration was equal to the total duration of the increment or
decrement~including the rise/fall times! plus 16 ms. To ac-
commodate the effects of temporal uncertainty, for a given
stimulus, the two quantities described earlier~the correlation
of the template with the internal representation of the stimu-
lus and the slope of the regression line of the sample values!
were determined for time delays over a range615 ms ~in
1-ms steps! around the time corresponding to synchrony of
the signal and template. The highest value of the product of
the two quantities was determined for each of the three in-
tervals in a trial, and the interval giving the highest value
was chosen as the signal interval.

C. Incorporating the effects of internal noise

We found that we needed to assume internal noise as
well as external noise to predict performance accurately; the
external noise alone led to predicted performance better than
actually observed. To model the effect of internal noise, the

internal representation of the stimulus on each trial was cor-
rupted by addition of a Gaussian random variable, with zero
mean, to each sample point~the template was represented by
points at 1-ms intervals!. This approach is similar to that
used by Dauet al. ~1996!. To determine appropriate values
for the standard deviation of the Gaussian variable,s, we
took the following approach. The value ofs was expressed
relative to the mean output of the temporal window during
the steady-state portions of the stimuli and was assumed to
be a constant proportion of that mean output at a given center
frequency; in other words, we assumed that Weber’s law
held, an assumption made by many previous researchers
~Tanner, 1961; Pfafflin and Mathews, 1962; Green and
Swets, 1974!. For each frequency separately, stimuli with
increments or decrements corresponding to the mean thresh-
old value (d851) measured at each duration were used as
input to the model. For each of several values ofs, 1000
forced-choice trials were run. The percent correct values ob-
tained were converted tod8 values. The initial value ofs
was chosen so that the mean value ofd8 across durations
was close to 1. After this, the value ofs was ‘‘fine tuned’’
by generating predicted psychometric functions and by ad-
justing s in small steps until the slopes of the predicted
functions matched the obtained slopes as closely as possible.
Each point on each psychometric function was based on
1000 forced-choice trials. For increments, the values ofs
obtained in this way were 1.86, 1.25, and 1.00 at 250, 1000
and, 4000 Hz, respectively. For decrements, the values were
1.17, 0.75, and 0.60. It would be unwise to attach much
significance to the fact that the values ofs were smaller for
decrements than for increments at each frequency. This may
simply reflect individual differences, as only subject RP ran
using both increments and decrements. The finding that the
values ofs decreased with increasing frequency is discussed
later. Note that the values ofs did not vary with increment
or decrement duration. Once the value ofs was chosen for a
given frequency and direction of change~increment or dec-
rement!, that same value ofs was used to predictall of the
psychometric functions for that frequency and direction of
change.

D. Predicted psychometric functions

An example of a predicted psychometric function for
increments is shown in the left column of Fig. 8. The func-
tion is plotted as a function ofDL, DI /I , andDp/p ~from
bottom to top!. The solid lines are best-fitting linear func-
tions, constrained to pass through the origin. ForDL, the
psychometric function shows a distinct upward curvature.
The sum of the squared deviations of the points from the
fitted line ~hereafter denoted ssq! is 18.7. ForDI /I , the cur-
vature is less distinct; the ssq is 10.5. ForDp/p, the function
again shows a distinct upward curvature; the ssq is 13.9.
Based on a one-tailed testF test~as we expected the fit to be
better forDI /I than for the other measures!, the ssq forDI /I
is significantly less than forDp/p (p,0.025) or for
DL (p,0.0001). This pattern is consistent with that ob-
served in the experimental results; see Sec. II A. The ex-
ample shown is typical of the results obtained for all fre-
quencies and increment durations.
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The right column of Fig. 8 shows an example of a pre-
dicted psychometric function for decrements, plotted as a
function of DL, DI /I , and Dp/p. The function is almost
linear when plotted againstDL; the ssq is 7.0. The function
shows a distinct upward curvature forDI /I ; the ssq is 11.2.
The function forDp/p also shows a distinct upward curva-
ture; the ssq is 8.8. The ssq forDL is significantly less than
for DI /I (p,0.0004) or forDp/p (p,0.05). Again, this
pattern of results is consistent with the experimental data.
The example shown is typical of the results obtained for all
frequencies and increment durations.

E. Predicted slopes of the psychometric functions

Straight lines were fitted to the predicted psychometric
functions, usingd8 vs DI /I for increments andd8 vs DL for
decrements. Just as was done when fitting the data, the lines
were constrained to pass through the origin. The range of
predictedd8 values used in the fitting procedure was chosen
for each frequency and each increment and decrement dura-
tion to correspond to the range in the experimental data. The
slopes of the resulting lines are plotted as solid lines in Fig.
9. For comparison, the experimentally obtained slopes are
shown as symbols. Error bars indicate6one standard devia-
tion across subjects.

Consider first the results for increment detection~top
panel!. At 250 and 1000 Hz the fit is reasonably good, and
the form of the results is captured well. At 4000 Hz the
model predicted a somewhat larger change in slope with du-
ration than was actually observed, and the predicted slope for
the shortest duration was smaller than observed. However, it

should be noted that individual variability was marked for
the shortest duration; two subjects did show a distinct de-
crease in slope for the shortest duration, while one did not.
Other data, summarized in Table V, suggest somewhat
greater changes in threshold~and therefore in the slope of the
psychometric function! with duration at 4000 Hz. The model
correctly predicted that the ratio of slopes for the longest and
shortest increment durations decreases with increasing fre-
quency.

Consider now the results for decrement detection~bot-
tom panel!. The predicted slopes fit the general pattern of the
obtained slopes very well; most~14 out of 18! of the pre-
dicted slopes lie within6 one standard deviation of the ob-
tained slopes. The model correctly predicts that the ratio of
slopes for the longest and shortest increment durations de-
creases with increasing frequency.

In summary, the model captures the main features of the
experimental results for both increment and decrement detec-
tion. It correctly predicts that the psychometric functions for
increment detection are almost linear whend8 is plotted
againstDI /I , while those for decrement detection are almost
linear whend8 is plotted againstDL. It also predicts the way
that the slopes of the psychometric functions change with
frequency and with increment/decrement duration.

FIG. 8. Predictions of the model for an increment~left column! or decre-
ment ~right column! duration of 20 ms and a center frequency of 1000 Hz.
The predicted value ofd8 is plotted as a function of the magnitude of the
increment, expressed asDL, DI /I , or Dp/p. Each point is based on 1000
forced-choice trials.

FIG. 9. The lines show the predicted slopes of the psychometric functions,
plotted as a function of increment~top! or decrement~bottom! duration,
with center frequency as parameter. The symbols show the experimentally
obtained slopes. Slopes for increments were calculated from data/predictions
relating d8 to DI /I . Slopes for decrements were calculated from data/
predictions relatingd8 to DL. Error bars indicate6 one standard deviation
across subjects.
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F. Accounting for the effects of gating of the pedestal
on the shape of the psychometric function

In the model, the effects of temporal uncertainty are ac-
counted for by allowing the template to fall in a range of
times,Tr , around the actual time of occurrence of the signal;
in the modeling presented so far,Tr was615 ms. To assess
whether changes in temporal uncertainty could account for
changes in the value ofk with gating conditions, we used the
model to generate psychometric functions for increment de-
tection for three different degrees of temporal uncertainty. In
one case, simulating the minimal temporal uncertainty asso-
ciated with gating the pedestal and increment together,Tr

was set to 0. In the second case, simulating the high temporal
uncertainty associated with a continuous pedestal,Tr was set
to 6150 ms. In the third case, simulating the moderate tem-
poral uncertainty of our experiment,Tr was set to615 ms.
Curves of the formd85m(DI /I )k were fitted to the model
predictions. The best fitting value ofk increased systemati-
cally with increasingTr . For Tr50, the value ofk was less
than 1, while forTr56150 ms, the value ofk was markedly
greater than 1. ForTr5615 ms,k was close to, but slightly
greater than, 1. For example, for a frequency of 1000 Hz, and
an increment duration of 5 ms, the values ofk were 0.77 for
Tr50, 1.19 for Tr5615 ms, and 1.75 forTr56150 ms.
For a frequency of 1000 Hz, and an increment duration of
200 ms, the values ofk were 0.88 forTr50, 1.26 for Tr

5615 ms, and 1.46 forTr56150 ms. Consistent with the
data of Daiet al. ~1999!, the value ofk tends to increase
slightly with increasing duration for conditions of minimal
temporal uncertainty (Tr50, pedestal gated with signal!, but
to decrease with increasing duration for conditions of high
temporal uncertainty (Tr56150 ms, continuous pedestal!.
Overall, the changes in the values ofk predicted by the
model are in line with those observed experimentally.

The model fails in one respect in that it predicts lower
thresholds when the pedestal is gated with the signal than
when the pedestal is gated before the signal or is continuous;
the predicted thresholds are lowest when the temporal uncer-
tainty is smallest. This failure probably occurs because,
when the pedestal is gated with the signal, the nature of the
detection task changes~Harris, 1963!. The extent to which
the shape of the internal representation matches the shape of
the template becomes largely irrelevant. Instead, the magni-
tude of the internal response is critical, and this magnitude
must be remembered and compared across the stimuli com-
prising a forced-choice trial~Harris, 1963!. This memory and
comparison process, sometimes referred to as ‘‘trace mode,’’
may involve an additional source of internal noise~Durlach
and Braida, 1969!. In contrast, when the increment is im-
posed on a longer-duration pedestal, the extent to which the
shape of the internal response matches the shape of the tem-
plate is critical. The similarity between the two may be
coded in a way which is resistant to the effects of memory
decay. The effects of ‘‘memory noise’’ in the trace mode
could be incorporated in the model as an additional internal
noise that corrupted the overall magnitude of the internal
representation of each stimulus. However, we have not at-
tempted to incorporate such a noise in the model.

G. Discussion

The value ofs necessary to fit the data decreased with
increasing frequency, especially between 250 and 1000 Hz.
A possible explanation for this is that the value ofs is partly
influenced by the random fluctuations in the output of the
sliding temporal integrator, which in turn result from random
fluctuations in the background noise used in the experiment.
As described earlier, the effects of random fluctuations in the
background noise are greater at low frequencies than at high;
this happens because the bandwidth of the auditory filter
increases with increasing center frequency. Greater band-
widths lead to more rapid fluctuations in the noise, and these
are more effectively smoothed by the sliding temporal inte-
grator. The model clearly revealed such effects. Whens was
set to zero, simulating the hypothetical case where perfor-
mance was limited only by the external noise, performance
was predicted to be markedly better at high frequencies than
at low. However, in this case, predicted performance was
better than obtained performance at all center frequencies.

If the internal noise represented bys was linked to the
random fluctuations at the output of the sliding temporal in-
tegrator, this could explain whys decreased with increasing
frequency. A possible reason for the linkage is connected
with the phenomenon of modulation detection interference
~MDI !; the ability to detect or discriminate amplitude modu-
lation at a given center frequency is often impaired by the
presence of amplitude modulation at a remote center fre-
quency~Yost et al., 1989; Yost and Sheft, 1989!. The detec-
tion of increments or decrements is probably closely related
to amplitude modulation detection. The background noise in
our experiments would have produced amplitude fluctuations
at the outputs of auditory filters centered away from the sig-
nal frequency, and these fluctuations may have impaired per-
formance. Consistent with this idea, Dau and Verhey~1999!
have shown that the detection of amplitude modulation of a
sinusoidal carrier can be impaired by the presence of a
narrow-band noise centered at a frequency remote from that
of the target carrier. In our experiment, the deleterious effect
of fluctuations at the outputs of auditory filters centered away
from the signal frequency may have been greater at low cen-
ter frequencies, because the fluctuations there would be
slower and would be less smoothed by the sliding temporal
integrator.

If the value of s is partly determined by the random
fluctuations at the output of the sliding temporal integrator
~for both on-frequency and off-frequency channels!, then the
variation of performance across frequency should be reduced
or absent if increment/decrement detection is measured in
the absence of background noise. However, in this case, the
possibility of the detection of spectral splatter needs to be
taken into account. Macmillan~1973! reported thresholds for
increment and decrement detection in a continuous pedestal,
without any background noise, for pedestal frequencies of
250 and 4000 Hz. Rise/fall times of 1 and 10 ms were used.
It is unlikely that spectral splatter was detectable for the
10-ms rise/fall times. Performance was slightly better at
4000 than at 250 Hz for both rise/fall times, but the differ-
ence was much smaller than found in our experiment. The
small effect of frequency is consistent with our suggestion
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that the large effects of frequency in our experiment were
partly caused by the background noise.

IV. CONCLUSIONS

The following conclusions can be drawn from this
study:

~1! The detectability,d8, of increments in level of a gated
sinusoidal pedestal presented in a moderate level of
background noise was approximately linearly related to
DI /I ~see Tables I and II!. The detectability of decre-
ments was approximately linearly related toDL ~see
Tables I and II!.

~2! The slopes of the psychometric functions relatingd8 to
DI /I ~for increments! or d8 to DL ~for decrements! in-
creased with increasing frequency, i.e., the detectability
of increments and decrements increased with increasing
frequency~see Figs. 1–6!.

~3! The slopes of the psychometric functions for increment
detection increased markedly with increasing increment
duration at 250 Hz, increased somewhat less at 1000 Hz,
and increased very little at 4000 Hz~see Figs. 1–3!.

~4! The slopes of the psychometric functions for decrement
detection increased with decrement duration up to about
50 ms, and then remained roughly constant, for all three
frequencies tested~see Figs. 4–6!.

~5! For a center frequency of 250 Hz, the slopes of the psy-
chometric functions for increment detection increased
with duration more rapidly than predicted by a
‘‘multiple-looks’’ hypothesis, i.e., more rapidly than the
square root of duration. For center frequencies of 1000
and 4000 Hz, the slopes decreased less rapidly than pre-
dicted by a multiple-looks hypothesis, for durations
greater than about 20 ms~see Fig. 7!.

~6! The slopes of the psychometric functions for decrement
detection increased with decrement duration at a rate
slightly greater than the square root of duration, for du-
rations up to 50 ms. For greater durations, the increase in
slope was less than proportional to the square root of
duration~see Fig. 7!.

~7! The results were analyzed using a model incorporating a
simulated auditory filter, a compressive nonlinearity, a
sliding temporal integrator, and a decision device based
on a template. The model took into account the effects of
both the external noise and an assumed internal noise.
The model was able to account for the main features of
the results for both increment and decrement detection,
including the form of the psychometric functions~Fig.
8!, and the way that the slopes of the functions changed
with frequency and with increment/decrement duration
~Fig. 9!. The model was also able to account for changes
in the shape of the psychometric function with gating
condition ~pedestal gated with the signal or on continu-
ously! found in previous studies.
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In a two-interval, two-alternative, forced-choice~2I-2AFC! adaptive procedure, listeners
discriminated between the fundamental frequencies (F0s) of two 100-ms harmonic target
complexes. This ability can be impaired substantially by the presence of another complex~the
‘‘fringe’’ ! immediately before and after each target complex. It has been shown that for the
impairment to occur~i! target and fringes have to be in the same frequency region;~ii ! if all
harmonics of target and fringes are unresolved then they may differ inF0; otherwise, they have to
be similar @C. Micheyl and R. P. Carlyon, J. Acoust. Soc. Am.104, 3006–3018~1998!#. These
findings have been discussed in terms of information about the fringe’sF0 being included in the
estimate of theF0 of the target, and in terms of auditory streaming. The present study investigated
the role of perceived location and ipsilateral versus contralateral presentation of the fringes onF0
discrimination of the target. Experiment 1 used interaural level differences~ILDs!, and experiment
2 used interaural time differences~ITDs! to create a range of lateralized perceptions of the 200-ms
harmonic fringes. Difference limens for theF0 of the monaural target complex were measured in
the presence and absence of the fringes. The nominalF0 was 88 or 250 Hz and could be the same
or different for target and fringes. Stimuli were bandpass filtered between 125–625, 1375–1875, or
3900–5400 Hz. In both experiments, the effect of the fringes was reduced when their subjective
location differed from that of the target. This reduction depended on the resolvability of both the
fringes and the target. The effect of the fringes was reduced most~but still present!, when fringes
were presented purely contralaterally to the target. The results are consistent with the idea that the
fringes produce interference when the listeners have difficulty segregating the target from the
fringes, and that a difference in perceived location enhances segregation of the sequentially
presented stimuli. ©1999 Acoustical Society of America.@S0001-4966~99!05712-4#

PACS numbers: 43.66.Fe, 43.66.Hg, 43.66.Rq, 43.66.Mk@DWG#

INTRODUCTION

In everyday life we are often confronted with a mixture
of competing sounds. When listeners try to hear a specific
target sound, e.g., a voice, they exploit the fact that the fre-
quencies of the components emitted by a single periodic
source usually correspond to integer multiples of a funda-
mental frequency (F0). Even when there is no physical en-
ergy at theF0, such harmonically related components elicit a
pitch sensation corresponding toF0 ~Schouten, 1940;
Moore, 1997!. For the purpose of structuring our complex
auditory environment, i.e., determining the sound sources
present, this process of grouping harmonically related com-
ponents into a single percept has been shown to be crucial

~Brokx and Nooteboom, 1982; Scheffers, 1983; Mooreet al.,
1986; Assmann and Summerfield, 1990; Bregman, 1990;
Hartmannet al., 1990; Hartmann, 1996!.

The present study is part of a series investigating the
mechanisms ofF0 encoding and how they are affected by
the presence of other sounds~Carlyonet al., 1992; Carlyon,
1994a, b; Carlyon and Shackleton, 1994; Shackleton and
Carlyon, 1994; Plack and Carlyon, 1995; Carlyon, 1996a, b;
Micheyl and Carlyon, 1998!. Specifically, Carlyon~1996b!
showed thatF0 discrimination can be impaired substantially
by the presence of another harmonic complex~the ‘‘fringe’’ !
immediately before and after the target complex. He attrib-
uted this sequential effect to listeners ‘‘overintegrating’’ in-
formation, so that the estimate of the target-F0 was influ-
enced byF0 information from the fringe, and rejected other
explanations based on peripheral adaptation and on mecha-
nisms such as backward recognition masking or ‘‘blanking’’a!Electronic mail: hedwig.gockel@mrc-cbu.cam.ac.uk
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~Divenyi and Hirsh, 1975; Massaro, 1975; Kelly and Wat-
son, 1986!. More recent experiments~Micheyl and Carlyon,
1998! showed that for the impairment to occur~i! the target
and fringes have to be in the same frequency region;~ii ! if all
harmonics of the target and fringes are unresolved by the
peripheral auditory system, then they may differ inF0; oth-
erwise they have to be similar. Micheyl and Carlyon~1998!
discussed their results in terms of auditory streaming. Due to
the measurement procedure used, the triplet of fringe–
target–fringe was presented repeatedly. The authors argued
that this resulted in subjects perceiving the fringes and the
targets in separate streams,if they differed inF0 or spectral
content. For these conditions, subjects reported being able to
focus on the target, and the fringes did not impair perfor-
mance. Thus, the authors suggested that overintegration of
information about the fringes’F0 when estimating that of
the target, might depend on perceiving the stimuli in one
stream.

While there is evidence in the literature that pure or
complex tones presented sequentially can lead to streaming
effects~Bregman and Campbell, 1971; van Noorden, 1975;
Bregman, 1990!, the stimuli in those studies differed not
only in F0, but also in spectral content. Thus, the streaming
effects observed could rely on spectral differences between
the tones. Micheyl and Carlyon~1998! included a condition
~experiment 4! where target and fringes differed in spectral
content but not inF0, which was fixed at 250 Hz. This was
achieved by using a method originally devised by Moore and
Glasberg ~1990!, which involved using components with
harmonic numbers 1, 4, 5, 8, 9, 12, 13, etc. for the target, and
components with harmonic numbers 2, 3, 6, 7, 10, 11, etc.
for the fringes, and vice versa. Both stimuli were then band-
pass filtered between 1375 and 1875 Hz~mid region!. The
spectral differences between targets and fringes, as deter-
mined through excitation-pattern simulations, were consider-
ably larger than when target and fringes differed inF0 ~be-
ing 88 and 250 Hz! but consisted of intact, overlapping
harmonics series. For the former stimuli they found a strong
impairment inF0 discrimination performance, while for the
latter stimuli no impairment was observed. Thus, the impair-
ment depended less on local spectral similarity of target and
fringes than it depended on similarity ofF0, per se. This
showed that if interference depended on perceiving the target
and fringes in one stream, thenF0, per se, was an effective
cue in streaming too. A role forF0 in streaming is also
supported by the results of Vliegen and Oxenham~1999!,
and Vliegenet al. ~1999!.

The purpose of the present experiments was to investi-
gate further the possible influence of streaming on the effects
of fringes onF0 discrimination. In Micheyl and Carlyon’s
~1998! study all stimuli were presented monaurally. The
present study investigated the effect of ear of entry and per-
ceived location of the fringes relative to the monaurally pre-
sented target onF0 discrimination of the target. Specifically,
it was asked whether contralateral presentation and perceived
contralateral location of the fringes relative to the target
would reduce their deleterious effect. This would provide
some information concerning the possible ‘‘site’’ of the af-

fected mechanism and its susceptibility to perceptual segre-
gation.

Pitch perception for complex tones~at least for tones
with resolved harmonics! generally is thought to be a central
process which is largely unaffected by differences in either
ear of presentation or perceived location of components. For
example, Darwin and Ciocca~1992! found pitch shifts—
produced by mistuning one harmonic—to be only slightly
larger when the mistuned harmonic was presented to the
same ear as the rest of the complex as opposed to the oppo-
site ear~see also Houtsma and Goldstein, 1972; Beerends
and Houtsma, 1989!. Additionally, Darwin et al. ~1995!
showed that not only the pitch shifts but also the reduction in
the pitch shift by a tonal-sequence precursor remained when
the mistuned component and the precursor were presented
contralaterally to the remaining components. Similarly, for
detection of mistuning of a single, low-numbered harmonic,
Lee and Green~1994! found thresholds to be unaffected by
the side of presentation of the mistuned harmonic relative to
the remainder of the complex. Thus, if the observed sensitiv-
ity of F0 discrimination to the context in which the complex
target sounds are presented were based purely on this central
pitch-perception process~by means of overintegration of in-
formation!, one would expect no substantial effect of con-
tralateral vs ipsilateral presentation, and perceived location
of the fringes.

However, the situation may not be that clear-cut. While,
for steady-state sounds, contralateral presentation or a differ-
ent perceptual location of components made no difference,
the findings of Gockel and Carlyon~1998! showed that it
played a role for complex tones with dynamic changes inF0.
Gockel and Carlyon asked their listeners to detect mistuning
imposed on one component of a complex tone. All compo-
nents were frequency modulated by a 5-Hz sinusoid. Mistun-
ing was introduced by inverting the phase of the frequency
modulation for a single target component. Performance was
impaired when the nontarget components were presented
contralaterally to the target component. However, perfor-
mance was not impaired when the nontarget components
were presented dichotically with an ILD of 20 dB, so that
they were perceived contralaterally to the target. Thus, rela-
tive ear of entry but not perceived location was important in
a task relying crucially onconcurrentsound segregation.

Sequential streaming, on the other hand, has been found
to be affected by both relative ear of entry~Deutsch, 1979;
Hartmann and Johnson, 1991; Hukin and Darwin, 1995!, and
perceived location~Kubovy and Howard, 1976; Hartmann
and Johnson, 1991; Hukin and Darwin, 1995; Darwin and
Hukin, 1999!. Thus, if F0 discrimination performance were
affected by sequential streaming of targets and fringes, one
might expect better performance when target and fringes
were perceived at different locations than when target and
fringes were presented monaurally to the same side.

Experiment 1 used interaural level differences~ILDs!,
and experiment 2 used interaural time differences~ITDs!, to
create a range of different lateralizations of the fringes. A
crucial distinction is drawn between those effects driven by
the perceived location of the fringes, and those determined
by their ‘‘relative ear of entry’’~ipsilateral versus contralat-
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eral presentation of the fringes relative to the monaurally
presented target!. When the objective was to investigate the
effect of perceived location of the fringes, there were no
level differences between the target and the fringes in the ear
ipsilateral to the target. Since level differences themselves
can lead to sequential segregation~Hartmann and Johnson,
1991; Rogers and Bregman, 1998!, this is an important point
which has not been taken into account sometimes~e.g., dem-
onstration number 38 on Bregman and Ahad’s CD~1995!
intends to illustrate streaming by spatial location, but does
not prevent streaming due to level differences between the
tones presented to a specific side!.

I. GENERAL METHOD

In this section, the general procedure and stimuli will be
described. Variations in stimulus presentation in the different
conditions will be given in the sections describing the indi-
vidual experiments.

The difference limen forF0 (DLF0) for a 100-ms har-
monic target complex was measured in the presence and ab-
sence of 200-ms harmonic temporal fringes. In a two-
interval, two-alternative, forced-choice~2I-2AFC! task,
subjects were required to indicate the interval with the higher
targetF0. Feedback was provided following each response.
The difference inF0(DF0) between the two targets was
adjusted using a two-down, one-up geometric adaptive track-
ing rule ~Levitt, 1971!, corresponding to 71%-correct re-
sponses. Initially, theDF0 was divided or multiplied by a
factor of 2. Following four reversals, the factor was reduced
to 1.41, and 12 further reversals were obtained. The thresh-
old estimate was defined as the geometric mean of theDF0
values at the last 12 reversals.

The F0s of the two successive targets were geometri-
cally centered on a nominalF0 of either 88 or 250 Hz. The
fringes ~when present! were presented immediately before
and after the target~zero silent interval!, but did not overlap
with it. The F0 of the fringes was either 88 or 250 Hz; all
four combinations of target and fringeF0 were tested. Both
the target and the fringes consisted of a large number of
harmonics which were summed up in sine phase. All stimuli
were bandpass filtered into the same frequency region, which
in three different conditions could be the low, mid, or high
region; these regions had passbands~3-dB down points! of:
125–625, 1375–1875, and 3900–5400 Hz, respectively. Ac-
cording to Shackleton and Carlyon’s~1994! definition of re-
solvability, harmonics of an 88-HzF0 are resolved only in
the low region, whereas harmonics of a 250-HzF0 are re-
solved in the low and mid region, but unresolved in the high
region. The number of harmonics presented varied withF0
and region, but always ‘‘filled’’ the passband and skirts
down to a level of 0 dB SPL. Each target and each fringe
was gated with 20-ms raised-cosine ramps. The interstimulus
interval ~ISI! between the end of the first and the beginning
of the second presentation interval in each 2AFC trial~be-
tween targets when no fringes were presented, and between
fringe–target–fringe triplets when fringes were presented!
was 500 ms. All stimuli were generated digitally, played out
by a 16-bit digital-to-analog converter~CED 1401 plus! at a
sampling rate of 40 kHz, and passed through an antialiasing

filter ~Kemo VBF25.01! with a cutoff frequency of 17.2 kHz
~slope of 100 dB/oct!. They were then bandpass filtered us-
ing a pair of cascaded filters~one high pass, one low pass,
Kemo VBF25.03, each with slopes of 48 dB/oct!. The
stimuli were presented in a background of pink noise~low-
pass filtered at 20 kHz, with a spectrum level of 10 dB at 1
kHz!, using Sennheiser HD 414 headphones. Subjects were
seated individually in an IAC double-walled sound-
attenuating booth.

In both experiments at least four normal hearing sub-
jects, one of whom was the first author, participated in all
conditions. The total duration of a single session was about 2
h, including rest times. After at least 10 h of practice, six
threshold estimates were obtained for each condition and
subject. The geometric mean of these six estimates was de-
fined as the final threshold for each condition and subject.
Data collection for the three frequency regions was done in
separate blocks of runs. The order of the frequency regions
was balanced over subjects. Within a given frequency region
the various lateralization conditions were run in separate
sub-blocks. In each session, two thresholds in the no-fringe
condition, and four thresholds for each combination of target
and fringe–F0 ~in separate sub-blocks! were collected in one
specific lateralization condition~21434518!. For each of
the four target–fringe–F0 combinations, the first run was
regarded as a practice run and discarded from the data analy-
sis. In this way, three thresholds were collected first for each
F0 combination in each lateralization condition. Then, three
more thresholds were collected in each condition in the same
way, but with the order of the lateralization conditions re-
versed. The order of running through the individual lateral-
ization conditions was counterbalanced over subjects, as was
the order of running through the target–fringe–F0 combina-
tions. This design was chosen to enable subjects to get used
to the new stimulus and lateralization, and to reduce the con-
trasting influence of the condition in the run before.

II. EXPERIMENT 1: LATERALIZATION DUE TO ILD

A. Rationale and method

There is some evidence that lateralization due to ILD
affects sequential streaming~Deutsch, 1979; Bregman, 1990;
Hartmann and Johnson, 1991; Rogers and Bregman, 1998!.
In the presentF0 discrimination task, fringes and target were
presented sequentially. The triplet fringe/target/fringe was
presented twice in each trial~separated by an ISI of 500 ms!,
and a run consisted of at least 24 trials. This relatively long
sequence of stimuli might have encouraged subjects to per-
ceptually segregate fringes and target into separate streams,
given that they differ on a dimension which is relevant for
auditory streaming~Bregman, 1978; Anstis and Saida,
1985!. Thus, ifF0 discrimination performance were affected
by sequential streaming of targets and fringes, one might
expect a difference in perceived location of the fringes rela-
tive to the target to reduce their deleterious effect on perfor-
mance. Experiment 1 investigated the role of ear of entry and
perceived location of the fringes—due to ILDs—relative to
the target.

The target was always presented monaurally at a level of
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45 dB SPL to the left ear of the subjects~all levels are speci-
fied as the level per component before any filtering was ap-
plied!. The variable of main interest, the lateralization of the
fringes ~if present! relative to the target was manipulated
using the following conditions:~i! contralateral at a level of
45 dB SPL~‘‘ c45’’ !; ~ii ! contralateral at a level of 65 dB
SPL ~‘‘ c65’’ !; ~iii ! dichotic at a level of 45 dB SPL ipsilat-
eral, and 65 dB SPL contralateral~‘‘ i45c65’’ !; ~iv! diotic at
a level of 45 dB SPL~‘‘ i45c45’’ !; and ~v! ipsilateral at a
level of 45 dB SPL~‘‘ i45’’ !. Comparison of thresholds in the
c45 condition with those in the no-fringe condition would
reveal whether contralateral presentation of the fringes had
any effect onF0 discrimination of the target. A difference
between thresholds in thec45 and thei45 condition~lower
thresholds in conditionc45 would be expected! would show
either an effect of relative ear of entry, or of perceived loca-
tion, or both. If an observed difference between thresholds in
the c45 and thei45 condition were at least partly due to the
difference in perceived location, then one would also expect
thresholds in conditioni45c65 to be lower than in condition
i45, at least if there were no negative effect of increased
level of the fringes on the contralateral side. Conditionc65
was introduced to check on this possible level effect. If per-
ceived location of the fringes is the crucial factor, then
thresholds in conditioni45c45 should be intermediate be-
tween those in conditioni45 and those in conditionc45.

Six subjects were tested using the mid-frequency region,
four of whom were also tested using the low- and high-
frequency regions. One of the six subjects in the mid region
~the third author! produced results very different from the
general pattern produced by all the other subjects. This de-
viation will be described in the Results section. However,
this subject’s data were excluded from further analysis, and
from the group data shown below.

B. Results

1. No fringe

Table I~a! shows the geometric mean DLF0s and the
corresponding geometrical standard errors for the target
tones presented in isolation. In the absence of the fringes, the
overall sizes of the DLF0s were a function of~un!resolvabil-
ity in all three frequency regions. That is, the observed
DLF0s were small~values between 0.3% to 0.4%! when the
individual components in the target complex were resolved
~low region:F0 equals 88 or 250 Hz; mid region:F0 equals

250 Hz!, and large~values between 1.4% to 2.2%! when they
were unresolved~Hoekstra, 1979; Mooreet al., 1984; Shack-
leton and Carlyon, 1994; Micheyl and Carlyon, 1998!. The
impairment caused by the presence of the fringes depended
on condition and frequency region.

2. Low-frequency region

Figure 1 shows the results in the presence of the fringes
for the low-frequency region. The bars show the DLF0s for
the 88- and 250-Hz targets in the presence of 88- or 250-Hz
fringes, divided by the DLF0 for each target when presented
alone. There are four groups of bars corresponding to the
four combinations of target–fringe-F0. Each group consists
of five bars corresponding to the five different conditions of
lateralization of the fringes. The individual bars show the
conditions~from left to right!: c45,c65, i45c65, i45c45, and
i45.

In the low-frequency region, the fringes raised the
DLF0s significantly ~the DLF0 ratio was significantly
higher than 1!, but only when target and fringes had the same
nominalF0. This was supported by the outcome of a three-
way analysis of variance ~ANOVA1! (target–F0
3fringe–F03 lateralization) which showed a significant
two-way interaction between theF0 of the target and that of
the fringe@F(1,3)515.8,p,0.05#. Thus, Micheyl and Car-
lyon’s ~1998! finding that ipsilaterally presented fringes have
no effect on DLF0s if target and fringes differ in nominal
F0 could be replicated and generalized to different lateral-
izations. Therefore, two separate two-way ANOVAs were
calculated. One was based exclusively on ratios of DLF0s
obtained in conditions where the nominalF0 of target and
fringes was the same@F(1,3)519.09,p,0.05# and the other

TABLE I. DLF0s for complex tones presented in isolation, expressed as a
percentage of theF0. Values specify the geometric mean thresholds over
subjects. The associated geometrical standard errors, expressed as factor, are
indicated in parentheses.~a! Results in experiment 1.~b! Results in experi-
ment 2.

F0 ~Hz! Low Mid High

~a!
88 0.43 ~1.29! 1.43 ~1.09! 2.23 ~1.14!

250 0.34 ~1.44! 0.37 ~1.38! 1.49 ~1.13!

~b!
88 0.36 ~1.23! 1.11 ~1.07! 1.56 ~1.21!

250 0.28 ~1.21! 0.22 ~1.39! 1.31 ~1.03!

FIG. 1. Results in the low-frequency region, in experiment 1. The bars show
the DLF0s for the 88- and 250-Hz targets in the presence of 88- or 250-Hz
fringes, divided by the DLF0 for each target when presented alone. The four
groups of bars correspond to the four combinations of target–fringe–F0.
The individual bars correspond to conditions~from left to right!: c45, c65,
i45c65, i45c45, i45. Indicated are the geometric mean ratios, averaged
over the ratios obtained for the individual subjects, and the associated geo-
metrical standard errors. The ratio within one subject was calculated by
dividing the geometric mean threshold derived from six runs in the presence
of a fringe by the geometric mean threshold derived from six runs when the
target was presented alone.
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one was based exclusively on ratios of DLF0s obtained in
conditions where the nominalF0 of target and fringes dif-
fered. In the latter case, there was no significant effect of
lateralization.

When target and fringes had the same nominalF0,
thresholds were highest for ipsilateral presentation~filled
black bars! of the fringes. In conditionsi45c45 andi45c65,
where the fringes were lateralized away from the target, the
deleterious effect of the fringes was reduced when compared
with condition i45 ~ratios were smaller!. Note that in these
conditions, identical sounds were delivered to the left~target!
ear. This effectiveness of perceived location observed in the
present task stands in marked contrast to its ineffectiveness if
listeners have to detect a mistuning in complex tones with
dynamic changes inF0 ~Gockel and Carlyon, 1998!. Finally,
DLF0s were smallest in conditionsc45 andc65 ~strictly true
for condition F0588/88; smallest or equal to smallest in
condition F05250/250! where the fringes were presented
purely contralaterally to the target. These results were con-
firmed by the outcome of the two-way ANOVA calculated
exclusively for the ratios of DLF0s obtained in conditions
with identical nominal target and fringeF0, which showed a
highly significant main effect of lateralization@F(4,12)
511.49, p,0.01, HH50.87#.2 Planned contrasts showed
that for all lateralizations of the fringes away from the target
performance improved significantly when compared with ip-
silateral presentation@see Table II~a! for statistical details#.
However, even for purely contralateral presentation~condi-
tions c45 andc65! the fringes still impaired performance
@F(1,3)515.91,p,0.05#. Note also that the 20-dB increase
in level of the purely contralateral fringes did not result in a
significant increase in thresholds.

To summarize the most important findings for the low-
frequency region, where harmonics were resolved for both
F0s: ~i! F0 discrimination was only impaired by the pres-
ence of temporal fringes, when target and fringes had iden-
tical nominal F0; ~ii ! The amount of impairment was re-
duced when the fringes were perceived at a location different

from that of the target;~iii ! Purely contralateral fringes pro-
duced a significant impairment which was, however, smaller
than that in all other conditions, and was independent of their
presentation levels.

3. Mid-frequency region

In the mid-frequency region~Fig. 2!, results in the pres-
ence of the fringes were in all respects very similar to those
observed in the low-frequency region.3 The data of the third
author, who was tested using only the mid region, differed
from the above-described general pattern in the following
way: ~i! in conditionc45 his performance was impaired more
than for the other subjects;~ii ! a distinct level effect was
observed for the purely contralateral fringes, i.e., the more
intense fringes led to more impairment;~iii ! thresholds were
highest in conditioni45c65, and second highest ini45c45. A
possible explanation for these data will be discussed later,
after presenting his data from the second~ITD! experiment.

FIG. 2. As Fig. 1, but for the mid region.

TABLE II. Planned contrasts between log-transformed ratios of DLF0s measured in experiment 1 in the
presence and in the absence of temporal fringes, for ipsilateral presentation of the fringes versus other lateral-
ization conditions. The significance levels specified were corrected for multiple comparisons.~a! Results in
low-frequency region.~b! Results in mid-frequency region.~c! Results in high-frequency region for different
nominalF0 of target and fringes.~d! Results in high-frequency region for identical nominalF0 of target and
fringes.

~a! Low ~b! Mid
Target and fringes at identicalF0 Target and fringes at identicalF0

Contrast F(1,12) p Contrast F(1,16) p

i45–c45 36.78 ,0.001 i45–c45 66.84 ,0.001
i45–c65 31.2 ,0.01 i45–c65 60.43 ,0.001
i45–i45c65 19.06 ,0.01 i45–i45c65 26.56 ,0.001
i45–i45c45 13.74 ,0.05 i45–i45c45 12.62 ,0.05

~c! High ~d! High
Target and fringes at differentF0 Target and fringes at identicalF0

Contrast F(1,12) p Contrast F(1,12) p

i45–c45 43.01 ,0.001 i45–c45 32.65 ,0.001
i45–c65 32.13 ,0.01 i45–c65 28.27 ,0.001
i45–i45c65 36.1 ,0.01 i45–i45c65 2.65 .0.50
i45–i45c45 37.49 ,0.01 i45–i45c45 0.00 .0.50
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4. High-frequency region

In the high-frequency region, the presence of the fringes
impairedF0 discrimination of the target even when target
and fringes differed inF0 ~Fig. 3!. This contrasts markedly
with the results in the low- and mid-frequency regions, and
replicates Micheyl and Carlyon’s~1998! finding with an ip-
silateral interferer. These results were supported by the out-
come of two separate two-way ANOVAs, one calculated ex-
clusively for ratios of DLF0s obtained in conditions where
the nominalF0 of target and fringes was the same@F(1,3)
537.4, p,0.01#, and the other calculated exclusively for
ratios of DLF0s obtained in conditions where the nominal
F0 of target and fringes differed@F(1,3)526.5,p,0.05#. In
both cases, there were significant main effects of lateraliza-
tion @F(4,12)515.7, p,0.001, and F(4,12)515.0, p
,0.001,HH50.75, for identical and differentF0s of target
and fringes, respectively#.

When target and fringesdifferedin nominalF0, the pat-
tern of results was similar to that observed in the low- and
mid-frequency regions foridentical F0s, in that performance
improved for all conditions in which the subjective location
of the fringes was moved away from that of the target@see
Table II~c! for statistical details#.

Unexpectedly, for identical nominalF0s of target and
fringes, a shift in subjective location of the fringes away
from that of the target~conditionsi45c45 andi45c65! did
not reduce the deleterious effect of the fringes. Performance
improved only for purely contralateral presentation@see
Table II~d! for planned comparisons#. As in the low- and
mid-frequency regions, the purely contralaterally presented
fringes still impaired performance, and did so equally for
both presentation levels.

The most important findings for the high-frequency re-
gion were:~i! F0 discrimination was impaired by the pres-
ence of temporal fringes, even when target and fringes dif-
fered in nominalF0; ~ii ! Only when target and fringes
differed in nominalF0 was the amount of impairment re-
duced when the fringes were perceived at a location different
from that of the target;~iii ! Presenting the fringes only con-
tralaterally improved performance relative to ipsilateral pre-
sentation for all combinations of target and fringeF0s.

However, performance was still significantly impaired.

C. Discussion

In the low- and mid-frequency regions, where harmonics
were resolved for at least oneF0, ipsilaterally presented
fringes only raised thresholds in anF0 discrimination task
when they had the same nominalF0 as the target. In con-
trast, they raised thresholds in the high region even when
their F0 differed markedly from that of the target. This rep-
licates the finding of Micheyl and Carlyon~1998!.

In all frequency regions, the amount of the impairment
could be reduced by presenting the fringes only contralater-
ally to the target. A shift in perceived location of the fringes
away from that of the target~conditionsi45c65 andi45c45!
improved performance too, but not as much as purely con-
tralateral presentation. Especially in the high-frequency re-
gion, a shift in perceived location only improved perfor-
mance in combination with a marked difference in the
nominalF0 of target and fringes.

Note that the observed improvements in conditions
i45c65 and i45c45 over conditioni45 must truly rely on
binaural mechanisms. Since in all three conditions exactly
the same stimuli were presented to the left ear of the sub-
jects, the superiority of the binaural conditions over the mon-
aural one cannot be attributed to advantages in monaural
processing.

The fact that a difference in ‘‘ear of entry’’ and per-
ceived location of target and fringes improved performance
seems to indicate that grouping processes might play a role
in the present task. There is evidence for the effectiveness of
‘‘relative ear of entry’’ as a cue in sequential~Deutsch, 1979;
Bregman, 1990; Hartmann and Johnson, 1991; Shackleton
et al., 1994; Darwinet al., 1995! and concurrent sound seg-
regation ~Summerfield and Assmann, 1991; Culling and
Summerfield, 1995; Hukin and Darwin, 1995; Gockel and
Carlyon, 1998!. A possible explanation for how streaming
might contribute to the observed overall pattern of results is
that fringes only impair performance when they are not per-
ceptually segregated from the target. Differences inF0, rela-
tive ear of entry, and perceived location provided cues for
sequential streaming which differed with respect to their ef-
fectiveness.

In the low and mid regions, a big difference inF0 was
sufficient to induce segregation and eliminate the interfer-
ence of the fringes. In the high region,F0 differences may
be much less effective at triggering segregation, due to the
absence of concomitant spectral differences~Vliegen et al.,
1999!. The second-most effective cue for segregation was
relative ear of entry. Presenting the fringes only contralater-
ally always improved performance, but not as much asF0
differences if concomitant spectral cues were available.

The least effective way of reducing the effect of the
fringes was introducing a lateralization due to ILDs. In the
high-frequency region, it showed an effect only when the
targets and fringes had different nominalF0s. This explana-
tion is compatible with other evidence in the literature show-
ing that lateralization through binaural mechanisms, even if
insufficient on its own to produce segregation, nevertheless
might enhance segregation when combined with other cues.

FIG. 3. As Fig. 1, but for the high region.
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For example, Shackletonet al. ~1994! reported that interaural
difference cues~ILDs and ITDs! alone did not facilitate rec-
ognition of two concurrently presented synthetic vowels.
However, in combination with a voice pitch difference of
one semitone they markedly increased performance above
the improvement found for the pitch difference alone. Simi-
larly, Darwin and Hukin~1998! found that a difference in
ITD increased the segregation of a mistuned harmonic from
the rest of a vowel.

There could be two reasons for the finding that in the
present task relative ear of entry was more effective than
perceived location due to ILDs. First, it could be a true effect
of relative ear of entry. Second, it could be attributed to an
even more lateralized percept in the purely contralateral con-
dition. At present, we cannot decide between these explana-
tions, since listeners noticed a difference in perceived loca-
tion of the fringes in the two conditions~when asked to pay
attention only to the fringes, as done after the experiment
proper!.

The next experiment investigated the influence of vari-
ous ITDs of the fringes. Lateralization due to ITDs depends
on binaural processing, without any complications due to
possible level effects.

III. EXPERIMENT 2: LATERALIZATION DUE TO ITD

A. Rationale and method

Experiment 2 investigated the role of perceived location
of temporal fringes—manipulated using ITDs—onF0 dis-
crimination of two sequentially presented target complexes.
If ITDs reduce the deleterious effect of the fringes, this
would provide additional support for an effect of perceived
location per se, beyond a possible effect of relative ear of
entry.

As in experiment 1, the target was always presented
monaurally at a level of 45 dB SPL per component to the left
ear of the subjects. The fringes~if present! were presented at
a level of 45 dB SPL to both ears of the subjects. Lateraliza-
tion of the fringes relative to that of the target was manipu-
lated using the following conditions:~i! leading to the right
with an ITD of 1 ms, denoted PERceived CONtra~‘‘per-
con’’!; ~ii ! diotic presentation, denoted PERceived MID
~‘‘permid’’ !; and~iii ! leading to the left with an ITD of 1 ms,
denoted PERceived IPSI~‘‘peripsi’’ !. The whole waveform
of the sound at one side was delayed relative to the opposite
side, thus providing onset- and ongoing phase-difference
cues. An ITD of 1 ms was chosen because informal listening
tests with a range of ITDs showed that, for this ITD, the
perceived shift in location seemed to be strongest; the shift
seemed to level off with further increases in ITD4 ~see also
Mossop and Culling, 1998!. Higher thresholds in condition
peripsi than in condition percon would unambiguously show
an effect of perceived location. Thresholds in condition per-
mid were expected to be intermediate between those in con-
ditions peripsi and percon.

Four subjects were tested in all frequency regions, all of
whom took part in experiment 1. In addition, the third author
was tested in the mid region in the two extreme conditions
~peripsi, percon!, to check a possible explanation for his de-

viant behavior in the first experiment~see Sec. II B 3!. How-
ever, the data for this subject were excluded from the group
data shown below.

B. Results

1. No fringe

As in experiment 1, the overall sizes of the DLF0s in
the absence of the fringes depended on~un!resolvability of
the individual components in the target complex. They are,
however, somewhat smaller than the corresponding values
observed in experiment 1 for all three frequency regions,
presumably due to practice effects@see Table I~b!#.

2. Low-frequency region

Figure 4 shows the results in the presence of the fringes
for the low-frequency region. They are plotted in the same
way as the results of experiment 1. The individual bars cor-
respond to the conditions~from left to right!: percon, permid,
and peripsi. The DLF0s increased significantly in the pres-
ence of the fringes, but only when target and fringes had the
same nominalF0. This was supported by the outcome of two
separate two-way ANOVAs. One was calculated for ratios of
DLF0s obtained in conditions where the nominalF0 of tar-
get and fringes were the same@F(1,3)518.14,p,0.05] and
the other one was calculated for ratios of DLF0s obtained in
conditions where the nominalF0 of target and fringes dif-
fered. This replicated the finding from experiment 1 that in
the low-frequency region, where all components are re-
solved, fringes with anF0 different from the nominal target
F0 have no significant effect on DLF0s.

When target and fringes had the same nominalF0,
thresholds were highest in condition peripsi. Relative to the
no-fringe conditions, thresholds increased by a factor of
about 2.4 and 2.0 for the 88 and 250-HzF0s, respectively.
In conditions permid and percon, where the fringes were
lateralized away from the target, their deleterious effect on
F0 discrimination was reduced when compared with condi-
tion peripsi. On average, DLF0 ratios were smallest in con-

FIG. 4. As Fig. 1, but for experiment 2. The individual bars correspond to
conditions~from left to right!: leading to the right with an ITD of 1 ms
~percon!, diotic ~permid!, leading to the left with an ITD of 1 ms~peripsi!.
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dition percon. These results were confirmed by the outcome
of the two-way ANOVA calculated for the ratios of DLF0s
obtained in conditions with identical nominal target and
fringe F0. This showed a significant main effect of lateral-
ization @F(2,6)521.65,p,0.05, HH50.61]. Planned con-
trasts showed that for both lateralizations of the fringes away
from that of the target, performance inF0 discrimination
improved significantly over that in condition peripsi@see
Table III~a! for statistical details#.

3. Mid-frequency region

In the mid-frequency region~see Fig. 5!, results with the
fringes were very similar to those observed in the low-
frequency region.5 The data of the third author, who partici-
pated only in the mid region in conditions peripsi and per-
con, showed the same general pattern as for the other
subjects. This supports an explanation of his deviant pattern
of results in the binaural fringe conditions in experiment 1 in
terms of a negative effect due to an increase in perceived
loudness of the fringes.6

4. High-frequency region

In the high-frequency region~see Fig. 6!, the fringes
impairedF0 discrimination of the target even when target

and fringes differed inF0. This was supported by the out-
come of two two-way ANOVAs, one calculated for ratios of
DLF0s obtained in conditions where the nominalF0 of tar-
get and fringes corresponded to each other@F(1,3)
522.66, p,0.05#, and the other, calculated for ratios of
DLF0s obtained in conditions where the nominalF0 of tar-
get and fringes differed@F(1,3)512.24, p,0.05#. There
was a significant main effect of lateralization@F(2,6)
524.3, p,0.01, HH50.82# if target and fringes had iden-
tical nominalF0, butno significant main effect was observed
if they differed in F0. This was opposite to the pattern ob-
served in experiment 1. The finding of statistically equal per-
formance in all conditions when the target and fringes dif-
fered in F0 was probably due to the fact that the DLF0
ratios were already quite small in condition peripsi for un-
equalF0s.

When target and fringes had the same nominalF0, both
lateralizations of the fringes away from that of the target led
to significant improvement in performance over that in con-
dition peripsi. Table III~c! and ~d! show the results of the
planned contrasts.

C. Discussion

In the low- and mid-frequency regions, where harmonics
were resolved for at least oneF0, the pattern of results from

FIG. 5. As Fig. 4, but for the mid region. FIG. 6. As Fig. 4, but for the high region.

TABLE III. Planned contrasts between log-transformed ratios of DLF0s measured in experiment 2 in the
presence and in the absence of temporal fringes, for condition peripsi versus other lateralization conditions. The
significance levels specified were corrected for multiple comparisons.~a! Results in low-frequency region.~b!
Results in mid-frequency region.~c! Results in high-frequency region for identical nominalF0 of target and
fringes.~d! Results in high-frequency region for all combinations of target and fringeF0.

~a! Low ~b! Mid
Target and fringes at identicalF0 Target and fringes at identicalF0

Contrast F(1,6) p Contrast F(1,6) p

peripsi–percon 39.44 ,0.05 peripsi–percon 28.35 ,0.01
peripsi–permid 23.42 ,0.05 peripsi–permid 16.39 ,0.05

~c! High ~d! High
Target and fringes at identicalF0 All combinations of target and fringeF0

Contrast F(1,6) p Contrast F(1,12) p

peripsi–percon 48.53 ,0.01 peripsi–percon 28.25 ,0.01
peripsi–permid 12.39 ,0.05 peripsi–permid 8.17 .0.05
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experiment 2, which used ITDs to vary the perceived loca-
tion of the fringes, was very similar to that for experiment 1,
which used various ILDs. First, the fringes only raised
thresholds when they had the same nominalF0 as the target.
Second, and more importantly, the deleterious effect of the
fringes could be reduced by moving the perceived location of
the fringes away from that of the target. That is, fringes
leading by an ITD of 1 ms at the side contralateral to the
monaurally presented target produced less impairment than
fringes leading at the side ipsilateral to the target. An im-
provement was also observed for diotically presented fringes
when compared with fringes leading at the ipsilateral side.
Note, however, that the negative effect of the fringes in con-
dition peripsi appears weaker than in conditioni45 in experi-
ment 1. This could be due to increased practice of the sub-
jects, and/or to the fact that the ipsilateral lateralized image
due to ITD was more fuzzy, i.e., more distributed in space,
than the image for monaural presentation. However, since
thresholds in condition permid in experiment 2 were also
lower than thresholds for the identical conditioni45c45 in
experiment 1, it is quite likely that there was a general im-
provement due to practice.

In the high-frequency region, fringes raised thresholds
even when theirF0 differed markedly from that of the tar-
get. In contrast to experiment 1, subjective location of the
fringes away from the target, due to ITDs, significantly re-
duced DLF0 ratios even when the fringes and the target had
identical nominalF0s. However, we would not interpret this
as evidence that ITDs were more effective than ILDs in re-
ducing the deleterious effect of the fringes in the present
task. It is much more likely that the origin of this difference
lay in increased practice of subjects which might have led to
a more efficient use of the available cues, i.e., the small pitch
differences and the subjective difference in location of target
and fringes. This interpretation gains support from the fact
that DLF0 ratios in condition permid in experiment 2 were
smaller than in the identical condition in experiment 1. Ad-
ditional support comes from the finding that, in contrast to
experiment 1, there was no significant main effect of lateral-
ization in the high-frequency region when target and fringes
differed in nominalF0. This was probably due to the ex-
treme decrease in DLF0 ratios in condition peripsi in experi-
ment 2 compared to the DLF0 ratios observed in experiment
1 in conditioni45. This decrease markedly reduced the range
of possible improvement due to a shift of perceived location
of the fringes away from that of the target.

Apart from the general improvement due to practice ef-
fects, the overall pattern of results in experiment 2 was very
similar to that observed in experiment 1. Overall, the data
provide strong evidence for the role of a truly binaural
mechanism partly determining the effect of temporal fringes
in F0 discrimination. This influence may well be mediated
by perceptual segregation. The present findings and interpre-
tation are compatible with evidence in the literature showing
that perceived location due to ITDs is an effective cue for
sequential perceptual segregation~Hartmann and Johnson,
1991; Darwin and Hukin, 1999!. For concurrent sound seg-
regation, it is less effective~see, e.g., Culling and Summer-
field, 1995; Hukin and Darwin, 1995!, but it can become a

significant cue to segregation in conjunction with other cues
~Shackletonet al., 1994; Darwin and Hukin, 1998!.

IV. SUMMARY AND CONCLUSIONS

The present study measured DLF0s for complex tones
presented with lateralized fringes, which were present before
and after but not simultaneously with the target. The fringes
were complex tones, filtered into the same frequency region
as the target, and had either identical or different nominal
F0s as the target. The fringes were lateralized either by ILDs
~experiment 1! or by ITDs ~experiment 2!. In the low- and
mid-frequency regions, where harmonics for at least oneF0
were resolved, the fringes impaired performance only if they
had the same nominalF0 as the target. In the high-frequency
region, where all harmonics were unresolved, they increased
thresholds independently ofF0. The results of the present
experiments showed that:

~1! The deleterious effect of the ipsilateral fringes was re-
duced most, but was still present, when the fringes were
presented purely contralaterally to the monaural target.

~2! The effect of the ipsilateral fringes was significantly re-
duced when they were perceived at a location different
from that of the target, due either to ILDs or ITDs.

~3! Besides resolvability, at least one other factor, namely
perceived locationper se, determines the effect of the
fringes onF0 discrimination of the target.

~4! The findings are compatible with the assumption that
fringes only impair performance when they are not per-
ceptually segregated from the target. Segregation is not
‘‘all or none,’’ and depends on a combination of avail-
able cues, which may differ in effectiveness.

~5! In the high region where all components were unre-
solved, F0 differences may be much less effective at
triggering segregation than in the low and mid regions,
where components for at least oneF0 were resolved.

The results are consistent with the idea that temporal
fringes produce interference inF0 discrimination when the
listeners have difficulty segregating the target from the
fringes. A difference between the perceived location of the
target and that of the fringes enhances segregation of the
sequentially presented stimuli.
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1Repeated-measurements ANOVAs were run on the logarithms of the ratios
of the geometric mean DLF0s in the presence of the fringes and the geo-
metric mean DLF0s without fringes.

2Throughout the paper, if appropriate, the Huynh–Feldt correction was ap-
plied to the degrees of freedom~see, e.g., Howell, 1997!.

3Results of ANOVAs on log-transformed ratios of DLF0s measured in the
mid-frequency region in experiment 1 were as follows:~a! Three-way
ANOVA (target–F03fringe–F03 lateralization); significant interaction
between target–F0 and fringe–F0 @F(1,4)533.01,p,0.01#. ~b! Two-way
ANOVA ~nominal target–F0 differs from fringe–F0!; no effect of pres-
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ence of fringes.~c! Two-way ANOVA ~nominal target–F0 equals fringe–
F0!: ~i! significant effect of presence of fringes@F(1,4)593.5, p,0.01#;
~ii ! significant main effect of lateralization@F(4,16)522.42,p,0.001#. ~d!
Two-way ANOVA ~nominal target–F0 equals fringe–F0, purely contralat-
erally presented fringes!: ~i! significant effect of presence of fringes
@F(1,4)589.39,p,0.01#; ~ii ! no significant level effect. The results of the
planned contrasts are given in Table II~b!.

4More formal experiments were run with three subjects out of the total of
five participating in experiment 2, to investigate the perceived location of
the fringes presented in isolation as a function of ITD. In a 2I-2AFC para-
digm, subjects had to indicate which of the two successive sounds they
perceived as more to the right. The ITD was varied randomly for each and
every stimulus presentation in the range from 0 to 1 ms in 0.2-ms steps.
The ITDs of the two sounds always had the same sign, and thus they were
both perceived in the same hemifield. Each hemifield was tested in separate
blocks of trials. A ‘‘hit’’ was defined as judging the stimulus with the
greater ITD as more to the right~when the right ear led! or more to the left
~when the left ear led!. In this way, a whole set ofd8 scores was obtained
for each reference ITD~defining reference ITD as the smallest absolute
value of the two ITDs used in a specific trial!; i.e., fived8 scores resulted
for the reference ITD of 0 ms in combination with comparison ITDs of 0.2,
0.4, 0.6, 0.8, and 1 ms; fourd8 scores resulted for the reference ITD of 0.2
ms in combination with comparison ITDs of 0.4, 0.6, 0.8, and 1 ms, etc.
Average performance across subjects always improved monotonically with
increasing comparison ITD, indicating that perceived location changed
monotonically with increasing ITD, including the case where the reference
and comparison ITDs were 0.8 and 1 ms, respectively. Performance was
better than chance in all frequency regions and for allF0s. However,
performance levels were dependent on bothF0 and frequency region. In
the low region, performance was generally very good, although somewhat
better for the 88-HzF0 than for the 250-HzF0. In the mid region, perfor-
mance was poorest, especially for the 250-HzF0. In the high region, per-
formance was nearly as good as in the low region, especially for the lower
F0. These results were expected, since in the low-frequency region, where
all components were resolved, components lay well within the frequency
range in which ITD discrimination performance for pure tones is known to
be good~see, e.g., Blauert, 1983; Moore, 1997!. In the mid region, resolved
components of the 250-HzF0 fringe lay only partly below the frequency
limit of 1500 Hz for which ITD discrimination performance for pure tones
was reported to be around chance~Moore, 1997!. In the high region, where
all components were unresolved, discrimination of ITDs presumably was
based on the interaural delay of the envelopes of the signals~Henning,
1974!.

5Results of ANOVAs on log-transformed ratios of DLF0s measured in the
mid-frequency region in experiment 2 were as follows:~a! Three-way
ANOVA (target–F03fringe–F03 lateralization); significant interaction
between target–F0 and fringe–F0 @F(1,3)5136.1,p,0.01#. ~b! Two-way
ANOVA ~nominal target–F0 differs from fringe–F0!; no significant effect
of presence of fringes.~c! Two-way ANOVA ~nominal target–F0 equals
fringe–F0!: ~i! significant effect of presence of fringes@F(1,3)5436.09,
p,0.001#; ~ii ! significant main effect of lateralization@F(2,6)515.46, p
,0.01#.

6In experiment 1, performance in conditionc45 relative to the no-fringe
condition was more impaired for the third author than for the other subjects.
Additionally, his data showed a distinct level effect for the purely contralat-
eral fringes, i.e., the more intense fringes led to more impairment. His
unusually high susceptibility for contralateral fringes, and especially for
relatively loud ones, presumablyadded to the deleterious effect of the
ipsilateral fringes in the binaural conditions. This in turn would have pre-
vented any advantage due to the shift of perceived location from emerging
in the data. That would explain why his thresholds were highest in condi-
tion i45c65 and second highest ini45c45. In experiment 2, all conditions
involved binaural presentation of the fringes at the same sound-pressure
level. If the above explanation was correct, one would expect no differ-
ences between the pattern of the third author’s data and that of the other
subjects. This was confirmed.
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The question of whether musical scales have developed from a processing advantage for frequency
ratios based on small integers, i.e., ratios derived from relationships among harmonically related
tones, is widely debated in musicology and music perception. In the extreme position, this
processing advantage for these so-called ‘‘natural intervals’’ is assumed to be inherent, and to apply
to sequentially presented tones. If this is the case, evidence for this processing advantage should
show up in psychoacoustic experiments using listeners from the general population. This paper
reports on replications and extensions of two studies from the literature. One@Lee and Green, J.
Acoust. Soc. Am.96, 716–725~1994!# suggests that listeners from the general population can in
fact determine whether sequentially presented tones are harmonically related. The other study
@Houtgast, J. Acoust. Soc. Am.60, 405–409~1976!# is interpreted in different terms, but could be
confounded by such an ability. The results of the replications and extensions, using listeners of
known relative pitch proficiency, are consistent with the idea that only trained musicians can
reliably determine whether sequentially presented tones are harmonically related. ©1999
Acoustical Society of America.@S0001-4966~99!06111-1#

PACS numbers: 43.66.Hg@JWH#

INTRODUCTION

Most trained musicians have the ability, termed relative
pitch, to identify the musical interval~frequency ratio! be-
tween two sequentially presented tones. Those with the best
relative pitch are able to identify intervals with an accuracy
of about one-third semitone, or 2%~Burns and Campbell,
1994!. Since many of the frequency ratios which correspond
to the standardized intervals~such as octaves, fifths, and
thirds! comprising the musical scales of most cultures are
equal to, or nearly equal to, small integer ratios, they also
correspond to the frequency ratios~or octave transpositions
thereof! among harmonics of a complex tone. In fact, there is
considerable debate over whether musical scales have devel-
oped from an innate processing advantage for these so-called
‘‘natural’’ intervals ~e.g., Burns, 1999!. If such an advantage
exists, the ability of relative pitch merely implies that musi-
cians have learned labels for these harmonic relationships for
which all people have innate predisposition. In this case, this
predisposition for harmonic relationships should show up in
psychoacoustic experiments which do not require the specific
labeling ability acquired through musical training. In this re-
port we focus on two studies in the literature, one of which
suggests that the ability to tell whether a~sequentially pre-
sented! tone is harmonically related to a reference tone is a
universal ability, and the other of which has been interpreted
in an entirely different manner, but whose interpretation
could also be confounded by this ability.

The latter study was reported more than 20 years ago by
Houtgast~1976!. He found that most subjects could success-

fully discriminate between the pitches formed by the missing
fundamental frequency of a six-tone harmonic complex and
the ‘‘fundamental frequency’’ of a single sinusoid not con-
tained in the six-tone complex, provided that there was
enough background noise to keep the tone signals barely
audible. The observation that under those conditions subjects
could consistently detect a small up or down step in funda-
mental frequency led to the conclusion that people can hear
the missing fundamental pitch from even one single har-
monic, provided the S/N ratio is sufficiently low. However,
listeners with relative pitch could presumably perform this
task for the single harmonics simply by noting if the mis-
tuned harmonics comprised sharp or flat standard musical
intervals relative to the fundamental of the complex. If the
ability to tell if sequentially presented tones are mistuned
from harmonicity is universal, presumably even musically
naive listeners could perform the task without hearing a fun-
damental pitch.

The other experiment was reported by Lee and Green
~1994!. Measuring subjects’ sensitivity to a mistuned har-
monic of a complex tone, they removed one partial from a
harmonic tone complex and presented the remainder monau-
rally to a listener, followed by the isolated partial. This par-
tial was either in tune~unaltered!, or slightly changed in
frequency~mistuned!. In a forced-choice paradigm subjects
had to identify the stimulus sequence with the mistuned par-
tial. A rather constant mistuning threshold of 1% was found
for harmonics 1–7, and an increasing threshold for harmon-
ics 8 and beyond. Although Lee and Green mention the mu-
sical training of their subjects, they do not suggest that this
training was crucial to the outcome of the experiment, and
the implication is that these mistuning thresholds are gener-a!Electronic mail: pwa@u.washington.edu
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alizable to the population of normal-hearing listeners.
In this report, data are presented from two replications

and extensions of Houtgast’s experiment and a replication of
the Lee and Green experiment. In all cases, subjects with
known relative pitch abilities are used in order to determine
the extent to which the results are dependent on this ability.

I. METHOD AND EXPERIMENTS

Since both the Houtgast~1976! and Lee and Green
~1994! experiments are published in this journal, and the
replications are essentially exact, only synopses of the pro-
tocols of these experiments are provided and important dif-
ferences between our protocols and those of the original ex-
periments are noted.

A. First Houtgast replication

The basic paradigm of Houtgast’s experiment was a
two-alternative forced choice~2AFC! up/down pitch dis-
crimination task between a fixed complex-tone reference
with a fundamental frequency of 200 Hz and a comparison
signal with a 2% higher or lower fundamental and a variable
harmonic composition. Harmonic composition~three, two, or
one harmonics!, harmonic order, and presence or absence of
background noise were independent variables.

Two aspects of Houtgast’s procedure appear to be cru-
cial for eliciting a low~missing fundamental! pitch sensation
from a single harmonic. The tones must be presented at a
low sensation level~SL!, accomplished by presenting the
tones in the presence of a masking noise. The listener must
also be cued to listen in the region of the fundamental, ac-
complished by a special trial sequence. On every seventh
trial the comparison tone was a three-~adjacent! harmonic
complex, on the next three trials the comparison tones were
two-harmonic complexes, and on the following three trials
they were three single harmonics. The cueing is a logical
necessity since a pure tone does not, by itself, have a
uniquely defined missing fundamental.

The stimuli and procedures employed for the replication
were the same as those used by Houtgast with the following
exceptions: Houtgast used a six-harmonic standard complex
~with no harmonics in common with the three harmonics
treated in a block!, sine-phase addition of harmonics,62%
change in fundamental frequency for the comparison tone,
and two dummy trials for practice at the beginning of each
~70 trial! stimulus block; we used a three-tone standard com-
plex, random-phase addition of harmonics,63% change of
fundamental frequency, and no dummy trials. We specifi-
cally instructed listeners to judge whether the comparison
tone was higher or lower than the standard, whereas Hout-
gast’s listeners were ‘‘suggested to concentrate on pitch of
second tone relative to first’’ but instructions emphasized
minimization of incorrect responses by ‘‘any criterion or
strategy.’’

In addition to the replication, the listeners performed a
‘‘simple mistuning’’ experiment, where the standard tone in
a 2AFC task was a sinusoid with a frequency of 200 Hz and
the comparison tone was also a sinusoid, themth harmonic
of 200 Hz, mistuned by either plus or minus 3%, withm
taken randomly between 2 and 12 on each trial. Since there

is no cueing, the only way listeners can perform above
chance level in this task is if they are able to determine
whether the harmonics are mistuned high or low relative to
the 200-Hz standard. If performance in this task is the same
~as a function of harmonic number! as that in the Houtgast
single-harmonic condition, it would suggest that the listeners
used the same relative pitch cues in both experiments.

Six subjects participated in the experiments. They were
divided into two groups. Group 1 consisted of three listeners
who had participated in experiments requiring good relative
pitch, and had demonstrated their ability to perform at essen-
tially 100% correct in a melodic musical interval identifica-
tion task. Group 2 consisted of three listeners who reported
having only minimal musical training, did not play an instru-
ment, and did not possess relative pitch.

The results of both the original Houtgast experiment and
the replication are presented in Fig. 1. Houtgast’s results,
shown in the right column, are based on three subjects, 50
trials per harmonic condition per subject, and a fundamental
frequency difference of 2%. The replication results, shown in
the left column, are based on 20 trials per harmonic condi-
tion per subject, and a fundamental frequency difference of
3%. The essential features of Houtgast’s results were that
listeners performed better for the with-noise~low SL! condi-
tion, and in particular performed well above chance for the
single harmonics up to 10, but performed essentially at
chance for the single harmonics in the absence of noise.
These results, along with the subjective impressions of the
listeners, suggest that the low SL condition enhances the
propensity to hear synthetically, i.e., to hear a ‘‘low’’ pitch
corresponding to the fundamental rather than pitches corre-
sponding to the individual harmonics, to the extent that the
subject hear a low pitch even for a single harmonic.

The results of the replication do not fully support this
interpretation. For the single harmonic case, the performance
of the musicians, group 1, for both the with-noise and
without-noise conditions, was essentially identical to that of
Houtgast’s subjects in the with-noise condition, whereas the
performance of the nonmusicians, group 2, was similar to the
performance of Houtgast’s subjects in the without-noise con-
dition, basically at chance level for harmonics higher than 4.

The results of group 1 in the simple-mistuning experi-
ment, where the listeners had to determine if a mistuned
harmonic of 200 Hz was mistuned high or low relative to a
pure tone of 200 Hz, are shown in Fig. 2. Again, perfor-
mance patterns are similar to performance in the Houtgast
replication, and are basically independent of the presence of
noise, which suggests that the same discrimination strategy
was used in all cases. These results verify that listeners who
possess good relative pitch can determine if a pure tone is
mistuned from harmonicity relative to a reference fundamen-
tal in a procedure where they could not be hearing any miss-
ing fundamental pitch cue. None of the listeners in group 2
could perform above chance in this task~results not shown!,
but we did not attempt any extensive training.

In light of the results from the simple-mistuning experi-
ment, the simplest interpretation of the results from the
Houtgast replication is that neither subject group heard a
pitch corresponding to the fundamental, in either noise con-
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dition, but that the musicians could perform the task based
on relative pitch judgments. However, despite the fact that
their performance was virtually identical in the with- and
without-noise conditions in the Houtgast replication, two of
the three musicians~the two authors! claimed that they did in
fact hear a low pitch in the with-noise condition and that they
used a different strategy in this condition than they did in the
without-noise condition.

B. Second Houtgast replication

Because of the somewhat discrepant findings of Hout-
gast~1976! and our replication, it was decided to repeat the
replication. Whereas in the previous replication there had
been some slight differences in the stimuli between the rep-
lication and the original experiment, in this case both the
stimuli and experimental protocol of the original Houtgast

experiment were repeated exactly with the exception that the
difference between fundamental frequency of the comparison
tones was 6 Hz~3%!. The simple mistuning experiment was
also repeated, the only difference between this version and
the previous version being that, in a single block of trials,
comparison-tone harmonics were limited to one of three ad-
jacent harmonics, as in the Houtgast protocol.

The six subjects were divided into three groups of two
subjects each, based on their performance on a relative pitch
screening test in which they had to identify ten presentations
each of the 12 equal-tempered melodic intervals from minor
2nd through octave, presented randomly, and with the first
tone of each interval randomized over a range of 261.6 Hz,
6200 cents. The two excellent relative pitch~ERP! listeners
both scored perfectly, the two mediocre relative pitch~MRP!
listeners scored 76% and 68% correct, and the two no rela-

FIG. 1. The right column shows
the results of the original Houtgast
~1976! study, and the left column the
first Houtgast replication. The
%-correct scores represent average
scores for three subjects in a
2AFC fixed-frequency-increment/
decrement task where the comparison
tone was composed of either one, two,
or three harmonics, as indicated, and
for with- and without noise conditions
as indicated. The value along the ab-
scissa is the lowest harmonic of the
comparison tone. Group 1 consisted of
three musicians with good relative
pitch, group 2 consisted of three non-
musicians.
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tive pitch ~NRP! listeners could not identify any intervals
consistently.

The results for both the Houtgast procedure and the
simple-mistuning procedure are shown in Fig. 3, with the
ERP, MRP, and NRP listeners shown in the top, middle, and
bottom rows, respectively. Performance in the simple mis-
tuning procedure correlates with the degree of relative pitch
ability and is essentially independent of noise background:
ERP listeners show nearly perfect performance for harmon-
ics 2–10, with slight exceptions at the 7th and 9th harmon-
ics; MRP listeners also generally show well above chance
performance for most harmonics through 10; the NRP listen-
ers, with the exception of harmonics 2–4 for NRP1, show
chance level, or marginally above chance level, performance
for all harmonics. Since in this version of the simple mistun-
ing procedure only three harmonics were tested in a block of
trials, only six comparison tone frequencies were presented
per block. Nonpossessors of absolute pitch adopting an ab-
solute identification strategy could thus be expected to
achieve above chance performance~Pollack, 1952!, which
may account for the marginally above chance performance of
the NRP listeners. Listeners using this strategy would not be
expected to achieve near perfect performance, and perfor-
mance would not be a function of frequency~harmonic num-
ber!. Consequently, this strategy cannot explain the perfor-
mance of the ERP and MRP listeners.

Performance in the Houtgast protocol is much less con-
sistent, and ranges from essentially perfect performance
through harmonic 10 for both with- and without-noise con-
ditions for ERP1, to essentially chance performance for both
noise conditions for NRP2. Only MRP2 shows performance
similar to the typical Houtgast subject: near perfect, with the
exception of some odd harmonics, in the with-noise case,
and close to chance for harmonics greater than 4 in the
without-noise case. Excepting MRP2, the most parsimonious
explanation would seemingly be that the listeners were us-
ing, or trying to use, relative pitch cues in both noise condi-
tions of the Houtgast protocol. However, as was the case
with the first replication, several of the subjects insisted they

heard a low pitch for all trials in the with-noise condition and
used this to perform the task, but did not hear it for some of
the trials in the without-noise condition. If performance is
compared for both noise conditions of both the Houtgast and
simple-mistuning protocols, whenever there is a large differ-
ence in performance between noise conditions it is always in
the Houtgast procedure, with performance being worse in the
without-noise condition. There is no obvious reason why a
high sensation level would degrade relative pitch cues for the
Houtgast protocol but not for the simple mistuning protocol,
nor is there any reason why a low sensation level would
improve relative pitch cues for the Houtgast protocol but not
for the simple mistuning protocol.

C. Lee and Green replication

The fact that some subjects could not do the simple mis-
tuning experiments performed in conjunction with the Hout-
gast replications suggests that the ability to tell if sequen-
tially presented tones are harmonically related is not
universal; performance in this task was directly correlated
with relative pitch competence. However, it is possible that
the poor performance of the nonmusicians in the simple mis-
tuning experiment is related to the experimental protocol and
that a different protocol might be more successful at tapping
such an ability. In fact, the protocol used by Lee and Green
~1994! differed substantially from the simple mistuning task.
The latter is essentially a single-~listening! interval task, the
two sequentially presented tones comprise a single stimulus
which the listeners must judge as being mistuned high or low
relative to some internal standard. Lee and Green used a two-
~listening! interval task wherein the subjects had to chose
which of a pair of sequentially presented tones contained the
mistuned harmonic. They also used an adaptive procedure
where the degree of mistuning varied as a function of per-
formance and only tested a single harmonic in a block of
trials. This protocol may be more effective in tapping a gen-
eral ability to tell if sequentially presented tones are har-
monically related. It was therefore decided to replicate the
Lee and Green experiment with the same subjects used in the
second Houtgast replication.

The replication used the exact procedures of Lee and
Green, with minor exceptions in the adaptive procedure:
their criterion for ending a trial block was a fixed number of
trials ~60!, threshold estimates from a trial block were based
on the last even number of reversals, excluding the first
three, and thresholds were based on eight 60-trial blocks. In
our study, trial blocks were terminated after a fixed number
of reversals~usually ten!, threshold estimates from a trial
block based on~usually! the last six reversals, and thresholds
were based on at least eight blocks averaging about 50 trials
each.

The mistuning thresholds for four of the six subjects are
shown in Fig. 4. Also shown are the mean thresholds of the
three subjects of Lee and Green. It is clear that only the two
ERP subjects have thresholds which are in agreement with
those of the Lee and Green subjects over the entire range of
harmonic numbers, and even in this case ERP2 has discrep-
ant results for harmonics 7 and 9~the largest threshold

FIG. 2. Scores for group 2 subjects in the ‘‘simple mistuning’’ task where
they determined if a randomly selected harmonic of 200 Hz, mistuned by
63% and presented sequentially to a 200-Hz pure tone, was mistuned
‘‘high’’ or ‘‘low.’’

3567 3567J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 E. M. Burns and A. J. M. Houtsma: Mistuned harmonics



shown by any of the three Lee and Green subjects was 58 Hz
for harmonic 9; harmonic 10 was not tested!. Subjects MRP1
and MRP2 showed comparable results for harmonics 6 and
below, but could not perform the task consistently for har-
monics 7 and above. For subject NRP1, consistent threshold
estimates could only be obtained for harmonics 2–4, and
only for harmonic 2 was the threshold estimate in agreement
with Lee and Green’s result. Subject NRP1 could not per-

form the task consistently for any harmonic number, despite
almost 2000 total trials. She also could not perform a non-
adaptive version~i.e., a fixed-mistuning over a block of tri-
als! of the task, for any amount of mistuning. This is consis-
tent with her results in the simple mistuning and Houtgast
protocol above, where she performed at near chance level for
all conditions. Thus the performance of these subjects is
completely consistent with their performance in the simple

FIG. 3. Scores for the six subjects in the second Houtgast replication and in the second ‘‘simple mistuning’’ experiment. The three rows from top to bottom
contain scores for subjects with excellent~ERP!, mediocre~MRP!, and no~NRP! relative pitch, respectively.
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mistuning task and is correlated with relative pitch profi-
ciency.

II. DISCUSSION

The results of both simple mistuning experiments and
the Lee and Green replication show conclusively that some
listeners can tell if sequentially presented pure tones are har-
monically related. The results of the simple mistuning ex-
periment, in particular, show that listeners with good relative
pitch proficiency can use relative pitch cues even for a broad
range of interval widths when multiple octave transpositions
are necessary, and for a task where overt interval labeling is
not required. However, there was no evidence suggesting
that this is a universal ability. In all three experiments per-
formance was strongly correlated with relative pitch profi-
ciency. This finding is consistent with the vast majority of
the literature~e.g., Allen, 1967; Kallman, 1982; Terhardt
et al., 1986; Thurlow and Erchul, 1977! which suggests that
any affinity for harmonic relationships for sequential tones is
based on exposure to music and a strong affinity is found
only in subjects with extensive musical training. The finding
is not consistent with the concept of ‘‘natural intervals’’
~e.g., Schellenberg and Trehub, 1996!, i.e., a ‘‘prewired’’
propensity for harmonically based melodic intervals.

It seems likely that the thresholds for mistuning of har-
monics determined by Lee and Green were also based on
musical interval judgments by their subjects and are not rep-
resentative of the abilities of the general population. Only
our best relative pitch subjects gave thresholds comparable
to those obtained by their subjects, and subjects without rela-
tive pitch could not even perform the task. While Lee and
Green did not specifically test the relative pitch proficiency
of their subjects, they do mention that all three subjects had
musical training and played an instrument.

Our results cast some doubt on the generality of the
phenomenon, reported by Houtgast, of a subharmonic pitch

from a pure tone presented at a low sensation level. Some
listeners can achieve results identical to those shown by
Houtgast’s listeners in the low SL condition by using relative
pitch cues. Nevertheless, the fact that performance is usually
poorest in the Houtgast without-noise condition suggests that
the phenomenon reported by Houtgast does exist. This con-
clusion is strongly supported by the introspective comments
of the subjects. In particular, the two authors were two of the
subjects in group 1 in the original replication, and our sub-
jective impressions mirror those of many of Houtgast’ sub-
jects: i.e., in the with-noise condition the low pitch cue was
so compelling that it was not possible to tell which trials
contained complex comparison tones, and which contained
comparison tones comprising a single harmonic. Another
subject, ERP2, was especially insistent that his poorer per-
formance for some lower harmonics in the Houtgast without-
noise condition was due to having to switch strategies among
trials because he heard a low pitch for the comparison tone
on some trials and a high pitch on others.

This conclusion raises the question of why, for some
listeners, performance using entirely different strategies
would be so similar, including the ‘‘finestructure.’’ That is,
performance tends to be poorer for odd harmonics and falls
to chance at about harmonic 11. For the relative-pitch strat-
egy, the decrement at odd harmonics stems from the fact
that, in general, the ratios formed by the odd harmonics cor-
respond to less salient intervals~e.g., major seconds! than
those formed by even harmonics~e.g., octaves! and some
odd harmonics~e.g., the 7th and 11th! do not form ratios
corresponding closely to any standard musical intervals. The
falloff at high harmonics~wide frequency ratios! presumably
comes from the distortion of the subjective musical pitch
scale at high frequencies@i.e., the stretching of the scale and
musical paracusis~Ward, 1954!#, which distorts the~mul-
tiple! octave transpositions. For the subharmonic pitch strat-
egy, the falloff in performance at high harmonics reflects the
‘‘existence region’’ for the fundamental pitch of complex
tones, an upper limit~for a fundamental frequency of 200
Hz! of about the 10th harmonic. This upper limit is indepen-
dent of frequency resolution~e.g., Houtsma and Goldstein,
1972! and presumably reflects a degradation of the tonotopic
or temporal cues upon which the fundamental pitch is based.

The reason for the unequal performance for odd and
even harmonics in the subharmonic pitch strategy is not
clear. Although all current pitch models are, in general, com-
patible with the concept of subharmonic pitches from a pure
tone, none specifically predicts this asymmetry. Houtgast
proposed an explanation for the asymmetry which also ex-
plains the above chance but incorrect~reversed! responses
for some high odd harmonics, as seen, e.g., in the results of
MRP1 and MRP2. Specifically, he suggested that for high
harmonics, where the ‘‘fundamental’’ would be a high-order
subharmonic and the fundamental pitch cue deteriorates, the
listener can resort to listening to the subharmonic in the re-
gion an octave above the fundamental. This strategy would
give the correct direction of pitch change for even harmonics
of the fundamental, but would lead to confusion, or in some
cases response reversal, for odd harmonics. It is notewothy
in this regard that for both Hougast’s listeners, and for the

FIG. 4. Thresholds for harmonic mistuning as a function of harmonic num-
ber, determined using the 2I-2AFC ‘‘successive-monotic’’ procedure of Lee
and Green~1994!. The lines with symbols are the individual results for six
subjects, as indicated. The average thresholds for three subjects from Lee
and Green are shown by the solid line without symbols; no thresholds were
obtained by Lee and Green for harmonic no. 10.
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group 1 listeners in our first replication, the performance
asymmetry for harmonics below the 11th seen in the aver-
aged data primarily stems from the results of one the three
listeners. The explanation is somewhat unsatisfying in that it
is a quasi-relative-pitch explanation; it requires an affinity
for octave relationships.

Another question is why so few of our listeners showed
results like that of the typical Houtgast subject? Houtgast did
not specify the criteria for choosing the three subjects who
were extensively tested, and whose data we show in Fig. 1,
but the basic response pattern of these subjects is typical of
the majority of subjects in his initial experiment in which he
tested 50 subjects on harmonics 5–7. Two-thirds of these
listeners were above 70% correct for single harmonics in the
with-noise condition, whereas only two or three subjects
were above 70% correct in the without-noise condition.
There are at least two factors involved. One factor was ob-
viously that musical training allowed some of our subjects to
use relative pitch cues in the without-noise condition. Hout-
gast also does not specify the musical training of his subjects
so it is not possible to estimate what proportion might have
been able to use relative pitch cues. Another factor would be
the propensity for subjects to be either synthetic or analytic
listeners for complex tones with only a few harmonics
~Smoorenberg, 1970!. The performance for two- and three-
harmonic comparison tones in the without-noise condition
for our listeners without relative pitch was poorer than that
of Houtgast’s extensively tested subjects. The data indicate
that for whatever reasons, we happened to select strongly
analytic listeners for whom even a low SL presentation did
not engender a low pitch.

III. CONCLUSIONS

The ability to tell whether consecutively presented tones
are harmonically related is not universal and depends prima-

rily upon specific musical training. This ability, when
present, can confound the results of pitch-related psychoa-
coustic experiments and should be taken into account when
interpreting such results.
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The detectability of a masked sinusoid increases as its onset approaches the temporal center of a
masker. This study was designed to determine whether a similar change in detectability would occur
for a silent gap as it was parametrically displaced from the onset of a noise burst. Gap thresholds
were obtained for 13 subjects who completed five replications of each condition in 3 to 13 days. Six
subjects were inexperienced listeners who ranged in age from 18 to 25 years; seven subjects were
highly experienced and ranged in age from 20 to 78 years. The gaps were placed in 150-ms, 6-kHz,
low-passed noise bursts presented at an overall level of 75 dB SPL; the bursts were digitally shaped
at onset and offset with 10-ms cosine-squared rise–fall envelopes. The gated noise bursts were
presented in a continuous, unfiltered, white noise floor attenuated to an overall level of 45 dB SPL.
Gap onsets were parametrically delayed from the onset of the noise burst~defined as the first
nonzero point on the waveform envelope! by 10, 11, 13, 15, 20, 40, 60, 110, 120, and 130 ms.
Results of ANOVAs indicated that the mean gap thresholds were longer when the gaps were
proximal to signal onset or offset and shorter when the gaps approached the temporal center of the
noise burst. Also, the thresholds of the younger, highly experienced subjects were significantly
shorter than those of the younger, inexperienced subjects, especially at placements close to signal
onset or offset. The effect of replication~short-term practice! was not significant nor was the
interaction between gap placement and replication.Post hoccomparisons indicated that the effect of
gap placement resulted from significant decreases in gap detectability when the gap was placed
close to stimulus onset and offset. ©1999 Acoustical Society of America.
@S0001-4966~99!06312-2#

PACS numbers: 43.66.Mk, 43.66.Ba@SPB#

INTRODUCTION

Studies have demonstrated that masked signal detect-
ability increases as the signal onset is delayed relative to
masker onset and decreases as the signal approaches masker
offset ~Elliott, 1965; Zwicker, 1965; McFadden, 1989; Ba-
con, 1990!. Zwicker ~1965! referred to the phenomenon at
signal onset as ‘‘overshoot’’ and reported that it had a time
constant of about 15 ms. These temporal effects were attrib-
uted to various processes including adaptation and transient
masking. The effects of temporal placement on gap detection
are less well known. Penner~1977! reported that the gap
thresholds increased with an increase in the duration of the
leading noise burst from 2 to 200 ms. In contrast, Forrest and
Green~1987! varied the location of a gap in a 100-ms noise
burst from 10 ms after noise burst onset to 10 ms before
noise burst offset, and reported that gap detection varied
little with temporal position except that gaps were slightly
more detectable when located about 30 ms after burst onset.
Phillips et al. ~1998! varied the temporal position of a gap by
varying the length of the leading noise burst from 5 to 300
ms while holding the duration of the trailing noise burst at
300 ms. They reported that gap thresholds decreased signifi-
cantly with increases in leading marker duration, though
more so when the leading and trailing bursts differed spec-
trally.

In designing this experiment, our primary motivation
was to explore whether gap detection was affected by the

temporal location of the gap. To this end, we obtained gap
thresholds close to the onset of the signal but also at nine
other placements throughout the stimulus waveform. A sec-
ond motivation was to examine short-term practice effects.
Neff et al. ~1982! reported that individual means and patterns
present during the first three replications persist through 150
hours of training. Using a different method, we compared the
gap thresholds obtained during the second through fifth rep-
lications by six inexperienced and seven highly experienced
subjects.

I. METHOD

A. Subjects

Six of the subjects~JR, KD, YA, LG, DC, ZC! were
college students without prior experience in psychoacoustic
experiments who were recruited by posted advertisements.
All were between the ages of 18 and 25 years. Seven expe-
rienced listeners served as subjects and varied in age from 18
to 78 years~HH, 18 y; AS, 20 y; JB, 25 y; KS, 45 y; FM, 48
y; JL, 65 y; EB, 78 y!. Two of the experienced subjects were
the authors~KS and HH!. HH had participated for eight
hours as a subject in a previous gap detection study and
listened to gaps for several months during monitoring of
other subjects. KS had extensive listening experience. The
remaining five experienced subjects had previously partici-
pated in four or five gap detection experiments for a total of
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25 to 50 hours of listening experience each. In addition, sub-
ject FM had assisted with data collection in a variety of
studies over the previous nine months and subject JB had
listened to gap stimuli for several months while assisting in
an animal experiment. Twelve of the 13 subjects had audio-
metric thresholds at octave frequencies between 0.25 and 8
kHz of 25 dB HL or less~ANSI S3.6-1989!. Subject EB’s
thresholds fell within normal audiometric limits except for a
35-dB HL threshold at 8 kHz. All subjects were paid for
their participation.

B. Stimuli

The gaps were carried by digitally generated, gated
noise bursts that were low-passed at 6 kHz~TDT AP1!,
transduced by a 16-bit D/A converter~TDT DA1!, and at-
tenuated to an overall level of 75 dB SPL~TDT PA4!. The
noise bursts were mixed~TDT SM3! with a continuous white
noise~TDT WG1! floor that had been attenuated~TDT PA4!
to an overall level of 45 dB SPL (N054 dB) with a band-
width limited by the frequency response of the earphone,
partially filling the gaps. The output of the mixer was led to
a headphone buffer~TDT HB4! and then to a single ear-
phone~Beyer DT48! mounted in a circumaural cushion. The
rise portion of the leading noise burst and the fall portion of
the trailing noise burst were shaped by 10-ms cosine-squared
envelopes. Gap onsets and offsets were shaped by 1-ms
cosine-squared envelopes. The standard noise bursts were
also shaped by 1-ms cosine-squared envelopes at comparable
placements to minimize the possibility that detection could
be based on spectral and intensity artifacts unique to the
signal.

Thus the standard and signal stimuli consisted of leading
noise bursts, gaps, and trailing noise bursts. Overall stimulus
duration~defined as the interval between first and last non-
zero points on the stimulus waveform! was maintained at
150 ms throughout the experiment. In each of the ten experi-
mental conditions the duration of the leading noise burst~de-
fined as the interval between first and last nonzero points on
the leading noise burst! was held constant throughout a run
at 10, 11, 13, 15, 20, 40, 60, 110, 120, or 130 ms. Note that
at a delay of 10 ms, the onset of the gap falls at the first point
of full amplitude on the waveform envelope.

C. Procedure

Subjects sat in a double-walled sound booth~Acoustic
Systems RE243!. At the beginning of each run, the subjects
listened repeatedly to samples of the standard noise burst
paired with a signal noise burst containing an easily discrim-
inable gap until familiar with the gap placement for that
condition. Generally, subjects chose to sample no more than
four or five noise burst pairs before beginning a run; many
preferred to listen to only one or two. Gap thresholds were
determined in a three-interval, forced-choice~3IFC! proce-
dure using 75 trial runs. During each run, the placement of
the gap onset was held constant and the duration of the gap
~and thus the gap offset and the duration of the trailing
marker! adaptively varied using a three-down, one-up rule to
estimate the 79.4% point on the psychometric function~Lev-

itt, 1971!. The step size was logarithmically varied to mini-
mize the standard error of the threshold estimate. Feedback
was provided after each response and the interstimulus inter-
vals were 450 ms. In a 1-hour session, one threshold in each
of the ten conditions was obtained in random order. All sub-
jects completed five replications in 5 to 13 days. Four sub-
jects completed two sessions in one day. The last four repli-
cations were used to estimate gap thresholds and examine the
effects of gap placement and short-term practice.

II. RESULTS

A. Inexperienced subjects

The mean gap detection thresholds of the inexperienced
subjects are shown in Fig. 1. In each panel, the placement of
the gap onset relative to the noise burst onset is shown on the
abscissa in ms. Gap detection thresholds in ms are plotted on
the ordinate. Replication is the parameter with gray symbols
representing the earlier and black symbols representing the
later replications. The first six panels represent the individual
data for the six inexperienced subjects. The bottom panel
contains the mean gap thresholds for the six inexperienced
subjects with error bars indicating6 one standard error. The
shortest mean gap thresholds for the inexperienced subjects
were at gap placements of 40 and 60 ms~both 2.2 ms!,
whereas the longest mean gap thresholds were at delays of
10 ~6.8 ms! and 11 ms~6.5 ms!. The mean gap detection
thresholds for the four replications averaged across all delays
were 4.2, 4.0, 4.0, and 3.6 ms, respectively. A two-way re-
peated measures ANOVA~SYSTAT, 1997! was performed
on the data for the six inexperienced subjects with gap place-
ment and replication as the two main factors. The results
were significant for the main effect of gap placement
@F(9,45)510.862,p,0.003]. Neither replication@F(3,15)
51.335,p50.306] nor the interaction between gap location
and replication@F(27,135)51.450,p50.234# were signifi-
cant.Post hoccontrasts~SYSTAT, 1997! between the mean
gap thresholds for adjacent conditions revealed significant
differences (p,0.05) between the mean gap thresholds at
delays of 11 and 13 ms, 15 and 20 ms, and 20 and 40 ms,
with poorer acuity in each case for the location closer to
stimulus onset. Similarly, significant differences were found
between the mean gap thresholds at delays of 60 and 110 ms
and between the mean gap thresholds at delays of 120 and
130 ms, with poorer acuity in both cases for the location
closer to stimulus offset. In summary, the effect of gap place-
ment on gap thresholds of the inexperienced listeners was
limited mainly to changes in detectability within 40 ms of
burst onset and offset.

B. Results with experienced listeners

The gap thresholds for the seven highly experienced
subjects are shown in Fig. 2. As in Fig. 1, the placement of
the gap onset relative to the noise burst onset is shown on the
abscissa and the gap detection thresholds are plotted on the
ordinate. Replication is the parameter. The bottom panel on
the right contains the mean thresholds for each replication
for all seven experienced subjects~KS, HH, FM, JB, AS, JL,
and EB!, with error bars indicating6 one standard error of
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the mean. The smallest mean gap threshold was at a delay of
40 ms ~2.1 ms!. The largest mean gap thresholds were at
delays of 10~4.2 ms! and 11 ms~3.9 ms!. The mean gap
detection thresholds for the four replications averaged across
all delays were 3.2, 2.9, 3.0, and 3.0 ms, respectively.

A two-way repeated measures ANOVA~SYSTAT,
1997! was performed on the gap thresholds of the five
younger highly experienced subjects with gap placement and
replication as the two main factors. The data of the older
subjects were excluded in part because of the recent study by
Schneider and Hamstra~1999! which suggested the possibil-
ity of a significant interaction between age and proximity of
gap placement to stimulus onset. The results were significant
for the main effect of gap placement@F(9,36)54.673, p
,0.004]. Neither replication@F(3,12)50.646, p50.600]
nor the interaction between gap location and replication
@F(27,108)51.025, p50.442] were significant.Post hoc
contrasts between the mean gap thresholds for adjacent con-
ditions revealed a significant (p,0.05) decrease in mean
gap thresholds as the delay in gap placement increased from
20 to 40 ms.

C. The effect of long-term experience

The mean gap thresholds for the three subject groups
averaged across replication are shown in Fig. 3. As before,

the placement of the gap relative to the burst onset is shown
on the abscissa in ms. Gap detection thresholds in ms are
plotted on the ordinate. The light squares represent the
younger, inexperienced subjects, the light circles represent
the younger, highly experienced subjects, and the dark
circles represent the older, experienced subjects. Note that
the mean gap thresholds of the younger experienced subjects
overlap those of the younger inexperienced subjects only at
points distal from stimulus onset or offset. This suggests that
experience influences gap thresholds in conditions where gap
detectability is poorer~as indicated by larger gap thresholds!.

To determine whether significant differences were
present between the younger experienced (N55) and inex-
perienced (N56) subjects, a repeated measures ANOVA
~SYSTAT, 1997! was performed on the mean gap thresholds
with one between factor~experienced and inexperienced
groups! and one within factor~10 gap placements!. The main
effects of group@F(1,9)58.692,p,0.016] and gap place-
ment @F(9,81)512.374,p,0.001] and the interaction be-
tween gap location and group@F(9,81)54.802, p50.017]
were significant.Post hoccontrasts revealed significant de-
creases (p,0.05) in mean gap thresholds as the gap delays
increased from 11 to 13 ms, 15 to 20 ms, and 20 to 40 ms.
Mean gap thresholds increased significantly as the gap delay
was increased from 60 to 110 ms, and 120 to 130 ms.

FIG. 1. Gap detection thresholds~ms! as a function of the temporal placement of the gap. The gap was parametrically displaced~delayed! from the onset of
the stimulus noise burst. Replication is the parameter. The top six panels contain individual data for the inexperienced subjects. The bottom panel contains the
mean gap thresholds for the inexperienced subjects. The lighter symbols represent thresholds obtained during the second and third replications; the darker
symbols represent those obtained during the last~the fourth and fifth! replications.
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Tukey’s honestly significant difference~HSD! test was used
to explore the significant interaction between group and de-
lay and the results indicated that the two younger groups
differed significantly (p,0.05) only at gap placements of
10, 11, 13, and 130 ms.

III. DISCUSSION

A. The effect of gap placement

The temporal course of gap detection is similar to that of
simultaneous masking. In most inexperienced listeners,
thresholds decrease as the gap is delayed relative to the onset
of the noise burst. They increase again near noise burst off-
set. Among experienced listeners, some listeners show an
obvious gap placement effect and in others it is small. At a
stimulus level commensurate with that used in this study,
Penner~1977! reported that gap thresholds of three subjects
~one of whom was the author! did not vary ~Fig. 3,
p. 554! when the trailing burst was increased from 2 to 200
ms if the leading burst were held constant at 200 ms. That is,
3-ms gap thresholds were obtained when the gap was close
to the offset~of a 202-ms noise burst! and also when the gap
was placed midpoint~in a 400-ms noise burst!. This result is
in agreement with our finding of no significant increase in
gap threshold at stimulus offset for the experienced younger
listeners. In the same study, Penner reported that increasing
the leading burst from 2 to 20 to 200 ms while holding the
trailing burst constant at 2 ms decreased gap thresholds of
two listeners~one of whom was the author! from roughly 3,
to 2.5, to 0.7 ms. Again, these results are roughly in agree-

FIG. 2. Gap detection thresholds~ms! as a function of the temporal placement of the gap. The gap was parametrically displaced~delayed! from the onset of
the stimulus noise burst. Replication is the parameter. The lighter symbols represent thresholds obtained during earlier~the second and third! replications; the
darker symbols represent those obtained during the last two~the fourth and fifth! replications. The top three panels contain individual data for three young,
experienced subjects. The middle two panels contain the individual data for the two authors and the left and middle lower panels contain individual data for
two older, experienced subjects. The rightmost lower panel contains the mean data for the experienced subjects.

FIG. 3. Gap detection thresholds~ms! as a function of the temporal place-
ment of the gap. The mean thresholds of younger, inexperienced subjects
(N56) are indicated by gray squares, those of younger, experienced sub-
jects (N55) by gray circles, and those of older, experienced subjects by
black circles. Error bars indicate plus and minus one standard error.
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ment with ours except for the unusually small thresholds~0.7
ms! obtained when both the leading and trailing markers
were 2 ms. As Forrest and Green~1987! have previously
suggested, it may be that these thresholds reflected detection
of an increment in duration~0.7 ms/4 ms5increment of
18%! rather than detection of the gap itself.

Forrest and Green~1987! explored the effects of place-
ment on gap detectability for three experienced~five hours of
practice! subjects. They used a 100-ms noise burst and gap
placements of 10, 30, 50, 70, and 90 ms after the onset of the
waveform. The overall presentation level of each burst was
varied randomly over a 10-dB range to minimize the use of
intensity as a detection cue. They reported little influence of
gap location except that the gap thresholds were ‘‘slightly
better’’ when the gap was located about 30 ms after the noise
burst onset. As can be seen in their Fig. 3~1987, p. 1935!,
between-subject variability was also reduced at this place-
ment. Both of these findings are consistent with the minima
seen in our figures at delays of 40 and 60 ms. That thresholds
were not elevated at a displacement of 10 ms appears incon-
sistent with our findings. However, their waveforms were not
shaped at onset whereas ours were shaped by 10-ms cosine-
squared envelopes. It may be more appropriate to compare
our thresholds at 20 ms~10 ms after the first point of full
amplitude on the waveform! with their thresholds at 10 ms.
This adjustment improves the agreement between studies.

More recently, Eggermont~1995! reported that in the cat
auditory cortex, the coding of gaps was poorer when they
occurred close to stimulus onset rather than 500 ms later.
Philips et al. ~1997! examined the effects of placement on
gap detection in three young adults, two of whom were ex-
perienced subjects. They reported no systematic effect of gap
placement in experimental conditions similar to those in this
study. This result differs from those of a second study~Phil-
lips et al., 1998!, in which ANOVA revealed a significant
effect of placement in similar experimental conditions. The
effect was described as ‘‘small,’’ but this characterization
was likely due in part to comparison with the large effects
seen in other experimental conditions that were dissimilar to
those used in this study.

B. The effects of experience

Our finding that gap detection thresholds do not improve
significantly during the second through fifth replications dif-
fers somewhat from observations by Phillipset al. ~1997!.
They noted that for experimental conditions comparable to
those in this study, learning curves for gap detection were
‘‘very short’’ and that performance reached a plateau in as
few as five threshold determinations. This suggests that the
gap thresholds of some of their subjects may have improved,
perhaps significantly, across the first several replications.

Neff et al. ~1982! reported that even after roughly 150
hours of practice, individual and mean patterns present in the
first block of three replications were similar to those seen in
the last four replications. This is consistent with our results
shown in Figs. 1 and 2 and the statistical analyses. The re-
sults of the statistical analyses suggest that for both inexpe-
rienced and experienced subjects, the effect of gap placement
is significant but the effect of replication is not. Our findings

differ, however, in that we find a significant effect on tem-
poral acuity of long-term experience. That is, although the
overall patterns are similar in that the smallest thresholds for
both groups are found for placements distal from stimulus
onset and offset, the mean thresholds of the more experi-
enced younger subjects are significantly smaller at noise
burst onset and offset.

C. The effect of age

As illustrated in Fig. 3, age-related differences in gap
thresholds between younger and older experienced subjects
appear to increase as gap placements approach stimulus on-
set and offset. There the gap thresholds of the older experi-
enced subjects are more comparable to those of the younger
inexperienced subjects than they are to those of the younger
experienced subjects. At gap placements closer to the center
of the burst, the gap thresholds of all three groups are simi-
lar. It may be that extended experience is less effective in
improving the gap thresholds of older subjects. Alternatively,
gap detection may be poorer at all delays in older inexperi-
enced subjects but improve relatively more with practice at
midpoint placements. At any rate, it is clear that the gap
thresholds of even highly experienced, older subjects are
poorer than those of younger, experienced subjects in condi-
tions where gap detectability is poorer. These results are in
general agreement with those recently reported by Schneider
and Hamstra~1999!. They found that gap thresholds in sub-
jects ~presumably inexperienced! were influenced by both
marker duration and age. Gap detection thresholds of older
adults were higher than those of younger adults for marker
durations of less than 250 ms, and age-related increases in
gap thresholds were inversely proportional to marker dura-
tion. Since the gap placement approaches stimulus onset and
offset as marker duration is shortened, these results are
broadly consistent with our results despite differences be-
tween studies in stimuli and absolute sensitivity of subjects.
The present results are similar to results from Heet al.
~1999!. They examined the effect of gap location using
young and older subjects and 400-ms noise burst carriers to
generate psychometric functions in a ‘‘yes/no’’ paradigm.
None of their subjects had previous experience in temporal
resolution studies. They reported that mean gap thresholds
were shortest at the temporal center of the noise burst and
increased at stimulus onset and offset, and that the effect was
more marked for older subjects, especially at stimulus offset.

D. Physiological bases of the placement effect

The effects of maturation on gap detection have been
explored by Trehubet al. ~1995! using short sinusoidal car-
riers. They reported a smaller difference in gap detection
thresholds for infants and adults than had been previously
found with longer duration carriers. To explain this smaller
difference, they suggested that infants were more sensitive to
the effects of adaptation, showing more profound adaptation
and slower recovery from adaptation. Further, they noted
that a proportionately decreased relative response of adapted
fibers should worsen gap detection thresholds since the over-
shoot at the onset of the trailing carrier would be less pro-
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nounced. It follows that gap thresholds would be elevated
with stimuli producing greater adaptation, such as longer du-
ration leading carriers. Because they used very short carriers,
this could explain their relatively smaller maturational effect.

Although Trehubet al. ~1995! did not directly measure
the effects of gap placement, they argued that in general, the
detectability of a gap should worsen as the duration of the
carrier before the gap increased. Phillipset al. ~1997! later
noted that following the general arguments of Plomp~1964!
and Penner~1977! one would predict longer gap thresholds
for longer leading carriers. Our results show the opposite to
be the case. Detectability of a gap improves as the duration
of the leading carrier increases~until the gap begins to ap-
proach the stimulus offset!, the opposite of what one would
expect if adaptation of primarylike~PL! auditory nerve fibers
were responsible for the effect. However, desynchronization
of PL fibers at stimulus onset could contribute to poorer
detectability at stimulus onset. Alternatively, other types of
units, namely those that show greatest adaptation at stimulus
onset and offset, may be responsible.

As Waltonet al. ~1997! reported in a study of the neural
correlates on gap detection in the young mouse, phasic on,
on–off, and off-type~ON, ON–OFF and OFF, respectively!
units discharge synchronously to the onset and offset of gaps
as well as to onsets and offsets of noise bursts. Of all unit
types, a higher proportion of phasic ON- and ON–OFF types
will be in a refractory state shortly after stimulus onset than
units of any other type. While PL neurons as well as phasic
ON- and ON–OFF types have minimal gap thresholds within
or below behavioral thresholds, the PL neurons~5%! are
outnumbered by the ON- and ON–OFF types~60%! in the
inferior colliculus~IC!, an obligatory synapse in the ascend-
ing auditory pathway. ON and ON–OFF units that respond
to the onset of the leading marker are less likely to respond
to the onset of a gap placed proximal to the noise burst onset.
Thus refractoriness, or adaptation, in the response of phasic
ON-type units encountered in the inferior colliculus may be
the limiting factor in gap detection when the gap is placed
close to onset.

The decreased detectability at stimulus offset can not be
directly attributed to adaptation in phasic OFF responses,
since presumably the response to the onset of the gap pre-
cedes the response to the carrier offset. Also, while the pha-
sic OFF units discharge synchronously to mark gaps, Walton
et al. ~1997! reported that their mean gap threshold is 12.67
ms, far longer than the mean behavioral gap thresholds re-
ported in the same species. Rather, the offset effect re-
sembles backward masking, in that the response of those
neurons coding the offset of the gap appear to be masked by
their response to the offset of the trailing carrier. In fact, the
placement effect at offset is just as strong as it is at onset, if
not more so for the inexperienced subjects. As shown in Fig.
3, the gap threshold at a gap placement of 15 ms for younger
inexperienced subjects is roughly 4 ms. At a comparable
displacement from signal offset~a gap placement of 130 ms
since the total duration is 150 ms and placement is with
reference to the onset of the gap!, the threshold is slightly
larger, roughly 4.5 ms. This resembles nonsimultaneous
masking in that at very short intervals between masker and

signal, backward masking can produce greater threshold
shifts than forward masking.

When the gap more closely resembles waveform char-
acteristics, i.e., when the amplitude of the envelope~aside
from the gap itself! is rapidly changing, as it does at both
offset and onset of the stimulus, attention may influence
thresholds. If this were the case, one might expect experi-
enced subjects to be less influenced by gap placement. This
is true for the younger experienced listeners. However, as
seen in Fig. 3, older experienced subjects show an effect of
placement similar to that of the inexperienced subjects. A
parsimonious explanation might attribute onset and offset ef-
fects on gap detection primarily to refractoriness in phasic
units in the inferior colliculus. Other phenomena, however,
such as desynchronization of PL fibers, attention, and back-
ward masking at offset, may have influenced our results.

IV. CONCLUSION

The effects of placement on gap detection follow a time
course like that seen in overshoot studies. Gap detectability
is poorest at noise burst onset where gap thresholds are two
to three times larger than when the gap is moved to the
middle of the stimulus waveform. We suggest that the de-
creased detectability for these gaps may primarily reflect re-
fractoriness and desynchronization in the neural response of
phasic ON-type units resulting from the earlier response to
the onset of leading noise burst. Similarly, mean gap thresh-
olds are two to three times longer when the gap is moved
from the middle of stimulus waveform to near the stimulus
offset.

Neither experienced nor inexperienced subjects showed
significant effects of short-term practice. However, younger,
experienced subjects show increases in gap thresholds for
placements close to stimulus offset as well as stimulus onset.
Attention and backward masking, as well as desynchroniza-
tion and adaptation in the neural offset response, may con-
tribute to decreased detectability when the gap is near the
stimulus offset.
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Spatial separation of speech and noise in an anechoic space creates a release from masking that
often improves speech intelligibility. However, the masking release is severely reduced in
reverberant spaces. This study investigated whether the distinct and separate localization of speech
and interference provides any perceptual advantage that, due to the precedence effect, isnot
degraded by reflections. Listeners’ identification of nonsense sentences spoken by a female talker
was measured in the presence of either speech-spectrum noise or other sentences spoken by a second
female talker. Target and interference stimuli were presented in an anechoic chamber from
loudspeakers directly in front and 60 degrees to the right in single-source and precedence-effect
~lead-lag! conditions. For speech-spectrum noise, the spatial separation advantage for speech
recognition~8 dB! was predictable from articulation index computations based on measured release
from masking for narrow-band stimuli. The spatial separation advantage was only 1 dB in the
lead-lag condition, despite the fact that a large perceptual separation was produced by the
precedence effect. For the female talker interference, a much larger advantage occurred, apparently
because informational masking was reduced by differences in perceived locations of target and
interference. ©1999 Acoustical Society of America.@S0001-4966~99!01412-5#

PACS numbers: 43.66.Pn, 43.66.Qp, 43.66.Dc@DWG#

INTRODUCTION

The perception of speech is improved when the source
of speech is separated spatially from the source of interfer-
ence, whether that interference is a steady or fluctuating
noise, a second talker, or a group of talkers~e.g., Hirsh,
1950; Koenig, 1950; Kock, 1950; Dirks and Wilson, 1969;
MacKeith and Coles, 1971; Plomp, 1976; Plomp and
Mimpen, 1981; Bronkhorst and Plomp, 1988, 1992;
Koehnke and Besing, 1996; Yostet al., 1996; Peissig and
Kollmeier, 1997; Hawleyet al., 1999!. However, our under-
standing of the size and underlying basis of this improve-
ment as it occurs in an anechoic environment is well ahead
of our understanding of this improvement in the reverberant
situation. For an anechoic environment, Zurek~1993! has
summarized the research on the benefits that occur when
speech and noise originate from separate locations. The im-
provement in speech recognition is assumed to be due to the
reduction in masking that occurs when signal and noise are
spatially separated. The reduction is as large as 16 dB for
broadband and bandlimited signals~Saberi et al., 1991;
Goodet al., 1997!.

Two basic factors are involved in the improved signal
detection: head shadow and binaural interaction. The head
shadow effect arises because the source-to-ear transforma-
tions vary depending on source location~e.g., Shaw, 1974!.
Assuming a condition in which the source of the target is
directly in front at 0 degrees azimuth, and a noise source is
60 degrees to the right, then at the left ear~away from the

noise! the head shadow will have the effect of attenuating the
noise more than the target, improving the signal-to-noise ra-
tio at that ear relative to when target and noise come from a
common location. The head shadow effect is frequency de-
pendent, being much larger at higher than at lower frequen-
cies due to the short wavelengths of high-frequency sounds.
Zurek ~1993! assumed that a listener could make full use of
the ear with the more favorable signal detectability in each
frequency band.

The second effect, binaural interaction, is mostly a low-
frequency phenomenon, in which the binaural auditory sys-
tem takes advantage of differing interaural time delays cre-
ated by signal and noise to produce less masking than in
conditions in which there is identical time delay. Levitt and
Rabiner ~1967a, 1967b! demonstrated how reductions in
masking due to binaural interaction, in combination with ar-
ticulation theory~French and Steinberg, 1947!, could be used
to predict speech intelligibility advantages for antiphasic
conditions under headphones. Zurek’s~1993! synthesis com-
bined the binaural masking release with head shadow advan-
tages to create a predictive model of the benefit of spatial
separation on speech recognition in an anechoic sound field.

In comparison to the anechoic environment, the benefits
of spatial separation in a room with reflections are reduced
~e.g., Hirsh, 1950; MacKeith and Coles, 1971; Plomp, 1976;
Bronkhorst and Plomp, 1988; Koehnke and Besing, 1996!,
and the underlying bases of the remaining benefits are not
immediately obvious. Assume now that the anechoic room
has been modified so that the left wall is a reflective surface.
The target is still at 0 degrees and the noise is at 60 degrees
to the right. The attenuation of the noise at the left ear due toa!Electronic mail: rlf@comdis.umass.edu
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the head shadow effect will be partially negated by the re-
flection off the left wall, potentially reducing the advantage
in signal-to-noise~S-N! ratio at that ear. The reflection will
also obscure the simple differences in interaural phase be-
tween two separate source locations, resulting in smaller re-
lease from masking~see Koeniget al., 1977!. As a result of
the reduction of head shadow and binaural interaction advan-
tages, detection of the target would not be expected to be
improved much by its spatial separation from a competing
noise.

This conclusion about rooms with reflections runs
counter to our intuition and our experience that even in such
rooms, there is a large perceptual benefit when speech and
noise are separated spatially. The purpose of the current re-
search is to identify and quantify the contributions of an
additional potential benefit that is perceptual in nature,
namely that when speech and noise sources are physically
separated, they also ‘‘seem’’ to be in different places, as
Hirsh ~1950! pointed out. Even in strongly echoic spaces,
different sound sources are perceived as separate auditory
events in their respective spatial locations. This phenom-
enon, wherein a signal and its reflections are gathered into a
single image perceived near the location of the original
source, is known as the precedence effect~see Zurek, 1987,
and Gilkey and Anderson, 1997, for reviews!. Hirsh ~1950!
suggested that the precedence effect, by preserving localiza-
tion of speech and noise in reverberant environments, may
facilitate speech understanding in noise in such environ-
ments. When applied to the target/masker situation in a re-
flective environment, the precedence effect may bestow the
benefits of true spatial separation, even though head shadow
and binaural interaction advantages are reduced.

The extent to which Hirsh’s idea is correct may well
depend on whether the masker produces mostly ‘‘energetic’’
or ‘‘informational’’ masking. Energetic masking is the clas-
sic conceptualization of masking, where a signal, such as a
pure tone, is inaudible in the presence of a noise because the
neural elements that would normally respond to the signal
are either suppressed or swamped by the masker. With infor-
mational masking, a distracting sound makes it difficult to
attend to the target and perceptually disentangle it from the
interference~see, for example, Watsonet al., 1976; Leek
et al., 1991; Kiddet al., 1994, 1995, 1998; Doll and Hanna,
1997!. It is assumed that higher level cognitive processes are
involved in analyzing signals in the presence of an informa-
tional masker. Studies with nonspeech stimuli suggest that
spatial separation is especially effective in reducing the in-
formational type of masking. Kiddet al. ~1998! investigated
the effect of spatial separation on the identification of tone
patterns in the presence of informational and energetic types
of masking. The informational masker was a sequence of
complex tone patterns that interfered with listeners’ ability to
recognize the target tone pattern, even in conditions where
little energetic masking should have occurred. The energetic
masker was a broadband noise. Kiddet al. ~1998! showed
that with the informational type of masker, the advantage of
spatial separation of target and masker was in some cases
greater than 30 dB, much larger than the spatial separation
advantage for the broadband noise. Large spatial separation

advantages for this masker were maintained even when head
shadow advantages were accounted for.

Given these results with nonspeech signals and maskers,
it is reasonable to assume that the degree to which the un-
derstanding of speech is improved by its spatial separation
from a masker will also depend greatly on the nature of the
masker. This may be particularly true in a reverberant room
because, as discussed above, reverberation may minimize the
release from energetic masking gained by spatial separation.
On the other hand, the precedence effect creates aperceived
separation of target and masker in a reverberant room that
may aid performance. We hypothesize that only informa-
tional masking would benefit from perceived separation that,
because of reflections, is not accompanied by substantial
head shadow and binaural interaction advantages.

In the current study we investigated spatial separation
advantages in speech recognition with two different types of
maskers: one that we assume produced only energetic mask-
ing and one that we assume produced both energetic and
informational masking. The target speech stimuli were non-
sense sentences spoken by a female talker. One masker, a
steady speech-spectrum noise, was considered to produce
purely energetic masking. The other masker, the speech of a
second female talker producing similar sentences, was as-
sumed to create informational masking in addition to ener-
getic masking. In the main conditions, simulated reflections
were used to minimize the energetic masking advantage
gained by spatial separation. For such conditions, it was pre-
dicted that a significant advantage of spatial separation
would occur only for the female talker masker, not for the
speech-shaped noise. Predictions for anechoic conditions are
less clear, because in the case of the female talker masker,
there is likely to be release from both energetic and informa-
tional masking. It is not known how these two benefits might
add.

I. EXPERIMENT I: SPEECH RECOGNITION

A. Methods

1. Experimental conditions

A total of six loudspeaker presentation conditions were
used for the target and interference stimuli, as shown in
Table I. Target and masker were either single source or were

TABLE I. Loudspeaker configurations for presentation of stimuli. In the
text the conditions are either referred to by number~1–6! or by locations of
target and interference. For example, F-F means target and interference are
both from the front loudspeaker. FR-RF means that the front loudspeaker
leads the right loudspeaker for the target, and the right loudspeaker leads the
front for the interference.

Condition

Physical signal Expected perceived image

Target Interference Target Interference

1 F-F Front Front Front Front
2 F-R Front Right Front Right

3 F-FR Front Front-Right Front Front
4 F-RF Front Right-Front Front Right

5 FR-FR Front-Right Front-Right Front Front
6 FR-RF Front-Right Right-Front Front Right
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presented from two loudspeakers with a 4-ms delay to one
loudspeaker. In conditions 1–4, the target was presented
only from the front loudspeaker while the loudspeaker con-
figuration of the interference varied. In condition 1 the inter-
ference was presented from the front loudspeaker only and
condition 2 from the right only. The spatial separation of
target and noise in condition 2 should improve audibility of
the target due to head shadow and binaural interaction. In
Fig. 1 ~top panel!, the SPL of white noise at the left ear of
the KEMAR manikin placed at the listener’s position in an
anechoic chamber is plotted as a function of frequency when
delivered from the front loudspeaker~condition 1! and the
right loudspeaker~condition 2!. The effect of head shadow is
clearly seen in the high frequencies. Also, there should be an
overall detection advantage for low frequencies in condition
2 due to binaural interaction. These advantages for detection
are expected to lead to benefits for speech recognition as
summarized in Zurek’s~1993! model.

In conditions 3 and 4, the target was again presented
only from the front loudspeaker but the interference was pre-
sented from both loudspeakers. In condition 3 the right loud-
speaker was delayed by 4 ms, and in condition 4 the front
loudspeaker was delayed by 4 ms. This difference between
conditions 3 and 4, a reversal of the lead and lag loudspeaker
of the masker, has less predictable consequences for speech
recognition than does the conditions 1 versus 2 difference.
KEMAR measurements at the left and right ears for condi-
tions 3 and 4 are shown in Fig. 1~bottom!. The spectral
peaks show a periodicity of 250 Hz due to the 4-ms delay,
but the differences in level between the two masker condi-
tions at either ear are quite small. While this figure does not

display interaural phase delays that might lead to differences
in masking in the low frequencies, it does indicate that the
considerable head shadow advantage seen in the top panel of
the figure is essentially eliminated with this masker configu-
ration. On the other hand, there are clear perceptual differ-
ences between the two maskers. Because of the precedence
effect, in condition 3 the perceived location of the masker
should be fairly close to the lead~front! location, which is
the also the location of the target. In condition 4, the per-
ceived location of the masker should be to the right, well
separated perceptually from the target location.1 The purpose
of the experiment is to determine whether condition 4 is
therefore a better environment for speech recognition than
condition 3.

Conditions 1–4 constitute a set of conditions in which
the different configurations of interference can be directly
compared for a fixed single source target. As a consequence,
in conditions 3 and 4 the target was single source even
though the masker consisted of a source and a simulated
reflection. In real rooms, both target and interference would
have reflections. To create a more realistic simulation, two
additional conditions were included~5 and 6 in Table I! in
which the target and masker wereboth lead-lag pairs. The
target was front-right, but the masker was either front-right
~condition 5! or right-front ~condition 6!. Because of the
added ‘‘reflection,’’ the differences in energetic masking be-
tween conditions 5 and 6 should be much less than in the 1
versus 2 comparison. However, like condition 2, condition 6
will create a large perceptual separation between target and
interference. Performance on conditions 1 and 2 will be con-
trasted with conditions 5 and 6, with the expectation that any
difference between the latter two conditions would be due to
a release from informational masking due to perceived loca-
tion separation.

2. Apparatus, stimuli, and procedures

The experiments were conducted in an IAC anechoic
chamber measuring 4.934.133.12 m3. The walls, floor, and
ceiling are lined with 0.72-m foam wedges. Subjects sat in
the center of the room in front of a semicircular arc con-
structed of wood and covered with foam. Two Realistic
Minimus 7 loudspeakers were positioned on the arc, one at 0
degrees~directly in front of the listener! and one at 60 de-
grees to the right. The loudspeakers were angled to face the
listener at distance of 1.9 m from the center of the listener’s
head and at a height of 1.4 m from the wire mesh floor of the
anechoic chamber, ear height for the average seated subject.

Speech stimuli were 320 ‘‘nonsense’’ sentences devel-
oped by Helfer~1997!. The sentences are correct syntacti-
cally but are not meaningful. Examples are, ‘‘Thethorn can
wake the kettle’’ and ‘‘His hand should doubt the line.’’
Italicized words are key words that are scored during speech
recognition testing. This type of speech material was used
because the sentences have the flow of connected speech but
each key word must be recognized individually and cannot
be determined from the semantic context of the sentence.
The sentences were spoken in an audiometric sound room
~IAC 1604! by a college-aged female native speaker of stan-
dard American English. They were recorded onto digital au-

FIG. 1. Spectral measurements from the ears of KEMAR for a white-noise
stimulus. Top panel: the spectrum at the left ear when the noise is from 0
degrees~front! or 60 degrees to the right~right!. The head shadow effect is
seen above 1.5 kHz. Bottom panel: the spectrum at the two ears for two-
source noises with a 4-ms delay. The spectrum is different at the two ears,
but does not depend significantly upon whether the front~front-right! or
right ~right-front! loudspeaker is the lead. Except for some of the periodicity
seen in the bottom panel, the response for the front condition in the top
panel is highly similar to the left-ear responses in the bottom panel.
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diotape and then replayed, low-pass filtered at 8.5 kHz, and
sampled at 20 kHz using a 16-bit analog-to-digital converter
~TDT AD1!. The resulting digital waveforms were displayed
on a computer monitor and were examined visually and au-
ditorily for artifacts such as excessive noise or peak clipping
that would require replacement of the sentence. The sen-
tences were divided on an arbitrary basis into 16 lists of 20
sentences~60 scoring words! each.

Two types of interference were recorded on digital au-
diotape. One was speech-spectrum noise recorded from an
audiometer~GS 16!. The other was a recording by a second
female college student of a different set of 25 nonsense sen-
tences. These speech waveforms were subjected to broad-
band automatic gain control at the time of recording to mini-
mize variations in peak SPLs when they were presented in
the anechoic room. The taped waveforms were low-pass fil-
tered and digitized in a manner similar to the target wave-
forms described above. Periods of silence before and after
each sentence were removed so that the final waveform con-
sisted of an uninterrupted stream of 25 sentences. A continu-
ous 30-min repetition of this stream was recorded on digital
audiotape for later playback during the experiments. A long-
term one-third-octave band analysis of the target and two
types of interferers was conducted using a spectrum analyzer
~HP 3569A!. For the analysis of the target, 25 sentences,
chosen arbitrarily from among those used in the experiments,
were concatenated in a similar manner to the talker interfer-
ence. The results of the analysis, shown in Table II, reveal a
reasonable similarity in long-term spectrum between the tar-
get and the talker interference, while the speech-spectrum
noise interference had a flatter spectral envelope than either
of the two talkers.

Target sentences were presented through 16-bit D/A
conversion at 20 kHz~TDT DA1!, low-pass filtering at 8.5
kHz, programmable attenuation~TDT PA3!, summation with
the masker when necessary~TDT SUM3!, and power ampli-
fication ~NAD 2100!, before delivery to the Realistic loud-
speakers. When two-channel presentation was used~condi-
tions 5 and 6! a delayed version of the waveform was
presented from a second channel. This was created by pad-

ding 80 zeros~4 ms at 20 kHz! at the beginning of the wave-
form file. The interference was presented from a single chan-
nel of the DAT, attenuated, and fed to a delayer~Klark
Teknik DN716!, one output of which was delayed by 4 ms
relative to the other. The delayer outputs were mixed with
the target channels using the TDT SUM3.

Calibration of target and interference was made with a
microphone placed at the location of the center of the listen-
ers’ head with the listener absent. The speech stimuli were
calibrated based on peak needle movement measured on a
sound level meter~B&K 2204! using A weighting and a
‘‘fast’’ rms meter response. The speech-spectrum noise was
calibrated to the steady rms A-weighted level. The level of
the target was measured to be 47 dBA from either the 0- or
60-degree loudspeaker. Small adjustments in attenuation
were applied to the individual sentences to maintain the same
presentation level throughout. The 47-dBA presentation level
was fixed within and across blocks of 20 sentences. The
interference was varied in level from block to block to create
four different signal-to-noise ratios for each type of masker.
The nominal values of S-N ratio reported in the text and
tables refer to the values measured for single sources of tar-
get and interference~conditions 1 and 2! and also apply di-
rectly to conditions 5 and 6 because a delayed copy ofboth
stimuli was added. For conditions 3 and 4, the interference
~but not the target! was presented from two loudspeakers,
increasing the relative level of the interference. However, no
adjustment was made in the labeling of S-N ratios for these
conditions.

Table III indicates how the conditions were grouped to
form four individual subexperiments with different sets of
subjects. Within a subexperiment, the type of interference
was fixed, and the loudspeaker conditions either were 1–4 or
5 and 6. In the cases where conditions 1–4 were tested, the
combination with four S-N ratios yielded 16 total conditions.
A within-subjects Latin square design was used in which
each subject listened to all 16 conditions once in a random
order, with a different list for each condition. The assignment
of lists to conditions was different for each subject. For ex-
ample, in the first subexperiment listed in Table III, subject 1

TABLE II. Long-term average one-third-octave spectra for the target, the talker interference~‘‘Talker’’ !, and the speech-spectrum noise interference
~‘‘SSN’’ !. Values in the table are given in decibels relative to the A-weighted level.

One-third octave center frequency~Hz!

250 315 400 500 630 800 1000 1250 1600 2000 2500 3150 4000 5000 6300

Target 213 212 21 26 25 28 29 214 217 220 217 221 224 225 225
Talker 27 212 23 24 25 29 212 214 213 216 218 218 222 225 230
SSN 215 215 213 212 211 211 210 210 210 210 211 212 214 216 218

TABLE III. Conditions used in experiment 1.

Loudspeaker
conditions

Type of
interference

S-N ratios
~dB!

Conditions/
subjects

Lists
per condition
per subject

Total scored
key words per

condition

1,2,3,4 Speech noise 29,26,23,0 16/16 1 960~2033316!
5,6 Speech noise 29,26,23,0 8/8 2 960~403338!
1,2,3,4 Female talker 212,28,24,0 16/16 1 960~2033316!
5,6 Female talker 212,28,24,0 8/16 2 1920~4033316!
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might have initially been presented with list 4 in loudspeaker
condition 1 with a26-dB S-N ratio. The next block could
have been list 5 presented in loudspeaker condition 4 at a
0-dB S-N ratio, and so on. This design eliminated the diffi-
culties inherent in creating lists that are reliably equivalent
across stimulus conditions, because the data set for each con-
dition consisted of all 320 sentences, or 960 scored items
~320 sentences33 key words per sentence!. A similar design
was used when conditions 5 and 6 were presented, although
there were eight total stimulus conditions~2 loudspeaker
conditions34 S-N ratios!. Each of eight subjects listened to
two 20-sentence lists for each of the eight conditions. How-
ever, for the female talker interference the entire experiment
was repeated with a different set of eight subjects for a total
of 16 because variability seemed to be higher.

Listeners were a total of 56 young college students with
self-reported normal hearing. Their participation consisted of
one listening session lasting approximately 1 h. Following
initial instructions they were given 15 practice trials with
several loudspeaker conditions in order to become familiar
with the task. During the experiment subjects listened to 16
blocks of 20 sentences with a short break after eight blocks.
Individual trials were initiated by a listener’s button press.
The interference was gated on first followed by a single sen-
tence spoken by the target talker which began 0.6 to 1.2 s
later. This delay provided a basis for the subject to attend to
the target in conditions where female talker interference was
presented from the same location~s! as the target. Because
the female talker interference was presented from a continu-
ously running tape, the initial words heard were variable,
occurring at any point during any of the 25 sentences. The
target and interference ended simultaneously. The listener
was instructed to then repeat the target sentence to the best of
his/her ability. An experimenter seated approximately 5 ft
behind the listener scored the key words.

B. Results

1. Speech-spectrum noise interference

The percentage of correct key words for the speech-
spectrum noise interference, displayed in Fig. 2~a!, demon-
strates the effects of the first four loudspeaker conditions. For
the F-F ~masker from front! condition, only 11% of words
were correctly identified at the poorest S-N ratio. As S-N

ratio increased, performance grew approximately linearly
with a slope of about 7% per dB. By contrast, when the
masker was presented from the right loudspeaker~the F-R
condition!, 69% of words were correctly identified at the
29-dB S-N ratio, and performance grew to above 90% cor-
rect at the higher S-N ratios. Using a criterion of 70% cor-
rect, the advantage of the masker being presented from the
right as opposed to the front was approximately 8.2 dB. This
8.2-dB advantage is consistent with comparable data and
predictions in the literature. For example, it is within 1 dB of
the 9-dB advantage measured by Bronkhorst and Plomp
~1988! with the target speech at 0 degrees and a speech-
spectrum noise interference at 60 degrees. It is also within 1
dB of the predictions by Zurek~1993, Figure 15.4! for a
60-degree separation. This adds additional support for
Zurek’s ~1993! model; i.e., the improvement in speech rec-
ognition is due to increases in the articulation index which
result from greater in-band detectability created by head
shadow and binaural interaction effects.

Also displayed in Fig. 2~a! is the percent correct perfor-
mance for the conditions with the two source maskers~F-FR
and F-RF!. Both functions fall slightly below the front-only
masker data~F-F!, probably because of the additional masker
energy resulting from the presentation of the masker from
two loudspeakers~which did not affect the reported S-N ra-
tio, as described in Sec. A.2!. There was little difference in
results for the RF and FR maskers, suggesting that the per-
ceived location of the masker in relation to the signal was not
important. Thus, although the RF masker was heard well to
the right of the target~due to the precedence effect!, while
the FR masker appeared to be close to the target, this had no
major effect on speech recognition.

Figure 2~b! displays the results for conditions 5 and 6
where the target talker was FR and the speech-spectrum in-
terference was either FR or RF. Not surprisingly, the FR-FR
data are highly similar to the F-F data from the left panel,
which are replotted in the right panel as a dashed line. Com-
pared to the FR-FR data, the results for FR-RF are 5% to
10% better at each S-N ratio, resulting in a horizontal shift of
less than 1 dB. Thus, despite the fact that the FR masker is
perceived to be right on top of the target and the RF masker
is perceived to be well separated from the target, these two
configurations do not create large differences in masking, at

FIG. 2. Mean percent correct and
6one standard error for the speech-
spectrum noise interference in experi-
ment I. Panel~a! shows the results for
the front-only target, panel~b! for the
FR target.
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least when the target is speech and the masker is a steady
noise. This condition may therefore serve as a baseline for
considering perceptual separation advantages with maskers
that contain a substantial informational component and are
highly confusable with the target.

2. Female talker interference

The speech recognition data for the female talker inter-
ference are substantially different from the data obtained for
the speech-spectrum interference. The data for the front-only
targets, shown in Fig. 3~a!, show shallow growth in perfor-
mance with increasing S-N ratio. For example, in the F-F
condition, the percentage of words correctly identified im-
proved by only approximately 30 percentage points over a
12-dB range, in contrast to the 60 percentage points over a
9-dB range obtained for the speech-spectrum interference. It
follows that recognition performance, which is reasonably
similar at the 0-dB S-N ratio across the two types of inter-
ference~comparing Figs. 2 and 3!, is much better for the
talker interference at low S-N ratios. The more gradual slope
obtained with the talker interference is consistent with earlier
data on speech or speechlike maskers~Dirks and Bower,
1969; Festen and Plomp, 1990!. In the case of Dirks and
Bower ~1969!, the psychometric function for speech recog-
nition in single talker interference extended down to240-dB
S-N ratio for some conditions. The difference in the slopes of
the talker and noise interference functions in the current
study is also consistent with differences between maskers
found for nonspeech stimuli by Kiddet al. ~1998!. They
found much shallower masking functions for their informa-
tional masker than for their energetic masker.

Performance in the F-R condition was again much better
than in the F-F condition. The difference in S-N ratio at 70%
correct was at least 12 dB; with small linear extrapolations of
both the F-F and F-R functions it is estimated to be 13.7 dB.
This is in contrast to the 8.2-dB difference found for the
speech-spectrum interference. The larger effect of spatial
separation, we propose, is due to the fact that the female
talker produces informational masking as well as energetic
masking, and spatial separation creates an additional release
from this type of masking. When the target speech is sepa-
rated spatially from this type of interference, the listener is

assumed to benefit from head shadow and binaural interac-
tion advantages and, in addition, from the fact that the inter-
ference isperceivedto be well separated from the target.

The similarity of the data for the FR and RF maskers,
also shown in Fig. 3~a!, seems inconsistent with the above
interpretation, at least on first examination. Due to the pre-
cedence effect, the FR masker is perceived to be near the
front, close to the location of the target, while the RF masker
appears well to the right. Yet there seems to be little or no
advantage of this wider perceptual separation of target and
masker. One clue to this inconsistency may be found in the
fact that both the FR and RF maskers produced considerably
lessmasking of speech performance than the F masker, de-
spite the fact that the overall level of the masker was higher
in the two-loudspeaker conditions. The additional overall en-
ergy provided by the second loudspeaker decreased perfor-
mance slightly for the speech-spectrum noise interference, as
seen in Fig. 2~a!, but just the opposite was seen for the fe-
male talker interference. This difference may be explained
by considering that the existence of the precedence effect
does not imply that the delayed sound has no effect. First, the
FR masker is probably heard nearly but not exactly from
directly in front. Using values of the weighting of lead and
lag reported by Shinn-Cunninghamet al. ~1993!, the centroid
of the image is expected to be shifted 6 to 12 degrees to the
right due to the small influence of the delayed right loud-
speaker. Even small shifts have been shown to improve
speech recognition in previous studies~Speithet al., 1954;
Dirks and Wilson, 1969!. The addition of the sound from the
delayed loudspeaker also affects timbre and produces a big-
ger, more spacious image than that which occurs with a
single source sound~Blauert, 1983; Bech, 1998!. Any of
these subtle differences might have been useful to the subject
in segregating the target and interference. Carhartet al.
~1969! reported that interaurally delayed maskers that pro-
duced distinct images and clear intracranial separation be-
tween target speech and talker interference produced no
more, and sometimes less release from masking than inter-
aurally phase-reversed maskers that created diffuse images
and less pronounced spatial separation from the target. In the
current study, it appears that the FR masking condition pro-
vides sufficient differences between target and interferer to

FIG. 3. Mean percent correct and6
one standard error for the female-
talker interference in experiment I.
Panel ~a! shows the results for the
front-only target, panel~b! for the FR
target.
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allow optimal performance and the greater spatial separation
in the RF condition does not enhance performance. These
perceptual differences are apparently not useful for the
speech-spectrum noise interference, which is assumed to pro-
duce no informational masking.

The two conditions which employed the FR target pro-
vide a better test of whether the difference in perceived lo-
cation of the FR and RF interference was important. This is
because the FR-FR condition clearly did not create the dif-
ferences in timbre, spaciousness, and location of the auditory
image that are assumed to have occurred for the F-FR con-
dition. The results for the FR target, displayed in Fig. 3~b!,
show a large, 4 to 9 dB, improvement in required S-N ratio
for the RF masker in comparison to the FR masker. This is in
stark contrast to the mere 1-dB difference obtained for the
same conditions with the speech-spectrum noise interference
@see Fig. 2~b!#. The dashed line in Fig. 3~b! is a replotting of
the F-F results from the left panel. Because one would expect
F-F and FR-FR to be the same, the similarity again demon-
strates the reliability of the measurement~see also the dashed
line in Fig. 2~b!. This also suggests that the lack of change in
performance that occurred between28 and24 dB for these
conditions is more than a random occurrence. One possible
explanation is that informational masking was actually less
at 28 dB S-N ratio than at24 dB and canceled the effect of
greater energetic masking. At the poorer S-N ratios, the dif-
ference between the levels of the target and interference
could have helped listeners segregate the two talkers~see
also Eganet al., 1954; Dirks and Bower, 1969!. In summary,
the FR-FR vs FR-RF loudspeaker presentation conditions
that produced little difference in intelligibility for the speech-
spectrum interference produced large differences for the fe-
male talker interference. This suggests that the benefits of
spatial separation of target and masker can be large even in
an environment with reflections, if a masker produces infor-
mational as well as energetic masking.

The design of the experiments and interpretations of the
results to this point have made the assumption that the
speech-spectrum noise interference produces purely ener-
getic masking. Because the speech and noise are so dissimi-
lar, the speech is not confused with the noise, only masked
by it. When target and interference are separated, binaural
interaction and head shadow effects produce an advantage,
but there is presumably no additional advantage to having
the target and interference appear to be in different places.
This type of continuous noise interference can therefore
serve as a baseline for studying maskers with informational
components. The assumption is supported by the agreement
between the size of the advantage for F-R vs F-F@Fig. 2~a!#
and Zurek’s~1993! predictions based on head shadow and
binaural interaction. However, there is uncertainty about pre-
cisely what is predicted for the FR and RF maskers with
either the F or FR targets. Predicting masking level differ-
ences for such stimuli is possible, in theory, but is not
straightforward and is untested. We determined that it was
necessary to measure the detectability of signals in the pres-
ence of these maskers so that direct predictions of the data
based on energetic masking could be made.

II. EXPERIMENT II: FREE FIELD DETECTION
THRESHOLDS

In this experiment, detection thresholds for narrow-band
noises with 15 center frequencies were obtained in the pres-
ence of the speech-spectrum noise used in experiment I.
Thresholds were obtained for all six of the loudspeaker con-
ditions used in the speech recognition experiments.

A. Methods

The signals were bursts of digitally synthesized narrow-
band noise, 200 ms in duration~including 20-ms linear rise/
fall periods!, and one-third octave in bandwidth, with center
frequencies~CFs! of 250, 315, 400, 500, 630, 800, 1000,
1250, 1600, 2000, 2500, 3150, 4000, 5000, and 6300 Hz.
The bursts were created by low-pass filtering two indepen-
dent Gaussian noises with a cutoff frequency of 0.11553CF
~one-half of the third-octave bandwidth!, multiplying one of
the noises by a sine waveform at the CF and the other by a
cosine waveform at the CF, and summing the resultants. The
spectra of the signals created this way were verified using a
spectrum analyzer. Ten independent samples of each signal
were stored on a computer. The masker was the speech spec-
trum noise used in experiment I.

During the collection of the threshold data, the speech
spectrum noise masker was presented continuously at an
overall level of 47 dBA per loudspeaker as measured with a
microphone at the position at the center of the listeners’ head
~with the listener absent!. Calibration of the signals followed
the same procedure. Detection thresholds for the signals
were estimated using a four-alternative-forced-choice adap-
tive tracking procedure. On each trial, the signal was pre-
sented in one of four temporal intervals marked by lights on
a response box. The signal interval was chosen randomly
from trial to trial. After recording their responses, subjects
were provided with feedback on each trial. The signal level
varied adaptively according to a two-hits down, one-miss up
stepping rule, which tracks 70.7% correct performance~Lev-
itt, 1971!. The initial presentation level was well above
threshold and the initial step size was 16 dB. The step size
decreased with subsequent reversals in the adaptive tracking,
reaching a minimum of 2 dB. Threshold was taken as the
average of the SPLs existing on the last six of ten total re-
versals. Each of three normal-hearing subjects~confirmed by
audiometry! obtained three such threshold estimates for each
of the 15 CFs.

The six loudspeaker conditions used in experiment I
were also used here. For the purposes of data collection the
conditions were paired as shown in Table I, with conditions
5 and 6 run first, followed by 1 and 2 and then 3 and 4. In a
block of trials all 15 frequencies were tested in a different
random order for each block. Three blocks were run for each
loudspeaker condition, six for each pair of conditions.
Within the six blocks required for each pair, the two condi-
tions were interspersed~e.g., 5, 6, 6, 5, 6, 5!. These orders
varied randomly from subject to subject.

B. Results

The mean data from the three subjects are displayed in
Table IV. As expected with detection of narrow-band signals
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in broadband noise, good consistency was observed across
the three runs for each subject and across subjects. Standard
errors ~not shown! were low, typically in the 1- to 2-dB
range. Not surprisingly, the F-F versus F-R difference was
the largest by far, as large as 13 dB at some frequencies, and
encompassed the entire frequency range. In comparison, the
FR-FR versus FR-RF difference was much less, averaging
about 5 dB in the low frequencies through 630 Hz, and ap-
proximately 1 dB at 1000 Hz and above. The purpose of
these latter conditions was to create perceptual separation
while minimizing the head shadow and binaural interaction
advantages. It is clear from the results that detection advan-
tages were reduced considerably with this set of conditions,
although they were not eliminated. The small differences in
high-frequency thresholds suggest that intensity differences
due to head shadow were reduced to near zero~see also Fig.
1!, but some phase differences at low frequencies were suf-
ficient to create release from masking of 4 to 6 dB. This
release from masking was not as large as what was obtained
for F-R versus F-F conditions. The F-RF thresholds were
only minimally different from the F-FR thresholds. Both
were also very close to the F-F data. The similarity of the
thresholds for the F-F, F-FR, and F-RF conditions is consis-
tent with the finding that the speech recognition scores were
very similar across these conditions for the speech spectrum
interference~see Fig. 2!.

The thresholds obtained at the 15 frequencies were used
to predict changes in S-N ratio required for criterion perfor-
mance using the articulation index~AI ! ~Kryter, 1962!. With
the thresholds for the F-F condition as the baseline, thresh-
olds for the other conditions were used to calculate the
change in articulation index for each condition with the
speech-spectrum interference.2 Weights for each one-third

octave were taken from values for ‘‘average speech’’ from
Pavlovic~1987!.3 The difference in AI was multiplied by 30
dB to convert it to an approximate S-N ratio difference rela-
tive to the F-F condition for an equivalent level of perfor-
mance. In addition to the mean masked thresholds described
above, Table IV also includes the AI weights, predicted AI
differences, and predicted S-N ratio differences. It is worth
noting that the 9-dB advantage predicted for F-R versus F-F
is very close to Zurek’s~1993! predictions for the 60-degree
separation, and the predicted advantage is reduced to 2 dB
when simulated reflections are added for both signal and
masker~FR-RF!.

Figure 4 displays the predicted spatial separation advan-

TABLE IV. Mean thresholds from three subjects for one-third-octave bands of noise in the presence of a speech
spectrum noise background. The change in articulation index relative to the F-F condition was computed for
each of the other conditions by~1! subtracting each threshold from the corresponding threshold for the F-F
condition,~2! dividing the difference by 30 dB,~3! multiplying the resultant by the articulation index weights
for ‘‘average speech’’ from Pavlovic~1987!, and ~4! summing the resultants across 15 frequency bands. The
approximate S-N ratio advantage for each condition was then computed by multiplying the change in articula-
tion index by 30 dB.

One-third octave center
frequency

Mean thresholds in dB SPL by
loudspeaker presentation condition Average

speech
weightsF-F F-R F-FR F-RF FR-FR FR-RF

250 18.97 14.77 22.73 22.32 17.75 18.21 0.0150
315 22.18 15.91 22.25 23.37 22.69 18.28 0.0289
400 24.10 15.87 21.27 21.51 24.30 19.24 0.0440
500 25.90 15.58 23.43 24.98 24.20 18.65 0.0578
630 28.24 20.32 27.08 27.28 29.30 24.54 0.0653
800 33.99 25.95 31.05 32.69 33.71 31.14 0.0711
1000 33.99 27.48 34.17 34.32 33.20 32.08 0.0818
1250 36.20 29.66 37.13 36.49 34.51 34.75 0.0844
1600 38.24 29.58 40.48 42.03 37.26 36.70 0.0882
2000 37.53 24.17 37.82 36.44 37.30 35.65 0.0898
2500 33.84 20.46 34.69 34.36 34.46 32.61 0.0868
3150 31.61 20.72 33.42 33.73 31.31 30.24 0.0844
4000 28.58 17.35 28.04 28.35 28.03 26.23 0.0771
5000 21.17 11.61 22.57 23.02 24.86 23.76 0.0527
6300 21.03 12.84 21.65 23.31 21.24 21.26 0.0364

Computed AIre F-F ~dB! 0.303 20.003 20.015 0.006 0.068
Predicted S-N ratiore F-F 9.09 20.10 20.44 0.17 2.04

FIG. 4. Predicted and actual advantages in S-N ratio for criterion speech
recognition performance. Predictions are based upon thresholds obtained in
experiment II in combination with articulation index weighting of frequency
bands, and are also shown in Table IV. Actual advantages in S-N ratio are
based on 70% correct performance using linear interpolation~and small
linear extrapolation, when necessary! of the functions in Figs. 2 and 3.
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tages taken from the bottom row of Table IV together with
the actual advantages measured from the data. These actual
advantages were estimated by linearly interpolating and ex-
trapolating the data in Figs. 2 and 3 to find the S-N ratio
corresponding to 70% correct for each condition and sub-
tracting the S-N ratio obtained for the F-F condition from
each of the others. This was done separately for the speech
spectrum interference and the female talker interference. The
criterion of 70% correct was used because the majority of the
functions passed through or near that performance level, so
the need to extrapolate was minimal. For the speech-
spectrum noise interference, the good correspondence be-
tween the predictions and the data demonstrates the utility of
the articulation index, in that the difference in performance
across conditions with the speech spectrum interference can
be accounted for by the differences in binaural detection
thresholds that presumably result from head shadow and bin-
aural interaction. For comparison, the filled triangles show
the actual differences relative to the F-F data for the female
talker interference. The S-N ratio advantages relative to the
F-F condition are 5–8 dB better than they are for the speech
spectrum noise interference except for the FR-FR condition,
where there were no spatial separation cues.

III. DISCUSSION

The findings of the current study are in agreement with
previous studies which show that the benefit of spatially
separating speech and asteadybackground noise is severely
reduced in a reverberant environment relative to the anechoic
situation~e.g., Koehnke and Besing, 1996!. The advantage of
separating the original sources of target speech and speech-
spectrum noise interference by 60 degrees, measured as the
difference in S-N ratio required for 70% correct, was reduced
from 8 dB to 1 dB or less by adding a single simulated
‘‘reflection’’ for target and masker. The reflection disrupted
the interaural differences that produce release from masking
in an anechoic environment. As shown in Fig. 4, the reduced
advantage of spatial separation on speech recognition was
predictable from the reduction in release from energetic
masking observed in experiment II. There appeared to be no
additional advantage from the fact that speech and noise
were perceived to originate from different locations.

Relative to the speech-spectrum noise interference, the
advantages of spatial separation were considerably greater
when the interference was a single talker of the same sex. In
the anechoic condition, the spatial separation advantage for
the female talker interference was approximately 14 dB,
compared with 8 dB obtained for the speech-spectrum inter-
ference. In the simulated reflection condition, the spatial
separation advantage was approximately 9 dB for the female
talker interference compared with less than 1 dB for the
speech-spectrum noise interference.

Substantial differences between the two types of inter-
ference complicate the interpretation of the differences in
results. In addition to the fact that one was noise and the
other was speech, the interferers were different in their long-
term average spectrum and, perhaps more importantly, in
their short-term spectral and amplitude fluctuations. How-
ever, the previous literature indicates that maskers with fluc-

tuations are not necessarily associated with unusually large
advantages of spatial separation in speech recognition~e.g.,
Duquesnoy, 1983; Bronkhorst and Plomp, 1992!. For ex-
ample, using a noise masker modulated by the envelope fluc-
tuations of a single talker, Bronkhorst and Plomp~1992!
found only an 8-dB advantage in speech recognition thresh-
old when the masker was moved from 0 degrees~the target
position! to a location 90 degrees to the right. This 8-dB
difference obtained with a fluctuating noise is well predicted
by Zurek’s ~1993! model, even though the model was in-
tended for steady background noise conditions.

While the considerable differences between the maskers
in this study make it impossible to be certain about the rea-
sons for the differences in the data, we hypothesize that the
larger spatial separation advantages observed for the talker
interference were because that type of interference produced
informational as well as energetic masking. When target and
interference were both speech, spatial separation helped to
segregate the target message from the interfering message.
This interpretation is consistent with the substantial benefit
of spatial separation found with nonspeech informational
maskers~Kidd et al., 1998!. There may be practical implica-
tions if the larger benefit of spatial separation with informa-
tional maskers turns out to be a general finding. Specifically,
it may be sensible to consider using such maskers to evaluate
technology intended to improve spatial hearing~e.g., binau-
ral and multi-microphone hearing aids!.

The generality of the finding of a larger benefit of spatial
separation with the talker interference is a question that must
be answered by future research. The results with the female
talker interference are an example, not a global description,
of how spatial separation of target and interference can im-
prove speech recognition. Presumably, there exist talkers
whose speech is more difficult to segregate from the target,
and other talkers whose speech is less disruptive. The advan-
tages of spatial separation are likely to vary depending on
talker characteristics. Using male target and interfering talk-
ers, Plomp~1976! did not find a larger advantage of spatial
separation compared with a condition where speech-
spectrum noise was used as the interference. However, the
0-degree target, 0-degree interference condition used two
separate loudspeakers, so there was a small amount of spatial
separation even in that condition. This might be an important
difference from the current study. The effect of two or more
interfering talkers should be considered as well. Yostet al.
~1996! found that spatial separation advantages were greater
when there were a total of three talkers than when there were
two.

The sex of the target talker relative to the interference is
also likely to be an important variable. Duquesnoy~1983!
used a female talker as the target and a male talker or a
continuous noise as the interference. Both masker conditions
benefitted from spatial separation in an anechoic environ-
ment. However, unlike the current data from our F-R condi-
tion, Duquesnoy~1983! did not find a greater effect of spatial
separation for the speech masker than for the continuous
noise masker. For the speech masker, that study found that
the S-N ratio required for 50% correct sentence recognition
in the F-F condition was217.6 dB, which is considerably
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lower than the current result of approximately28 to 24 dB
~see Fig. 3!. Perhaps the cues to distinguish between the two
talkers were so obvious that it was easy to attend to the target
in the presence of the interference and, therefore, there was
little release from informational masking in the spatial sepa-
ration conditions.

Interestingly, Duquesnoy~1983! found that presenting
the talker interference backwards had no effect on the
amount of masking for either the F-F or spatially separated
conditions. Hyggeet al. ~1992! reported a similar finding
with a female talker target and spatially separated male talker
interference. However, Dirks and Bower~1969! and Sperry
et al. ~1997! showed that presenting the masker backwards in
monaural conditions did have an effect when target and in-
terference contained talkers of the same sex. In the Dirks and
Bower ~1969! study, target and interference were the same
male talker. When the interference was presented normally,
but not backwards, a plateau was observed in the perfor-
mance versus intensity function in the region just below
0-dB S-N ratio. Speech recognition performance did not im-
prove as the S-N ratio increased from210 to 0 dB. With
similar conditions, Eganet al. ~1954! observed the same type
of discontinuity in the region of28 to 24 dB S-N ratio.
These results are similar to the plateau in the current experi-
ment between the28 and24-dB S-N ratio when target and
interference were not spatially separated~F-F and FR-FR in
Fig. 3!. It appears that segregation of two talkers without
spatial separation is particularly difficult when the two are
similar in level, but this difficulty disappears when other
cues are available to distinguish the target from the interfer-
ence~e.g., different sex of target and interference, or inter-
ference presented backwards!.

Why does perceived spatial separation appear to only
aid performance when the stimuli are highly confusable?
When two streams of information come in simultaneously,
the subject must decide which words to concentrate on and
decipher. Unless some additional cue is provided, the two
messages are difficult to segregate. In our study the cue was
a spatial separation of the two talkers; what is remarkable is
that the separation could be an illusion, created by the pre-
cedence effect. In a recent study, Driver~1996! furnished an
illusory visual cue, using the ventriloquist effect. Driver
~1996! showed that it was easier to distinguish target and
competing words spoken simultaneously by the same talker
if a visual display of the talker producing the target words
was separated spatially from the loudspeaker delivering both
sets of words. In this case a release from informational mask-
ing occurred in the absence of acoustic differences because
the displaced visual display pulled out the target words to its
spatial location. As in the current experiment, the benefit was
created by perceived differences in target and distracter lo-
cations. Both experiments illustrate how an illusory spatial
separation can help direct attention to the designated target
sounds.
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Auditory localization of nearby sources. III. Stimulus effects
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A series of experiments has examined the auditory localization of a nearby~,1 m! sound source
under four conditions:~1! a fixed-amplitude condition where loudness-based distance cues were
available;~2! a monaural condition where the contralateral ear was occluded by an ear-plug and
muff; ~3! a high-pass condition where the stimulus bandwidth was 3 Hz to 15 kHz; and~4! a
low-pass condition where the stimulus bandwidth was 200 Hz to 3 kHz. The results of these
experiments were compared to those of a previous experiment that measured localization
performance for a nearby broadband, random-amplitude source@Brungartet al., J. Acoust. Soc. Am.
106, 1956–1968~1999!#. Directional localization performance in each condition was consistent
with the results of previous far-field localization experiments. Distance localization accuracy
improved slightly in the fixed-amplitude condition relative to the earlier broadband
random-amplitude experiment, especially near the median plane, but was severely degraded in the
monaural condition. Distance accuracy was also found to be highly dependent on the low-frequency
energy of the stimulus: in the low-pass condition, distance accuracy was similar to that in the
broadband condition, while in the high-pass condition, distance accuracy was significantly reduced.
The results suggest that low-frequency interaural level differences are the dominant auditory
distance cue in the proximal region.@S0001-4966~99!01712-9#

PACS numbers: 43.66.Qp, 43.66.Pn@DWG#

INTRODUCTION

The problem of identifying the location of a sound
source in space from auditory information has been studied
extensively, but until recently little attention has been given
to the unique aspects of localization in the immediate vicin-
ity of the head. In the ‘‘distal region,’’ which we define as
the region greater than 1 m from the head, the acoustic lo-
calization cues represented by the head-related transfer func-
tion ~HRTF! are roughly independent of distance. In con-
trast, in the ‘‘proximal region’’~within 1 m of thehead!,
these localization cues change systematically with distance.
This study extends a previous study of proximal-region lo-
calization with a broadband source~Brungart, Durlach, and
Rabinowitz, 1999! to a variety of conditions, including fixed
stimulus amplitude, monaural listening, and high-pass and
low-pass filtered stimuli. The results are compared to the
broadband condition, and to previous results from far-field
localization experiments under similar conditions.

I. BACKGROUND

The important role that the frequency content of the
source plays in auditory localization has been recognized
from the earliest days of auditory localization research. Lord
Rayleigh’s famous duplex theory of localization~1907! is
based on the idea that different mechanisms of localization
are dominant depending on the frequency spectrum of the
source. At low frequencies~below 1500 Hz!, where head
shadowing is minimal, the interaural time delay~ITD! is the

primary localization cue for horizontal-plane sources. At
higher frequencies, where the phase difference between the
ears is ambiguous, interaural level differences caused by
head shadowing dominate horizontal-plane localization.
More recently, researchers have noted that the complex pat-
tern of folds in the outer ear provides high-frequency spectral
localization cues which are important in determining the el-
evation of a source~Batteau, 1967; Roffler and Butler, 1968;
Gardner and Gardner, 1973; Butleret al., 1980! and resolv-
ing front–back confusions~Musicant and Butler, 1984b;
Oldfield and Parker, 1984!.

The different localization mechanisms function in differ-
ent frequency ranges, so the spectral content of a stimulus
has a strong influence on localization accuracy. When the
source contains only low-frequency energy, localization re-
lies almost entirely on interaural time delays~ITDs! ~Wight-
man and Kistler, 1992!. Under these conditions, the ITD pro-
vides accurate information about the lateral position of the
source, but cannot be used to distinguish between sources at
the same lateral position in the front and rear hemispheres or
to determine the elevation of a sound source. Musicant and
Butler ~1984b! found that the number of front–back rever-
sals increased substantially when the stimulus was low-pass
filtered at 4 kHz and dramatically when the stimulus was
low-pass filtered at 1 kHz. Hebrank and Wright~1974! found
that subjects were unable to accurately judge the elevation of
a sound source in the median plane~fewer than 50% of the
responses were within 45 degrees of the source location!
without spectral content in the stimulus above 8 kHz. When
the source contains only frequencies below 4 kHz or so,
localization performance is poor in elevation and the number
of front–back reversals increases substantially.

a!Currently at Human Effectiveness Directorate, Air Force Research Labo-
ratory. Electronic mail: douglas.brungart@he.wpafb.af.mil
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In contrast, localization accuracy is only slightly de-
graded when the source contains only high-frequency energy
and the source is not narrow band. Hebrank and Wright
~1974! found that elevation judgments were quite accurate
when the stimulus was high-pass filtered above 4 kHz~100%
of responses were within 45 degrees of the actual source
location and 60% were within 15 degrees!. Musicant and
Butler ~Musicant and Butler, 1984b! reported no significant
differences between the accuracy of azimuthal localization
with a broadband noise and a noise high-pass filtered above
4 kHz. There is some evidence that subjects are able to ob-
tain interaural time delay information from the envelopes of
high-frequency sounds~Henning, 1974; McFadden and
Pasanen, 1976; Trahoitis and Bernstein, 1986; Yostet al.,
1971!. In addition, Musicant and Butler~1984b! argued that
the directional characteristics of the pinnae play an important
role in azimuthal localization, and found that localization
accuracy decreased substantially when the folds of the pin-
nae were filled with putty.

When binaural information is removed from the stimu-
lus by occlusion or impairment of one of the ears, localiza-
tion is seriously degraded in azimuth but only slightly im-
paired in elevation. Azimuthal localization judgments are
extremely inaccurate on the side of the occluded ear~Wight-
man and Kistler, 1997; Slattery and Middlebrooks, 1994!
and exhibit a strong lateral bias on the side of the normal ear
~Slattery and Middlebrooks, 1994; Butler, 1987!. In contrast,
elevation accuracy is only slightly degraded under monaural
listening conditions~Oldfield and Parker, 1986; Slattery and
Middlebrooks, 1994!.

Source characteristics also have an influence on distance
perception. In particular, the perceived distance of an unfa-
miliar source can be increased by low-pass filtering the
stimulus ~Little et al., 1992!. While this effect is often ex-
plained by the greater absorption of high-frequency sound
energy by the atmosphere, a more realistic explanation is that
low-frequency sound propagates around obstacles in a room
more efficiently than high-frequency sound and consequently
relatively more low-frequency energy reaches a listener from
a distant source in an enclosed space.

Examining auditory localization under a variety of
source conditions has significantly advanced our understand-
ing about the mechanisms of spatial hearing. To date, how-
ever, no studies have examined the influence of source spec-
trum or monaural listening conditions on the localization of
sound sources near the head. Although researchers have rec-
ognized that interaural level differences are substantially
larger in the immediate vicinity of the head than in the distal
region ~Hartley and Fry, 1921!, and have noted the possible
importance of proximal-region ILDs as distance cues~Cole-
man, 1963!, only in the past few years has proximal-region
localization received serious attention. Recent studies have
calculated the proximal-region head-related transfer function
for a rigid sphere model of the head~Brungart and Rabino-
witz, 1996! and have verified the results with measurements
on the surface of a bowling ball~Duda and Martens, 1998!.
Another study has measured proximal-region HRTFs on a
KEMAR manikin with a compact acoustic source~Brungart
and Rabinowitz, 1999!. The changes that occur in the HRTF

in the proximal region can be summarized as follows:

~i! The interaural level difference increases dramatically
for all frequencies as the source approaches the head.

~ii ! The interaural time delay is roughly independent of
distance.

~iii ! Diffraction by the head slightly low-pass filters
stimuli located close to the head.

~iv! The high-frequency features of the HRTF which are
dependent on elevation are relatively insensitive to
source distance.

~v! The high-frequency features of the ipsilateral HRTF
occur at more lateral locations when the source is near
the head than when the source is distant due to an
acoustic parallax effect caused by the discrepancy be-
tween the angle of the source relative to the head and
the angle of the source relative to the ear.

The current study is based on a previous psychoacoustic
experiment which examined proximal-region localization for
a broadband source~Brungart and Durlach, 1999!. In that
study, listeners were asked to place a response sensor at the
perceived location of a noise burst stimulus generated by a
compact, nondirectional source at a random location in the
right hemisphere. The major conclusions of that study are
summarized below:

~i! Azimuthal localization accuracy decreased only
slightly as the source approached the head.

~ii ! Elevation localization accuracy did not change consis-
tently with source distance.

~iii ! Distance localization was accurate and relatively un-
biased for lateral sources but inaccurate in the median
plane.

The previous study focused on a general overview of
proximal-region auditory localization, and provided a map of
localization accuracy as a function of the azimuth, elevation,
and distance of the source. This study extends the previous
results by measuring relative localization performance under
four different listening conditions exploring the conse-
quences of fixing the source amplitude, occluding one ear
with an ear-plug and muff, and high-pass and low-pass fil-
tering the stimulus. The results in each of these conditions
are compared to results from the broadband condition and to
previous far-field experiments under similar conditions. The
results are also discussed in relation to the proximal-region
characteristics of the HRTF.

II. METHODS

A. Overall procedure

The procedure used in experiment 1 was identical to the
one used in the earlier study~Brungart and Durlach, 1999!,
but it is summarized here for convenience. This study used
the same four right-handed, normal-hearing male subjects
who participated in the earlier experiment. During the ex-
periment, the subject was seated on a stool in MIT’s
anechoic chamber and used a chin-rest to immobilize his
head. The experimenter stood in a fixed location approxi-
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mately 1.5 m to the right of the subject, and manually placed
the sound source prior to each trial. The source, which con-
sisted of an electromagnetic horn driver connected to a long
section of tubing, was specifically designed to approximate
the compact, nondirectional properties of an acoustic point
source ~Brungart and Rabinowitz, 1999!. The end of the
source had a curved shape to allow the experimenter to place
the source anywhere in the right hemisphere of the subject
without moving from a stationary position. Random num-
bers, read to the experimenter through an earphone prior to
each trial, guided the placement of the source over a range of
positions from 0 to2180 degrees in azimuth,260 to 90
degrees in elevation, and 10 to 100 cm in distance.

A Polhemus 3 space tracker recorded the stimulus and
response positions in each trial. The Polhemus source was
rigidly mounted on the chin-rest to maintain a constant po-
sition relative to the subject’s head. One of the two position
sensors, mounted near the tip of the point source, measured
the stimulus location during each trial. The second position
sensor, which was mounted on the end of a 20-cm wooden
wand, was moved to the perceived location of the stimulus
by the subject and measured the response location. This
direct-location response method was described fully in an
earlier assessment of proximal-region response paradigms
~Brungartet al., 1999!.

Under most conditions, the stimulus amplitude was nor-
malized to eliminate amplitude-based distance cues. The nor-
malization factor was calculated from the source position
prior to each trial according to the formula:

1

50

Distance to left ear~cm!
1

50

Distance to right ear~cm!

.

This normalization factor emphasizes the distance from the
source to the right ear when the source is close to the head,
but includes the contribution of both ears when the source is
farther away. In addition to this normalization, the amplitude
of the stimulus in the random-amplitude conditions was
roved randomly over a 15-dB range~from 0 to 15 dB of
attenuation in 1-dB steps!.

The overall procedure for each trial can be summarized
as follows:

~1! The subject closed his eyes while the experimenter
moved the source to a random location according to the
three random numbers generated by the control com-
puter.

~2! The control computer recorded the location of the point
source, determined the proper amplitude normalization
factor, and generated the stimulus.

~3! The experimenter moved the source to a neutral position,
and told the subject to open his eyes and move the re-
sponse sensor to the perceived location of the sound.

~4! When the subject finished the response, the experimenter
pressed the response switch to tell the computer to
record the response location, and the subject closed his
eyes in preparation for the next trial. Note that the sub-
ject was not provided with any feedback.

B. Stimulus

The stimulus consisted of five short~150 ms! bursts of
noise, separated by 30-ms intervals. The waveforms were
constructed from white Gaussian noise, which was first fil-
tered to flatten the irregular spectral response of the point
source within62 dB. The stimulus was then band-pass fil-
tered with the pass-band cutoffs determined by the stimulus
condition in Table I and sharp~120 dB/decade! rolloffs in
the stop-bands. Finally, the waveforms were low-pass fil-
tered with a 6 dB/octave rolloff above the low-frequency
cutoff in order to maximize the output of the point source.1

In the baseline stimulus conditions, rectangular gating
was used, while in the high-pass and low-pass conditions,
50-ms cos2 ramps were used to reduce transients. In each
stimulus condition, the maximum amplitude~prior to nor-
malization! was chosen to generate the greatest possible non-
distorted output from the point source. The source produced
low-frequency sound more efficiently than high-frequency
sound, resulting in relatively lower output in the high-pass
condition. The details of all five stimulus conditions are pro-
vided in Table I.

C. Data collection

The data were collected in blocks of 100 trials, with
each block requiring approximately 20 min. Four or five
blocks of trials were recorded in each 2-h session. The data
were collected consecutively for each of the five conditions.
First, each subject participated in a few trial blocks to be-
come familiar with the experimental procedure. Next, 2000
trials per subject were collected in the broadband condition
of the previous study. Then 500 trials per subject were col-
lected consecutively in the broadband, monaural, high-pass,
low-pass, and fixed-amplitude conditions.2 The subjects were
informed that the source level was constant in the fixed-
amplitude condition and, of course, understood the nature of
the monaural condition, but only subject DSB was aware of
the composition of the high-pass and low-pass stimuli.

TABLE I. Stimulus conditions. In the monaural stimulus condition, binaural
cues were eliminated by occluding the subject’s left ear with an ear-plug and
an ear-muff modified to cover only the one ear. The Max SPL is the maxi-
mum sound pressure level generated by the stimulus when the roving at-
tenuation level was at 0 dB, measured when the distance to the head was
1 m.

Stimulus
Pass-band

~kHz! Binaural Roved Gating
Max SPL

~dBA!

Broadband~BB! 0.2–15 y y Rect. 59
Fixed amplitude~FA! 0.2–15 y n Rect. 51a

Monaural~MO! 0.2–15 n y Rect. 59
High-pass~HP! 3–15 y y cos2 51
Low-pass~LP! 0.2–3 y y cos2 66

aIn the fixed-amplitude condition roving was not used, but the signal was
attenuated 8 dB to place its amplitude in the middle of the roved range. The
value given was measured at 1 m and, since the amplitude was not normal-
ized for distance, the effective amplitude was greater at locations closer
than 1 m.
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D. Coordinate system

When dealing with locations close to the head, the co-
ordinate system must be chosen carefully. This experiment
used a coordinate system based on the geometry of the sub-
ject’s head. At the beginning of each block of trials, the
subject placed his head in a comfortable position in the chin-
rest and the locations of three reference points were recorded
using the response sensor: the opening of the left ear canal,
the opening of the right ear canal, and the tip of the nose.
These locations were used to correct for stimulus distance
and to define a vertical spherical coordinate system based on
the subject’s head, with its origin at the midpoint of the left
and right ears, its ‘‘horizontal plane’’ defined by the loca-
tions of the left and right ears and the nose, and its median
plane perpendicular to the interaural axis and passing as
close as possible to the location of the nose~Brungartet al.,
1999!. In this coordinate system, azimuth is the angle around
the vertical axis, set at 0 degrees directly in front of the head
and increasing in the counter-clockwise direction, and eleva-
tion is the angle above~positive values! or below ~negative
values! the horizontal plane.

III. DIRECTIONAL LOCALIZATION

A. Data analysis

Three measures were used to evaluate directional local-
ization accuracy in each of the five stimulus conditions: the
overall angular error, the mean signed error, and the bias-
corrected root-mean-square error~BCRMS!. The angular er-
ror is simply the angle of the great-circle arc from the stimu-
lus location to the response location. The mean signed error
measures the overall bias in the responses. The BCRMS er-
ror attempts to measure the precision of the subject’s re-
sponses when the bias is direction dependent: it measures the
root-mean-squared value of the difference between each sub-

ject’s response and the second-order polynomial best fitting
the subject’s responses to the stimulus locations~Brungart
et al., 1999!.

An additional measure was used to characterize localiza-
tion performance in azimuth: front–back confusions. Usually
front–back reversals are assumed to occur whenever the
stimulus location and the response location are on different
sides of the frontal plane. In order to reduce the number of
reversals in the vicinity of290 degrees in azimuth, a rela-
tively conservative definition of front–back confusions was
used in this experiment. Trials were considered reversals
only if the response location was at least 10 degrees closer to
the mirror image of the source across the frontal plane than
to the actual source location. The number of front–back re-
versals was calculated in each condition, and the trials where
front–back confusions occurred were eliminated from the
analyses of overall angular error and of the errors in azimuth.

B. Overall angular error

The overall angular error, which includes both the ef-
fects of systematic response biases and of response variabil-
ity, clearly divides the five stimulus conditions into three
groups~Table II!. The best performing group included the
broadband and fixed-amplitude conditions. Both exhibited a
mean angular error around 17 degrees. The worst performing
group included the monaural and low-pass filtered condi-
tions. The error for these two conditions was 30 degrees,
nearly double the error of the best performing group. The
error in the high-pass filtered condition, approximately 23
degrees, was significantly larger than in the broadband and
fixed-amplitude conditions, and significantly smaller than in
the monaural and low-pass conditions~p,0.01, one-tail
t-tests!.

TABLE II. Summary of directional localization accuracy in each condition. The overall angular errors were
calculated separately for each subject and averaged together. For the azimuth and elevation errors, the data were
divided into three bins in azimuth~,2120 degrees,2120 to260 degrees, and.260 degrees!, three bins in
elevation~,220 degrees,220 to 20 degrees, and.20 degrees!, and three bins in distance~,25 cm, 25 to 50
cm, and.50 cm!. The signed errors and BCRMS errors in azimuth were calculated separately for each subject
in each distance and elevation bin and averaged together. Similarly, the signed errors and BCRMS errors in
elevation were calculated separately for each subject in each distance and azimuth bin and averaged. BB
5broadband; FA5fixed amplitude; MN5monaural; HP5high-pass; LP5low-pass.

BB FA MN HP LP

Angular ~degrees!: 16.6 ~0.1! 17.0 ~0.2! 29.7 ~0.4! 22.6 ~0.3! 30.2 ~0.6!

Azimuth:
Signed~degrees! 1.7 ~0.2! 2.7 ~0.5! 0.3 ~0.8! 5.0 ~0.5! 1.0 ~0.5!
BCRMS ~degrees! 12.7 12.2 14.9 13.3 14.7
Reversals 10% 11% 16% 21% 36%

Elevation:
Signed~degrees! 2.5 ~0.2! 1.7 ~0.3! 0.9 ~0.6! 3.7 ~0.5! 210.4 ~0.8!
BCRMS ~degrees! 13.2 10.5 14.7 15.5 15.2

Note: Standard errors are shown in parentheses. Trials where front–back reversals occurred were omitted from
the calculations of the angular errors and the azimuth errors, but were included in the calculations of elevation
errors. The BCRMS errors were averaged together by taking the square root of the mean-squared BCRMS
errors. In other words, the average BCRMS value was the square root of the average bias-corrected mean
squared errors.

3592 3592J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Douglas S. Brungart: Localization of a nearby source



C. Azimuth localization performance

Overall azimuth localization performance was roughly
comparable across all the conditions except the monaural
condition. The signed azimuth and BCRMS errors were
slightly higher in the high-pass and low-pass conditions than
in the broadband conditions, but the differences across these
four conditions were minor~Table II!. The major difference
in azimuth performance is in the monaural condition, as can
be seen in the raw stimulus-response azimuth data~Fig. 1!.
From the raw data, it is evident that the responses in the
monaural condition exhibited a strong lateral bias for three of
the four subjects. The responses were clustered around290
degrees and the slope of the best fitting stimulus-response
curve is much less than 1. The responses for the fourth sub-
ject were almost random in the monaural condition.

Another important measure of azimuth localization is
the percentage of front–back confusions. The overall number

of reversals was similar in the broadband and fixed-
amplitude conditions~'10%!, and increased sequentially in
the monaural~16%!, high-pass~21%!, and low-pass~36%!
conditions ~ordering is significant atp,0.005 from one-
tailed t-tests!. From Fig. 1, note that subject CLL exhibited
substantially more reversals than any of the other subjects in
every condition except the low-pass condition, where his re-
versals were probably constrained by a ceiling effect at pure
chance~50%!.

Of particular interest in this proximal-region localization
study is the relationship between directional localization ac-
curacy and source distance. Overall, azimuth localization
was slightly but significantly better when the source was
relatively distant~.50 cm! than when it was close~,25 cm!
~Fig. 2!. This relationship holds for the BCRMS error and
the reversal percentage in all of the binaural conditions and
for the BCRMS error in the monaural condition. While lo-

FIG. 1. Raw stimulus-response data in
azimuth for each of the four subjects
~columns! in each of the five condi-
tions ~rows!. In each panel, the dashed
line shows the location of ‘‘ideal’’ re-
sponses and the dotted line shows the
location of perfect reversals. The solid
black line is the second-order polyno-
mial fit of the response location to the
stimulus location. The percentage of
reversals is the top number at the left
of each panel, and the bias-corrected
rms error ~BCRMS! is the bottom
number at the left of each panel~see
text for details!.
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calization in azimuth does depend on distance and is gener-
ally less accurate at close distances, the decrease in perfor-
mance for nearby sources is relatively modest.

D. Elevation localization performance

In terms of the BCRMS error, elevation performance
was best in the fixed amplitude condition, intermediate in the
broadband condition, and worst in the monaural, high-pass,
and low-pass conditions.~Table II!. However, from the raw
data~Fig. 3! it is clear that overall performance was substan-
tially worse in the low-pass condition than in any other con-
dition due to a strong bias toward the horizontal plane in all
responses. Also, it is evident that overall there was a ten-
dency for the subjects to underestimate high elevations.

Localization accuracy in elevation did not change con-
sistently with source distance~Fig. 4!. The ordering of the
response errors with distance varied with condition.

E. Directional response bias

Directional biases are displayed graphically in Fig. 5,
and are also represented by the mean signed azimuth and
elevation errors in Table II. In the broadband conditions
~broadband and fixed-amplitude!, the response biases are
relatively modest, and the general patterns of bias are similar

across each of the three distance bins. In the high-pass con-
dition, the response biases tend to be larger than in the
broadband conditions, but they continue to be roughly con-
stant across distance. The most interesting response biases
are in the monaural and low-pass conditions. In the monaural
condition, the responses are strongly biased in the direction
of the unoccluded ear. Such a pattern of bias has been re-
ported in previous studies of monaural localization. In the
low-pass condition, virtually all of the responses are clus-
tered around the horizontal plane, independent of the actual
source location. This pattern of response bias provides fur-
ther evidence that the subjects were receiving little or no
information about the elevation of the source when the
stimulus was limited to frequencies below 3 kHz.

F. Discussion

The results of the broadband condition were discussed in
great detail and compared to previous results from distal-
region localization experiments in a previous paper~Brun-
gart and Durlach, 1999!, and those analyses will not be re-
peated here. The focus of this experiment was the relative
accuracy of proximal-region localization accuracy in the five
stimulus conditions. The results in each of the four new
stimulus conditions are discussed below.

1. Fixed amplitude condition

Directional localization performance in the fixed-
amplitude condition was virtually identical to the random-
amplitude~broadband! condition in every way. The angular
error of 16.6 degrees is nearly the same as the 17-degree
error in the broadband condition, and the other error mea-
sures are also similar. The direction and magnitude of the
biases were also similar in the two conditions.

The similarity between the broadband and fixed-
amplitude conditions is not surprising. The only difference
between the two conditions was the amplitude of the source,
and under normal conditions directional localization judg-
ments are based on interaural differences and spectral cues,
and should be effectively independent of amplitude.3 The
similarity between the two conditions, therefore, should be
viewed simply as a measure of the repeatability of the ex-
perimental procedure.

2. Monaural condition

Performance in the monaural condition was drastically
worse than in the broadband condition. The decrease in per-
formance was most pronounced in azimuth, where response
variability was significantly larger than in the broadband
condition. The response biases, which were characterized by
a strong pull in the direction of the unoccluded ear, were also
dramatically different from the other conditions. This type of
response behavior has been documented in previous studies
of monaural localization~Wightman and Kistler, 1997!. Per-
haps more interesting is the relatively modest degradation in
elevation accuracy in the monaural condition. Elevation per-
formance was comparable to the binaural high-pass condi-
tions and better than the binaural low-pass condition. The
increase in front–back confusions~from 10% to 16%! was
also relatively small, but note that the bias toward290 de-

FIG. 2. Azimuth performance as a function of source distance. The top
panel shows the bias-corrected rms error in azimuth at each of three dis-
tances. The signed bias-corrected errors were calculated separately for each
subject at each of three elevation bins~,20 degrees,220 to 20 degrees, and
.20 degrees!. The BCRMS errors in the top panel are the rms values of all
the signed bias-corrected errors in each distance bin. The bottom panel
shows the mean number of reversals in each condition at each distance. The
error bars mark the 95% confidence intervals: BB5broadband; FA5fixed
amplitude; MN5monaural; HP5high-pass; LP5low-pass. Note: The 95%
confidence intervals in the BCRMS are derived from thex2 distribution
with the assumption that the residual errors~signed azimuth error minus the
mean signed azimuth error or signed azimuth error minus the second-order
polynomial fit to azimuth error! are normally distributed.
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grees in azimuth tended to move reversed responses into the
region where reversals were not 10 degrees closer to the
mirror image of the source location than to the source loca-
tion and were not counted as reversals. The elevation and
reversal results are consistent with the widely held belief that
the directional properties of the pinna at high frequencies are
largely responsible for resolving the locations of sources
within the ‘‘cone of confusion’’ where interaural differences
are ambiguous. The available cues from one ear are appar-
ently sufficient to allow subjects to make reasonably accurate
judgments about elevation and correctly resolve front–back
confusions, even though they are unable to accurately judge
azimuth without binaural difference cues.

3. High-pass condition

In the high-pass condition, localization accuracy was
slightly worse than in the broadband condition both in azi-
muth and in elevation. These results were consistent with

FIG. 4. Elevation performance as a function of source distance. The bias-
corrected signed elevation errors were calculated separately for each subject
in each of three azimuth bins~,2120 degrees,2120 to260 degrees, and
.260 degrees! at each of the three distances, and combined into a single
BCRMS value as in Fig. 2. The error bars mark the 95% confidence inter-
vals: BB5broadband; FA5fixed amplitude; MN5monaural; HP5high-
pass; LP5low-pass.

FIG. 3. Raw stimulus-response data in
elevation for experiment 1. As in Fig.
1, the dotted line indicates ‘‘correct’’
responses, while the solid black line
shows the best second-order polyno-
mial fit of the response data to the
stimulus data. The number at the left
of each panel is the mean bias-
corrected error.
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those of Musicant and Butler~1984a!, who measured local-
ization performance for noise high-pass filtered at 4 kHz.
Musicant and Butler did, however, report a much smaller
number of front–back confusions~approximately 0.5% ver-
sus 21% in this experiment!, possibly because their 5-s
stimulus may have allowed some small head motions. The
results of the high-pass localization condition are particularly
interesting in the proximal region because the interaural in-
tensity difference, which, according to the duplex theory of
localization, dominates azimuth localization at high frequen-
cies, varies substantially with distance across all frequencies.
Since the ILD does not correspond to a unique lateral posi-
tion in the proximal region, one might expect listeners to
confuse the distance and direction of a proximal-region
source containing only high frequencies. In particular, it
seems likely that subjects would be unable to distinguish
between a close source near the median plane and a more
distant source at a more lateral position with the same aver-
age ILD. At the very least, one would expect this ambiguity
to result in a very strong lateral bias for sources near the
head. The results do not, however, conform to these expec-
tations. Although there is a relatively strong lateral bias in
the high-pass condition~Fig. 5!, the bias is only slightly
larger at close distances than at the farthest measured dis-
tances. Furthermore, an examination of the raw azimuth data
~Fig. 1! reveals that only one subject~KMY ! exhibited a

strong tendency to compress his responses around290 de-
grees in the high-pass condition~note that almost all of his
responses fall within the lateral quadrants defined by the dot-
ted and dashed lines!.

The most probable explanation for the failure of the sub-
jects to exhibit significant lateral bias in the high-pass experi-
ment is that the subjects were able to obtain salient interaural
timing information from either the onset or the envelope of
the stimulus. The 50-ms ramps used to gate the high-pass
stimulus may not have been sufficient to eliminate all onset
cues. Furthermore, researchers have demonstrated that sub-
jects are sensitive to envelope delays in bandpass noise~Tra-
hoitis and Bernstein, 1986!. The availability of accurate in-
teraural timing information from either of these sources
would explain the reasonably accurate localization judg-
ments in the high-pass condition and the absence of a strong
lateral bias for nearby sources.

4. Low-pass condition

In the low-pass condition, subjects were able to make
reasonably accurate judgments about the lateral position of
the source, but they were almost completely unable to esti-
mate source elevation or resolve front–back confusions. The
subjects tended to respond near the horizontal plane, inde-
pendent of the true source elevation. Three of the subjects
experienced more than twice as many front–back reversals
in the low-pass condition as in any other condition. Again,
these results illustrate the importance of the high-frequency
directionality of the pinna in determining the elevation of a
source and distinguishing between sources in the front and
rear hemisphere. Since these high-frequency directional cues
only occur above approximately 4 kHz, they were not avail-
able in the low-pass condition. Consequently, the subjects
exhibited large numbers of reversals and very poor elevation
accuracy.

The overall directional accuracy in each of the five
stimulus conditions, and in particular the relative perfor-
mance in each of the five conditions in azimuth, elevation,
and front–back confusions, was consistent with the results of
previous localization studies conducted in the distal region.
This consistency both validates the procedure used in the
experiment and tests the conjecture, based on measured
head-related transfer functions in the proximal region, that
directional localization performance is similar in the proxi-
mal and distal regions. This experiment also provided the
opportunity to evaluate exactly how directional accuracy
changes with distance in the proximal region. The results
were mixed, but in general performance was slightly worse
both in azimuth and in elevation for very near sources~,25
cm! than for more distant sources~.50 cm!. In all cases,
however, the distance dependence was relatively weak.
Again, this confirms the observation that directional localiza-
tion is relatively similar in the proximal and distal regions.

IV. DISTANCE LOCALIZATION

A. Results

While there does not appear to be a large difference in
directional localization performance between sources in the

FIG. 5. Direction of response bias as a function of source location. In this
figure, the trials have been sorted into three equal-sized non-overlapping
bins in elevation, five equal-sized non-overlapping bins in azimuth, and
three equal-sized bins in distance. The asterisk is the mean stimulus location
within each bin, while the dot is the mean response location. The circles
indicate that the subject overestimated distance~see legend!, while the
squares surrounding crosses indicate the subject underestimated distance.
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proximal and distal regions, the accuracy of auditory dis-
tance perception is dramatically different in the proximal re-
gion. As reported in the second paper in this series~Brungart
and Durlach, 1999!, proximal-region distance perception
with a broadband, random-amplitude source is significantly
more accurate for lateral sources than for sources near the
median plane. Furthermore, distance judgments for lateral
sources are highly correlated with source location~log–
stimulus log–response correlation coefficients were in excess
of 0.85! and are relatively unbiased. Although it is difficult
to make direct comparisons between these results and those
of previous far-field distance localization experiments, it ap-
pears that proximal-region distance perception for lateral
sources is significantly better than has been reported in far-
field experiments in the absence of room reverberation and
amplitude cues.

In this experiment, overall distance performance was
best in the fixed-amplitude condition, and only slightly less
accurate in the broadband and low-pass conditions~Fig. 6!.
Performance in the high-pass condition was substantially
worse than in the low-pass condition, and performance in the
monaural condition was exceptionally poor. As has been re-
ported in previous localization experiments, the subjects
~with the exception of DSB! tended to compress their re-
sponses over a narrower range than the range of stimulus
locations~generating a linear fit with a slope less than one!.
In most cases, this caused the subjects to significantly over-
estimate close distances.

As in the earlier proximal-region experiment, distance
performance was highly dependent on source azimuth~Figs.
7 and 8!. In these figures, the data were sorted by azimuth
into 13 overlapping bins, and the correlation coefficients be-
tween the log–stimulus and log–response distances are
shown as a function of the mean azimuth in each bin. In each
of the five conditions, the correlation coefficient was lowest
near 0 degrees azimuth and increased systematically as the
source moved toward290 degrees. Performance in the
fixed-amplitude condition, where all subjects consistently
performed best, showed the least degradation at locations
near the median plane. Consequently, fixed-amplitude dis-
tance performance was only slightly better than broadband or
low-pass distance performance near290 degrees, but was
considerably better near 0 and2180 degrees. Performance in
the broadband and low-pass conditions was virtually identi-
cal everywhere except behind the listener, where the corre-
lation coefficients were slightly higher in the broadband con-
dition. Performance in the high-pass condition was
substantially worse than in the broadband, fixed-amplitude,
or low-pass condition. Performance in the monaural condi-
tion was extremely poor, with mean correlations never ex-
ceeding 0.4. Note that the increase in performance for lateral
source locations and the relative ordering of the five stimulus
conditions were essentially identical for each of the four sub-
jects.

B. Discussion

The relative distance performance in these five stimulus
conditions provides some clues about the mechanisms in-
volved in proximal-region distance perception. The most

compelling indication is the importance of binaural cues to
the localization of nearby sources. Several factors contribute
to this conclusion:

~i! In all four binaural conditions, distance judgments
were considerably less accurate for medial sources
than for lateral sources. Since binaural cues are largest
near the interaural axis and smallest near the median
plane, this is consistent with a binaural distance cue.

~ii ! In the monaural condition, distance judgments are ex-
ceptionally poor. Without binaural information, the
subjects were unable to accurately judge the distance
of the source.

~iii ! The availability of amplitude cues in the fixed-
amplitude condition provided the most benefit when
the source was near the median plane. While perfor-
mance in this condition was better than in the random-
amplitude condition at all locations, the increase in
performance was greatest in the median plane~the
correlation coefficient is more than twice as large in
the fixed-amplitude condition than in the broadband
condition at 0 degrees!. This indicates that the binau-
ral distance cues are nearly as potent as the amplitude
cue for lateral sources, but that the listeners rely pri-
marily on the amplitude cue in the median plane
where the binaural cues are weak.

FIG. 6. These stimulus–response pairs for distance~in centimeters! include
all azimuth and elevation locations. The errors in distance increased propor-
tionately with stimulus distance, so the data are shown on a log–log scale.
The solid line in each panel of the figure represents the best linear fit of the
stimulus location to the response location, and the number at the top left of
each panel is the correlation coefficient between the log–stimulus and log–
response distances.
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In addition, there is substantial evidence indicating that low-
frequency interaural intensity cues dominate proximal-region
distance perception:

~i! The results in Fig. 8 show that distance localization
performance is comparable for a broadband source
and a source low-pass filtered below 3 kHz. In con-
trast, distance performance degrades substantially for
a source high-pass filtered above 3 kHz. These results
indicate that low-frequency components, below 3
kHz, are essential to proximal-region distance percep-
tion.

~ii ! Measurements of the proximal-region HRTF on a
KEMAR manikin ~Brungart and Rabinowitz, 1999!
indicate that, in terms of human perception, the inter-
aural level difference at low frequencies increases
substantially as a nearby source approaches the head,
while the interaural time delay is roughly independent
of distance.4

Since proximal-region distance perception appears to depend
on binaural information below 3 kHz, and the ITD is roughly

independent of distance, by elimination it appears that the
low-frequency ILD must be the dominant factor in proximal-
region distance perception. This explanation is particularly
appealing because it is known that, for far-field sources at
least, the low-frequency ITD dominates the perception of the
azimuth of a sound source~Wightman and Kistler, 1992!. If
this result also applies to proximal-region localization~which
is not guaranteed, because low-frequency ILDs are much
larger in the proximal region than in the distal region!, it
would indicate that relatively orthogonal acoustic cues, ITD
and ILD, are used to determine the direction and distance of
a nearby sound source.

Two other comments should also be made about the
importance of low-frequency ILDs to proximal-region dis-
tance perception. First, it should be noted that substantial
low-frequency ILDs in general exist only in the proximal
region. The very presence of a large, low-frequency ILD is
indicative of a close source. Thus, a distance perception
mechanism based on low-frequency ILD could be highly
specialized for determining the distance of nearby sources. In
contrast, ITDs, high-frequency ILDs, and spectral shape are
all integrated into the general process of auditory localiza-
tion, and all can contribute to the perception of azimuth,
elevation, and distance. Second, a distance-perception
mechanism based on low-frequency ILDs may help to ex-
plain the sensitivity of human listeners to small changes in
relatively large low-frequency ILDs that would not occur for
a distant source. Previous research~Hershkowitz and
Durlach, 1969; Hafteret al., 1977! has shown that listeners
are sensitive to changes in ILD of less than 1 dB over a
30-dB range. At distances of 1 m or more, however, the ILD
generated by a source in a free field would never exceed 5
dB at 500 Hz, and would be even smaller at lower frequen-
cies. If only far-field listening conditions are considered, the
ability to detect small changes in the low-frequency ILD
over a wide range of ILDs does not appear to serve any
useful purpose. But this ability would be vital if low-
frequency ILDs are used to determine distance in the proxi-
mal region.

FIG. 7. Stimulus–response correlation in distance as a function of source
azimuth for each subject. The data for each subject in each condition were
sorted by azimuth into 13 bins, each containing 14% of the total trials and
overlapping with 50% of the trials of each adjacent bin. The correlation
coefficient between the log of the stimulus location and the log of the re-
sponse location in each bin is plotted as a function of the mean azimuth
location of each bin.

FIG. 8. Mean overall stimulus–response correlation in distance. The data
for each subject in Fig. 7 have been averaged together by plotting the mean
correlation coefficient~averaged using the Fisher transform! in each of the
13 bins versus the mean azimuth value of each bin.
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One surprising outcome of this experiment is that high-
frequency ILDs appear to provide so little information about
the distance of a sound source. As discussed in the earlier
papers in this series, the most basic model for proximal-
region auditory distance perception assumes that the ITD,
which is roughly independent of distance, is used to deter-
mine the lateral position of the source, and that the ILD,
which varies systematically as a function of distance for a
fixed source direction, is used to determine the distance of
the source. Since the ILD increases across all frequencies as
the distance of a proximal-region source decreases, and ac-
tually increases more at high frequencies than at low fre-
quencies, it is not clear why listeners cannot judge the dis-
tance of a source from the high-frequency ILD. The most
obvious explanation, that the subjects were simply unable to
accurately determine the direction of the high-pass filtered
source, is not supported by the directional localization data.
The results indicate that the directional localization was rea-
sonably accurate with the high-pass filtered source, perhaps
because the subjects were able to use high-frequency enve-
lope delays to estimate the ITD. Yet distance localization
with the high-pass filtered source was poor. It is puzzling
that the subjects were able to determine the direction of the
source, but were unable to use the distant-dependent changes
in the high-frequency ILD to estimate its distance. Two fac-
tors may explain these results:

~1! The proximal region ILD at high frequencies may be so
large that the auditory system is no longer able to detect
small changes in the ILD. At low frequencies, the ILD is
relatively small when the source is in the distal region,
and it does not increase above 20–30 dB as the source
approaches the head. At 500 Hz, for example, the ILD
increases from 4 to 20 dB as a source at 90 degrees
moves from 1 to 12 cm~Brungart and Rabinowitz,
1999!. At high frequencies, however, the ILD can be
large in the distal region and becomes extremely large in
the proximal region. At 6 kHz, the ILD increases from
30 to 45 dB as a source at 90 degrees moves from 1 to
12 cm. Most studies examining the ILD have reported
that sensitivity to increases in the just-noticeable differ-
ence ~jnd! does not change significantly as the initial
ILD varies over a wide range~Hershkowitz and Durlach,
1969; Hafteret al., 1977!. Nevertheless, it is likely that
if the ILD becomes sufficiently large, sensitivity to
changes in the ILD will decrease; a sufficiently large
ILD will cause the signal at the contralateral ear to fall
below the threshold of hearing. Since the ILDs at high
frequencies are large even in the distal region, they may
become so large when the source approaches the head
that the auditory system saturates and can no longer de-
tect changes in the ILD. This saturation would explain
the inability of listeners to determine the distance of a
high-frequency proximal-region source.

~2! A second possible explanation for poor high-frequency
distance localization follows from the assumption of the
duplex theory that interaural timing information is sa-
lient primarily at low frequencies. If one assumes that
the mechanisms of the auditory system that determine

the ITD of a low-frequency signal@which are known to
dominate the perception of direction when the stimulus
contains low-frequency energy~Wightman and Kistler,
1992!# are fundamentally different from those that deter-
mine the ITD of a high-frequency signal~from the enve-
lopes of the signal, for example!, then it is possible that
our ability to determine the distance of a source from its
direction ~determined from the ITD! and its ILD can
only use low-frequency interaural timing information. In
other words, it is possible that the distance perception
mechanism receives input only from the low-frequency
ITD detector, while the directional localization mecha-
nism receives information from both the low- and high-
frequency ITD.

The inability of listeners to determine the distance of
high-pass filtered signals is one of the more interesting re-
sults of these proximal-region localization experiments.
While it is clear that low-frequency ILDs play an important
role in proximal-region localization, further investigation is
required before the mechanisms of auditory distance percep-
tion are fully understood.

V. EXPERIMENT 2: DISTANCE LOCALIZATION
ALONG THE INTERAURAL AXIS

The results of the first experiment provide strong evi-
dence that proximal-region distance perception is based on
the low-frequency interaural intensity difference. However,
there were variations in the overall amplitude of the different
stimuli in the first experiment, and it was not clear how those
variations might have influenced overall localization perfor-
mance. In particular, the high-pass stimulus was substantially
quieter than the low-pass or broadband stimulus. Although
the subjects were clearly able to localize the high-pass stimu-
lus ~based on the directional localization data!, it is not clear
whether the amplitudes of the different stimulus types influ-
ence distance localization.

In addition, performance in some of the conditions~par-
ticularly the monaural condition! was so poor that it is diffi-
cult to verify that the subjects were not using extraneous
information to assist them in their localization responses~ei-
ther from ‘‘peeking’’ or from sounds made by the experi-
menter in the placement of the source!. The validity of the
first experiment was tested by collecting 100 trials per sub-
ject where the stimulus was placed normally but no sound
stimulus was generated. The results showed that the subjects
were receiving almost no extraneous information about the
direction of the source~overall angular errors exceeded 50
degrees! but that they were extracting some information
about the source distance. The average log-distance correla-
tion coefficient was 0.16, and it was as high as 0.33 for one
subject. This small amount of distance information is largely
irrelevant in the conditions where performance was relatively
good~low-pass, broadband! and the mean overall correlation
was in excess of 0.75, but it complicates the interpretation of
the results in conditions where measured performance was
poor ~monaural, high-pass!. Further investigation showed
that the extraneous information was a combination of mov-
ing shadows which were visible through closed eyelids, a
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small amount of amplifier noise from the source, and the
perception of air currents on the face from the moving
source.

In order to ensure that overall stimulus amplitude and
extraneous distance information did not significantly influ-
ence the distance results in the first experiment, a second
experiment was performed to test distance accuracy for
sources at290 degrees azimuth and 0 degrees elevation.

A. Methods

The procedure for experiment 2 was similar to the pro-
cedure in the first experiment described, with three excep-
tions:

~1! Source locations were limited to the interaural axis~290
degrees in azimuth, 0 degrees in elevation!. During each
trial, the computer produced only a single number, rang-
ing from 1 to 6, which the experimenter used to deter-
mine the approximate distance of the source from the
head. In order to ease the placement of the source lateral
to the listener, the experimenter stood behind and to the
right of the listener, rather than directly to the right as in
the first experiment.

~2! The same signals from the first experiment~broadband,
low-pass at 3 kHz, high-pass at 3 kHz! were used in
experiment 2, but amplitudes of the stimuli were ad-
justed to produce the same maximum sound pressure
level ~48 dB SPL at 1 m! in each condition. The fixed-
amplitude condition was dropped, and two more high-
pass conditions were added, one with a cutoff frequency
of 1.5 kHz and one with a cutoff frequency of 0.75 kHz.
The randomization of the stimulus amplitude in each
trial was also modified slightly. The range over which
the normalized stimulus amplitude was roved was in-
creased 5 dB, from 15 to 20 dB, by limiting the maxi-
mum amplitude at distances greater than 0.5 m. Thus the
maximum amplitude was slightly lower at 1 m than at
0.5 m in this condition~but the difference was small
relative to the range of the amplitude rove!.

~3! Several steps were taken to eliminate extraneous dis-
tance information. A blindfold eliminated any possible
visual cues.5 A fan blew a stream of air across the sub-
ject’s face during the experiment in order to eliminate
any air currents caused by the moving source, and a
masking signal, generated by a loudspeaker located on
the floor of the anechoic chamber 1 m in front of the
subject, obscured any audible amplifier noise. The mask-
ing signal consisted of USASI noise, low-pass filtered at
10 kHz, and its intensity was 49 dBA SPL at the location
of the subject’s head. The masker signal was continu-
ously generated throughout the experiment. Note that,
although the masker was louder than the stimulus at the
location of the head, the spatial separation of the signal
and masker ensured that the stimulus was audible.

B. Results and discussion

The results of experiment 2 verify the overall results of
the first experiment. Performance was best in the low-pass
and broadband conditions and was degraded significantly in

the high-pass and monaural conditions~Fig. 9!. Thus it does
not appear that the lower overall amplitude of the stimulus in
the high-pass condition was responsible for poor distance
performance. It is interesting, however, that the stimulus–
response correlation is higher in the low-pass condition than
in the broadband condition. Since the stimuli all had equal
overall amplitude, the low-pass stimuli contained more low-
frequency energy than the broadband stimuli, and thus were
not masked as effectively as the broadband condition. It is
further testimony to the importance of low-frequency energy
to proximal-region distance perception that this increase in
low-frequency energy allowed subjects to perform slightly
but significantly better in the low-pass condition than in the
bandpass condition in the presence of masking noise.

The results of experiment 2 also confirm the existence of
monaural proximal-region distance cues. The mean
stimulus–response distance correlation was similar in the
monaural conditions of experiments 1 and 2~approximately
0.45 at290 degrees!, but in the first experiment it was not
clear how much extraneous information contributed to this
correlation~since subject KMY was able to achieve a dis-
tance correlation of 0.33 with no stimulus!. In experiment 2,
where the blindfold, fan, and masking noise rendered the
subjects unable to make accurate judgments about source
location in the no-stimulus condition, they clearly were still
able to obtain some distance information in the monaural
condition. A surprising result from the raw data~Fig. 10! is
that the monaural distance correlation does not seem to be
purely a result of correctly identifying very near sound
sources. Subject DSB’s responses were substantially more
accurate when the source was within 15 cm of the head, but
the other subjects’ responses were not. All four subjects’
mean responses increased slightly with source distance up to
1 m. This is surprising, because previous analysis of
proximal-region head-related transfer functions indicated
that spectral localization cues, primarily in the form of a
slight emphasis on low frequencies for nearby sources, were
most pronounced in the region within 25 cm of the head

FIG. 9. Correlation coefficients between log–stimulus distance and log–
response distance in experiment 2. The results have been averaged across
the four subjects using the Fisher transform. The bars represent the 95%
confidence intervals in each condition: LP5low-pass; BB5broadband;
HP0.755high-pass, 750-Hz cutoff; HP1.55high-pass, 1.5-kHz cutoff;
HP3.005high-pass, 3-kHz cutoff; MO5monaural; NS5no sound.
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~Brungart and Rabinowitz, 1999!. Further research, including
the measurement of monaural distance jnd’s and the evalua-
tion of monaural distance performance with a variety of
stimulus spectra, is necessary to fully understand the mecha-
nisms that provide some distance information under monau-
ral listening conditions. It is evident, however, that monaural
distance cues are weaker than binaural cues and that binaural
distance cues dominate when sources are located outside the
median plane.

A final important result of experiment 2 is the relative
performance in the three high-pass conditions, with cutoff
frequencies of 3.0, 1.5, and 0.75 kHz. Although overall am-
plitude was the same in each of the three conditions, the
distance correlation coefficient increased systematically as
the cutoff frequency decreased for each of the four subjects,
and the performance was better in the broadband condition
than in the 0.75-kHz high-pass condition. This result pro-
vides further evidence that low-frequency energy is required
for accurate proximal-region distance perception. It also in-
dicates that some useful distance information occurs in the
frequency range from 1.5 to 3 kHz, and that a significant
portion of the useful distance information in a broadband
stimulus occurs below 750 Hz. Thus it appears that even
very low-frequency interaural level differences are important
to auditory depth perception.

VI. CONCLUSIONS

The results from these studies can be summarized as
follows:

~i! Directional localization performance is similar in the
proximal and distal regions. Although there was a
slight decrease in the accuracy of directional localiza-
tion for nearby sources, it appears that directional lo-
calization accuracy does not depend strongly on
source distance, even when the source is near the
head.

~ii ! Directional accuracy in each of the five stimulus con-
ditions was consistent with the auditory localization
literature. Performance in the fixed-amplitude and
broadband conditions was almost identical. In the
monaural condition, subjects were able to determine
whether sources were in the front or rear hemisphere
and make reasonable guesses about the elevation of
the source, but were unable to accurately determine
source azimuth. In the high-pass condition, localiza-
tion performance was modestly degraded both in azi-
muth and elevation. In the low-pass condition, accu-
racy was only slightly degraded in azimuth, but the
number of front–back confusions increased dramati-
cally and elevation localization was severely de-
graded. These results conform to the widely held
theory that interaural time and intensity differences
allow subjects to determine the lateral position of a
sound source, while high-frequency monaural pinna
cues allow listeners to determine source elevation and
to resolve front–back confusions.

~iii ! Some interaural timing information was apparently
available to the subjects in the high-pass condition.
Although the interaural level difference for a fixed
source direction increases dramatically in the proxi-
mal region, the subjects did not appear to confuse
source distance and source direction in the high-pass
condition. They were not able to judge distance accu-
rately, but they were able to judge direction reason-
ably well. Furthermore, they did not show a system-
atically larger lateral bias in direction at close
distances, as would be expected if the subjects were
relying solely on interaural level differences to deter-
mine source direction. This result suggests that the
subjects were able to obtain interaural timing informa-
tion, either from envelope delays or onset cues, that
allowed them to accurately judge source direction.

~iv! Distance perception is reasonably accurate for
proximal-region sources outside the median plane,
and the distance perception in this region appears to
depend primarily on low-frequency binaural cues. In
the broadband condition, the correlation between the
log of the stimulus distance and the log of the re-
sponse distance was as high as 0.85. This indicates
distance perception superior to that found in far-field
experiments under anechoic conditions with a
random-amplitude source. Distance performance was
poor in the monaural condition, and was worse near
the median plane than near the interaural axis. This

FIG. 10. Raw distance stimulus–response data for experiment 2. The data
are for sources positioned along the interaural axis. The dashed lines repre-
sent ‘‘correct’’ responses, while the solid line is the best linear fit of the
stimulus data to the response data. The number at the top left of each panel
is the linear correlation coefficient.
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pattern of performance indicates the importance of
binaural cues to distance perception. Distance percep-
tion was also significantly worse in the high-pass con-
dition than in the low-pass condition, which suggests
the importance of low frequencies to distance percep-
tion. Measurements of the HRTF in the proximal re-
gion have indicated that interaural time delay is rela-
tively independent of distance in the proximal region,
so by elimination it appears that low-frequency inter-
aural level differences are responsible for distance
perception in the proximal region. The results of ex-
periment 2 indicate that distance performance is en-
hanced by the addition of frequency content from 750
Hz to 3 kHz, but that additional distance information
is provided by lower frequencies~below 750 Hz!.

~v! Amplitude cues are more important to auditory dis-
tance perception at medial locations than at lateral
locations. In the median plane, binaural cues are rela-
tively weak and amplitude cues dominate distance
perception. At lateral locations, however, the binaural
cues provide most of the distance information. Note
that distance perception is better near the interaural
axis when the amplitude of the source is randomized
than in the median plane when the amplitude of the
source is fixed. This indicates that proximal-region
binaural distance cues are more salient than the
amplitude-based distance cue which has been found to
dominate distance judgments in the distal region.
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1Due to the peculiarities of its design, the acoustic point source is capable of
producing low-frequency sound more efficiently than high-frequency
sound. Therefore, in order to maximize the output of the source, a ‘‘pink’’
stimulus was chosen.

2Due to a technical problem, only 400 trials were collected in the low-pass
condition with subject DTD.

3Note that under unusual listening conditions, e.g., a unilateral hearing im-
pairment, directional judgments may be based, in part, on the overall am-
plitude of the source.

4While the ITD can increase by as much as 100ms as a sound source moves
from the distal region to within a few centimeters of the head, most of this
increase occurs at lateral regions where listeners are relatively insensitive to
changes in ITD~Brungart and Rabinowitz, 1999!. From previously mea-
sured estimates of the just-noticeable differences~jnd’s! in ITD and ILD for
a 500-Hz tone~Hershkowitz and Durlach, 1969!, we can calculate that the
ILD increases by 15–20 or more jnd’s as a source moves from a meter
away to within a few centimeters of the head, while the ITD increases by,
at most, a few jnd’s. Thus we argue that the ITD is perceptually indepen-
dent of distance.

5Note that the blindfold remained in place throughout the experiment and
was not removed during the subject’s responses.
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Four different compression algorithms were implemented in wearable digital hearing aids:~1! The
slow-acting dual-front-end automatic gain control~AGC! system@B. C. J. Moore, B. R. Glasberg,
and M. A. Stone, Br. J. Audiol.25, 171–182~1991!#, combined with appropriate frequency
response equalization, with a compression threshold of 63 dB sound pressure level~SPL! and with
a compression ratio of 30~DUAL-HI !; ~2! The dual-front-end AGC system combined with
appropriate frequency response equalization, with a compression threshold of 55 dB SPL and with
a compression ratio of 3~DUAL-LO !. This was intended to give some impression of the levels of
sounds in the environment;~3! Fast-acting full dynamic range compression in four channels
~FULL-4!. The compression was designed to minimize envelope distortion due to overshoots and
undershoots;~4! A combination of~2! and ~3! above, where each applied less compression than
when used alone~DUAL-4!. Initial fitting was partly based on the concept of giving a flat
specific-loudness pattern for a 65-dB SPL speech-shaped noise input, and this was followed by fine
tuning using an adaptive procedure with speech stimuli. Eight subjects with moderate to severe
cochlear hearing loss were tested in a counter-balanced design. Subjects had at least 2 weeks
experience with each system in everyday life before evaluation using the Abbreviated Profile of
Hearing Aid Benefit~APHAB! test and measures of speech intelligibility in quiet~AB word lists at
50 and 80 dB SPL! and noise~adoptive sentence lists in speech-shaped noise, or that same noise
amplitude modulated with the envelope of speech from a single talker!. The APHAB scores did not
indicate clear differences between the four systems. Scores for the AB words in quiet were high for
all four systems at both 50 and 80 dB SPL. The speech-to-noise ratios required for 50%
intelligibility were low ~indicating good performance! and similar for all the systems, but there was
a slight trend for better performance in modulated noise with the DUAL-4 system than with the
other systems. A subsequent trial where three subjects directly compared each of the four systems
in their everyday lives indicated a slight preference for the DUAL-LO system. Overall, the results
suggest that it is not necessary to compress fast modulations of the input signal. ©1999 Acoustical
Society of America.@S0001-4966~99!00612-8#

PACS numbers: 43.66.Ts, 43.66.Cb, 43.71.Ky@JWH#

INTRODUCTION

People with cochlear hearing loss usually experience
loudness recruitment, and the associated reduced dynamic
range~Hood, 1972; Moore, 1998!. With linear amplification,
as provided by ‘‘conventional’’ hearing aids, it is not pos-
sible to restore audibility of weak sounds without intense
sounds being overamplified and becoming uncomfortably
loud. In principle, this problem can be alleviated by the use
of automatic gain control~AGC!, as proposed many years
ago by Steinberg and Gardner~1937!. Indeed, it is now
widely accepted that AGC in hearing aids can be beneficial
for people with loudness recruitment; for reviews, see Hick-
son ~1994!, Dillon ~1996!, and Moore~1998!. Although the
idea of AGC appears straightforward, in practice there are
many ways of implementing it, and there is no clear consen-
sus as to the ‘‘best’’ method. All AGC systems introduce
some undesirable side effects, for example, distortions of the
temporal envelope of sounds, and ‘‘pumping’’ or ‘‘breath-
ing’’ sounds, and the benefits of any specific system must be
weighed against these undesirable side effects.

Some AGC systems are intended to adjust the gain au-
tomatically for different listening situations. Essentially, they
are intended to relieve the user of the need to adjust the
volume control to deal with these situations. Usually, such
systems change their gain slowly with changes in sound
level; this is achieved by making the recovery time (t r) or
both t r and the attack time (ta), relatively long~usuallyt r is
between 500 ms and 20 s!. These systems are often referred
to as ‘‘automatic volume control’’~AVC!. Relatively few
commercial hearing aids incorporate AVC, probably because
conventional AVC systems involve a compromise between
conflicting requirements. For speech with a fixed average
level, the level may fluctuate markedly from moment to mo-
ment, and may drop to very low values during brief pauses in
the speech. If the gain of an aid changes significantly during
the speech itself, or during the pauses in the speech, then
breathing or pumping noises may be heard which are objec-
tionable to the user. These effects are particularly marked for
users with mild to moderate losses when moderate levels of
background noise are present, as is often the case in every-
day situations. In addition to these objectionable effects, the
temporal envelope of the speech may be distorted by thea!Electronic mail: bcjm@cus.cam.ac.uk
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changes in gain. To avoid these problems, the gain should
change relatively slowly as a function of time, i.e.,ta and t r

should be long.
On the other hand, it is important to protect the user

from intense transient sounds, such as a door slamming or a
cup being dropped. This requires the gain to change much
more rapidly in response to an increase in sound level. This
problem can be dealt with by having an AVC system with a
fast attack time~ta in the range 1–10 ms!, and a moderate
recovery time~t r in the range 300 to 2000 ms!. The fast
attack time provides protection against sudden increases in
sound level; the gain drops very quickly when the input
sound level suddenly increases. However, such a system has
the disadvantage that the gain of the aid drops to a low value
immediately after an intense transient; the aid effectively
goes ‘‘dead’’ for a while. A further problem is that a recov-
ery time of a few hundred ms is not sufficiently long to
prevent breathing and pumping sounds from being heard. In
many commercial aids, the release time is smaller than 300
ms, which makes pumping even more audible~at least in
single-channel devices!. However, such aids should probably
not be described as having AVC.

An AVC system developed in our laboratory provides a
better solution to these problems~Moore and Glasberg,
1988; Mooreet al., 1991; Moore, 1993; Stoneet al., 1997!.
This system, referred to as ‘‘dual front-end AGC,’’ involves
the use of two control systems, one with long attack and
recovery times, and the other with shorter attack and recov-
ery times. Normally, the operation of the AGC amplifier is
determined by the slow-acting control system which has a
high compression ratio. However, if an intense sound sud-
denly occurs, the fast-acting control system rapidly reduces
the gain, thus protecting the user from overamplification of
the intense sound. Following cessation of the intense sound,
the gain returns to the original value determined by the over-
all level of the speech. In this way, intense transients are
selectively attenuated, but the overall gain for the speech is
held almost constant, except for a very brief period following
the transient. A digital implementation of this system is de-
scribed later in this paper. Control of overall gain while pro-
viding protection from intense transients can also be
achieved using a combination of a slow-acting AVC with a
low compression ratio and fast-acting compression limiting;
a system similar to this is also described later in this paper.

An alternative type of AGC system, with lower com-
pression ratios and lower compression thresholds, has been
used in hearing aids in attempts to make the hearing-
impaired person’s perception of loudness more like that of a
normal listener~Villchur, 1973; Hohmann and Kollmeier,
1995; Kollmeier and Hohmann, 1995!. Often, these systems
split the signal into a number of frequency channels, and
compression is applied independently in each channel. These
are sometimes called ‘‘wide dynamic range’’ compressors,
as the compression operates over a wide range of input
sound levels. Typically, the compression threshold is about
45 dB sound pressure level~SPL!, and the compression ratio
has values up to about 3. One aim of such systems is to
ensure that the weaker consonant sounds of speech, such as
/p/, /t/, and /k/, are audible without the more intense sounds

~e.g., vowels! being uncomfortably loud. To achieve this
goal, the compressors usually have short time constants. The
attack times are typically 2–10 ms and the recovery times
are typically 20–150 ms. Systems with time constants in this
range are often referred to as ‘‘fast-acting compressors’’ or
‘‘syllabic compressors,’’ since the gain changes over times
comparable to the durations of individual syllables in speech.

Evaluations of syllabic compressors have given mixed
results, but benefits have been shown in some studies; speech
in quiet can be understood over a wide range of sound levels
~Lippmannet al., 1981; Mooreet al., 1992a! and the intelli-
gibility of speech in noise is sometimes slightly improved
relative to that found with linear amplification~Mooreet al.,
1992a; Yund and Buckles, 1995; Mooreet al., 1999b!, al-
though this has not always been found~Lippmann et al.,
1981; Bustamante and Braida, 1987!.

The relative merits of the dual front-end AGC system
and of multichannel syllabic compression have not previ-
ously been directly assessed. In principle, each system has
advantages and disadvantages. For the dual front-end AGC
system, the advantages are:

~1! Speech is delivered at a comfortable level, regardless of
the input level.

~2! The temporal envelope of the speech is hardly distorted;
envelope fluctuations at syllabic rates are preserved.

~3! The spectral pattern of sounds is not distorted~although
frequency-response shaping may be applied!.

~4! Harmonic and intermodulation distortion are minimal.
~5! Protection is provided from intense brief transients with

little effect on the long-term gain.

The disadvantages of the dual front-end AGC system
are:

~1! Loudness perception is not restored to ‘‘normal.’’ In-
deed, since the output level is held almost constant for
input levels above the compression threshold, it may be
difficult for the user to judge the strength of sound
sources, for example, the volume setting on a television
or radio.

~2! The system may not deal very effectively with situations
where two voices alternate with markedly different lev-
els, which is often the case when one of the voices is that
of the aid wearer~although the problem in this specific
case can be alleviated by the application of high-
frequency emphasis prior to the AGC system, as de-
scribed later!.

~3! When the user moves from a situation with high sound
levels to one with lower levels~for example, when leav-
ing a noisy room!, the gain takes a second or two to
reach the value appropriate for the new situation.

The advantages of fast-acting multichannel compression
are:

~1! It can, at least to a reasonable approximation, restore
loudness perception to ‘‘normal,’’ although to achieve
this might require extensive measurement of loudness
growth functions.
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~2! If multiple channels are used, it can be set up to com-
pensate for frequency-dependent changes in the degree
of loudness recruitment.

~3! It can restore the audibility of weak sounds rapidly fol-
lowing intense sounds.

~4! It can give good results when two voices alternate with
markedly different levels.

The disadvantages of fast-acting multichannel compres-
sion are:

~1! It can introduce spurious changes in the temporal enve-
lope of sounds~overshoot and undershoot effects!.

~2! It can introduce spurious changes in amplitude of sounds
gliding in frequency, such as formants, as those sounds
traverse the boundary between two channels.

~3! It reduces intensity contrasts and the modulation depth
of speech, which may have an adverse effect on the per-
ception of certain speech cues~Plomp, 1988!.

~4! If many channels are used, then the availability of spec-
tral cues, such as formant frequencies, may be reduced.
In a multichannel hearing aid with fast-acting compres-
sion in many channels, the spectrum is flattened, reduc-
ing spectral contrasts.

It is not easy to decide upon the relative importance of
these advantages and disadvantages, so as to choose the
‘‘best’’ system. In the present paper, we adopt a more em-
pirical approach. We describe a direct comparison of four
different AGC systems, including the dual front-end AGC
system and a four-channel syllabic compressor, using wear-
able digital hearing aids. Each subject was tested using all
four systems. For each system, the aid hardware was identi-
cal; only the software~the program implemented in the aid!
was changed to implement the system.

The systems evaluated were as follows:

~1! The slow-acting dual front-end AGC system, combined
with appropriate frequency response equalization, with a
compression threshold of 63 dB SPL and with a com-
pression ratio of 30 for levels above this~DUAL-HI !.
This is similar to the system that was developed and
evaluated in our previous work~Moore and Glasberg,
1988; Mooreet al., 1991; Stoneet al., 1997!.

~2! The dual front-end AGC system, combined with appro-
priate frequency response equalization, with a compres-
sion threshold of 55 dB SPL and with a compression
ratio of 3 for levels above this. This was intended to give
a more accurate impression of the levels of sounds in the
environment~DUAL-LO !.

~3! Fast-acting full dynamic range compression in four
channels. The compression was designed to minimize
envelope distortion due to overshoots and undershoots
~FULL-4!.

~4! A combination of~2! and~3! above, where each applied
less compression than when used alone; the compression
ratio for the dual front-end AGC was reduced to 1.7 and
the compression threshold was set to 45 dB SPL
~DUAL-4!.

I. IMPLEMENTATION OF THE COMPRESSION
SYSTEMS

The compression systems were implemented using Au-
dallion digital hearing aids manufactured by Audiologic.
Each aid consisted of two behind-the-ear earpieces, con-
nected by wires to a small chest-worn processor, containing a
Motorola DSP56009 DSP chip. The earmolds were fitted
with Libby horns to improve the high-frequency response,
and acoustic resistors were used in the tubing to damp mid-
frequency resonances. The tubing was thick-walled to reduce
feedback. The earmolds were hard acrylic skeletons and
were deeply inserted to reduced feedback and to alleviate the
occlusion effect. All had 1–2-mm vents, except those for
subject VW, which had no vents. The signals picked up by
the microphones in the earpieces were fed to the analog-to-
digital converters~ADCs, 12-bit resolution, 15 625-Hz sam-
pling rate! in the chest-worn part. In the versions used by us,
the earpieces contained analog compression limiters with a
compression threshold~at 500 Hz! of 100 dB SPL. These
limiters prevented overloading of the ADCs; a full-scale in-
put to the ADCs corresponded to an input sound level just
above 100 dB SPL. Analog circuitry within the aids per-
formed high-frequency emphasis prior to the ADC, to flatten
the speech spectrum and give better coding of the higher-
frequency portions of the input. After digital signal process-
ing, the internal digital-to-analog converter~DAC, 16-bit
resolution! was used to produce an analog voltage which was
fed back to the amplifier and receiver in each earpiece.

Every 2 ms, the aid operating system delivered a time
‘‘frame’’ ~a waveform segment, 4 ms in duration! to be pro-
cessed. This frame contained 64 samples with a 50% overlap
with the preceding frame. The data were windowed~using
the positive half-cycle of a sine function! and subjected to a
fast Fourier transform~FFT! to produce 32 complex values,
spaced 244 Hz apart. The effects of the analog high-
frequency emphasis used prior to the ADC, and of the non-
flat frequency response of the microphone, were compen-
sated for at this stage so as to give a flat frequency response
between 125 and 7000 Hz. This also had the effect of reduc-
ing quantization noise introduced by the ADC.

In what follows,bandsrefers to frequency ranges used
for frequency response shaping, whilechannelsrefers to fre-
quency ranges used for compression. For all of the systems,
eight bands were used for frequency response shaping. Also,
the initial compression parameters for the two systems using
four-channel compression~FULL-4 and DUAL-4! were
based on calculations for an eight-channel system. Fre-
quency ‘‘bins’’ resulting from the FFT occurred at intervals
of 244 Hz. Bands were achieved by combining bins as fol-
lows ~CF indicates center frequency!:
Band 1, CF5183 Hz: dc term,1244,
Band 2, CF5488 Hz: 488,
Band 3, CF5849 Hz: 7321976,
Band 4, CF51342 Hz: 122011464,
Band 5, CF51952 Hz: 17081195212196,
Band 6, CF52684 Hz: 24401268412928,
Band 7, CF53660 Hz: 317213416136601390414148,
Band 8, CF55917 Hz: 4392 to 7564~14 bins!.
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A. The dual front-end AGC systems „DUAL-HI and
DUAL-LO …

As mentioned earlier, these systems used two gain con-
trol systems, one fast acting and one slow acting. The slow
system ensured that, as listening conditions changed, the sys-
tem gain changed only very slowly. This preserved short-
term level variations while removing or reducing slower
fluctuations in overall level. To protect the user from uncom-
fortable loudness produced by brief intense sounds, the fast
system reduced the gain for such sounds. A block diagram of
the operation of the dual front-end AGC system is shown in
Fig. 1. The stage of equalization~to compensate for the non-
flat response of the microphone and the analog high-
frequency emphasis applied prior to the ADC! was described
earlier. At this stage, a high-frequency emphasis, called pre-
emphasis, was applied prior to the measurement of level for
the slow control system. The pre-emphasis applied a gain
rising at 3.3 dB octave between 500 and 4000 Hz, giving a
total of 10 dB. Below 500 Hz the gain was 0 dB, and above
4000 Hz it was 10 dB. The pre-emphasis served two pur-
poses. First, it prevented the AGC action from being domi-
nated by intense low-frequency sounds such as car noise.
Second, it prevented the AGC from being excessively acti-
vated by the user’s own voice~Moore, 1993!.

The root-mean-square~rms! value in a given frame after
pre-emphasis was calculated, and the slow control parameter
was determined by an exponential averaging of the frame
rms value with previous frame values. This control param-
eter determined the gain applied to the output of the pre-
emphasis stage. The rms value of the resulting signal was
calculated for each frame, and the fast control parameter was
determined by a second exponential averaging across frames.
The gain determined in this way was applied in a second
variable gain stage.

A schematic input–output function for the DUAL-HI
system is shown in Fig. 2. For signals with long-term levels
below the slow threshold of 63 dB SPL, the output was lin-
early related to the input. Signals with long-term levels ex-
ceeding the slow threshold were held within the range of
comfortable output levels of the user, shown shaded in Fig.
2. For this system, the fast component reduced the gain only
when the current frame rms value at the output of the slow
system was more than 8 dB above the mean level at the
output of the slow system~as determined by the exponential
averaging employed to calculate the slow gain!. That is, the
compression threshold for the fast system tracked the mean
level at the output of the slow control system. This applied
whenever the compression threshold of the slow system was
exceeded. For signals whose long-term mean level was be-
low the compression threshold of the slow system, the fast
system had a fixed compression threshold of 71 dB.

The DUAL-LO system was intended to give some im-

pression of the levels of sounds in the environment. The
compression ratio for the slow component was 3 and the
compression threshold was 55 dB SPL. An input–output
function for this system is shown in Fig. 3. For the
DUAL-LO system, the fast system played the role of a lim-
iter of the output of the slow control system. The compres-
sion threshold of the fast system corresponded to the output
level of the slow system when the input level was at its
maximum value of 95 dB SPL~set by the analog compres-
sion limiter in the earpiece!. As shown in Fig. 3, the ‘‘head-
room’’ of the fast system decreased as the mean output level
of the slow system rose. For the highest possible input level
~determined by the compression limiter prior to the ADC!,
the headroom was 6 dB.

One feature of our original design, which was retained
in the present implementation, was that, during brief intense
transients, the slow gain changed little. This was achieved by
limiting the value of the frame rms value if its momentary
value was well above the current mean value used for calcu-
lating the slow control parameter. Thus, the gain after a tran-
sient had ended was almost the same as that before the tran-
sient. For the DUAL-HI system, the attack time for the slow
component was 325 ms. The recovery actually had two com-
ponents. There was a ‘‘hold’’ time of up to 500 ms, during

FIG. 1. A block diagram of the digital implementation of the dual front-end
AGC system.

FIG. 2. Schematic illustration of the operation of the DUAL-HI system. The
lower solid line shows the input–output function of the slow control system.
The upper solid line indicates the output level at which the fast control
system was activated. For input levels above 63 dB, the fast system was
only activated when the momentary output of the slow system was 8 dB
above the current mean value at the output of the slow system.

FIG. 3. As Fig. 2, but for the DUAL-LO system. The fast control system
was activated when the output of the slow system exceeded a fixed value.
Thus, the compression threshold for the fast control system was a variable
amount above the current mean value at the output of the slow system.
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which the gain did not change at all, and then a recovery
time of 1000 ms. The hold time prevented the slow gain
control parameter from recovering during brief pauses, and
so reduced pumping effects. The hold time was achieved by
a hold timer, whose value was increased whenever the slow
control parameter was decreasing~so as to decrease the
gain!, and whose value otherwise gradually declined. The
slow gain was only increased when the hold timer reached its
minimum value~zero!.

The attack time of the fast component was chosen in the
following way. Previously, we have used a short attack time
of 3 ms to avoid brief overloading of the circuitry. However,
overload can also be avoided by introducing a small time
delay into the audio path, and this allows the use of a slightly
longer attack time. This has the advantage that the level of a
transient can be measured over a time scale that is of more
perceptual relevance and that reduces the influence of cir-
cuitry noise. The attack time was 5 ms, and there was a 4-ms
compensating delay to the audio signal. This was sufficient
to prevent overloads. The recovery time was 75 ms, similar
to the value found to be optimal in our earlier work~Moore
et al., 1991!.

The attack and recoveryconstants~i.e., the time con-
stants of the exponential averagers used to determine the
slow and fast control parameters! were the same for the
DUAL-LO as for the DUAL-HI system. However, because
the definitions of attack and recovery times are usually re-
ferred to as theoutputsettling time, a different settling time
results if a different compression ratio is used. The attack
time was 350 ms and the recovery time was 1080 ms.

The action of the dual front-end AGC systems is illus-
trated schematically in Fig. 4. Consider the action of the
circuit at the times indicated in the figure.

~0! A weak signal, below the threshold of the slow control
parameter, has been present for some time. The fast and
slow gain are at their maximum values. The hold timer
value is zero. The signal output is at a low-to-moderate
level.

~1! A moderately intense signal is turned on. The slow gain
gradually decreases and the hold timer increases. The
fast gain is unaffected since the signal is below the fast
threshold. The output initially increases, and then
gradually decreases as the slow gain changes.

~2! The hold timer reaches its maximum value.
~3! The slow gain reaches a value appropriate for the signal

presented. The hold timer starts to decrease since the
slow gain is no longer decreasing. The signal output is
now stable at a moderate level.

~4! The moderately intense signal becomes weak. Apart
from the hold timer counting down, nothing else hap-
pens; the slow gain remains stable. The signal output
drops to a low level.

~5! The hold timer reaches zero and allows the slow gain to
start to recover. The signal output starts to increase
back towards the original low-to-moderate level.

~6! The slow gain reaches its maximum value. The signal
output is now back at the original low-to-moderate
level.

~7! As in ~1! above, a moderately intense signal is turned
on. The slow gain gradually decreases and the hold
timer increases. The fast gain is unaffected since the
signal is below the fast threshold.

~8! The hold timer reaches its maximum value.
~9! As in ~3! above, the slow gain reaches a value appro-

priate for the signal presented. The hold timer starts to
decrease since the slow gain is no longer decreasing.

FIG. 4. An illustration of the operation of the dual front-end AGC system in response to moderate changes in input level and to a brief intense transient. The
traces show~from top to bottom!: the envelope of the input signal; the gain applied by the fast control system; the gain applied by the slow control system;
the value of the hold timer; and the envelope of the output signal.

3607 3607J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Stone et al.: Comparison of compression systems



~10! A brief, intense transient is presented. The fast gain
starts decreasing. It reaches its minimum value between
~10! and~11!. The hold timer is not allowed to increase
while the transient is present. There is only a small
reduction in slow gain during the transient. The fast
gain change causes the signal output to decrease rapidly
to take the output signal level back into the patient-
defined comfort region.

~11! The transient ceases, so the fast gain starts to recover.
The slow gain stops decreasing. The hold timer de-
creases. The signal output drops considerably due to
removal of the transient, but recovers rapidly to almost
the same value as before the transient.

~12! The moderately intense signal becomes weak. The sig-
nal output is lower than at~4! as both the fast and slow
gain are reduced during the transient.

~13! The fast gain recovers to its maximum value. The sig-
nal output is still slightly lower than at~4! due to the
additional slow gain reduction during the transient.

~14! The hold timer reaches zero and allows the slow gain to
start to recover.

~15! The slow gain recovers back to its maximum value.

Both the DUAL-HI and DUAL-LO systems were fol-
lowed by a stage of linear frequency-dependent gain, i.e.,
frequency-response shaping. The required gains were ini-
tially calculated for the center frequencies of the eight bands
described earlier. Gains at the frequencies corresponding to
the 32 bins in the FFT were then calculated by interpolation
and extrapolation from the eight band values. The interpola-
tion removed step changes in gain values which would oth-
erwise have given rise to excessive oscillatory time-domain
responses. An inverse FFT was performed on each modified
frame and the resulting time frame was windowed~same
function as before! and returned to the operating system,
where successive frames were combined with 50% overlap.
The resultant waveform was fed to the DAC.

B. The FULL-4 system

This system was similar to that described in Mooreet al.
~1999b!. To obtain the four channels, bands were combined
as follows:
Channel 1: bands 1 and 2,
Channel 2: bands 3 and 4,
Channel 3: bands 5 and 6,
Channel 4: bands 7 and 8.

For each compression channel, the signal power within a
given frame was summed across all bins included in that
channel; the square root of the power was taken to give an
rms value. The logarithm of the channel rms value was cal-
culated. The log value was low-pass filtered~across frames,
i.e., across time! with a two-pole, Bessel-derived, filter. The
step response of the filter showed no over- or undershoot for
either positive or negative steps. The cutoff frequency was
24 Hz, giving a step-response delay~time to 50% of final
value! of 6 ms.

The filtered envelope value for a given channel was used
to calculate the gain value for that channel. The gain values
for the channels were used to calculate gain values at the

center frequencies of the eight bands, as described in Moore
et al. ~1999b!. Gains at the frequencies corresponding to the
32 bins in the FFT were calculated by interpolation and ex-
trapolation for the eight band values.

The gain signals so derived were applied to the FFT of
an earlier frame stored in a delay line. The delay line intro-
duced a delay to the audio signal that matched the delay
associated with the 50% point on the step response of the
two-pole envelope filter. This ensured that the audio and gain
signals were synchronized, reducing the signal overshoot
normally associated with the response of compression sys-
tems to abrupt increases in level. A potential problem with
this system is that, just before an abrupt decrease in level, the
output increases~‘‘preshoot’’!. However, the two-pole filter
had a slightly asymmetric step response which reduced this
problem. An inverse FFT was performed on the modified
frame and the resulting time frame was windowed~same
function as before! and returned to the operating system,
where successive frames were combined with 50% overlap.
The resultant waveform was fed to the DAC.

In many ‘‘fast’’ compression systems, the ‘‘effective’’
compression ratio decreases as the envelope modulation rate
and the modulation depth of the input signal increase~Braida
et al., 1982; Stone and Moore, 1992; Verschuureet al.,
1996!. Such systems typically use exponential averaging of
the envelope~corresponding to use of a first-order filter!,
with an asymmetry between the attack and release times. In
contrast, the present system used a second-order filter to av-
erage the logarithm of the rms value, which gave nearly
equal attack and release times. As a result, the effective com-
pression ratio was equal to or close to the nominal compres-
sion ratio for envelope modulation rates up to the cutoff
frequency of the low-pass filter used to derive the gain sig-
nal, i.e., 24 Hz, and the effective compression ratio depended
relatively little on the modulation depth of the input signal.
Thus, compression was effectively applied over the whole
range of envelope modulations important for speech signals
~Houtgastet al., 1980; Plomp, 1983!.

C. DUAL-4 system

This system was a combination of the dual front-end
AGC system and the FULL-4 system. The slow compression
ratio was 1.7, and the slow threshold was 45 dB SPL. The
four-channel, full dynamic range compression system that
followed was identical to the FULL-4 system. Since the
FULL-4 system required a time delay of 6 ms, the 4-ms
delay of the audio signal introduced for the fast component
of the dual front-end AGC system was removed.

II. FITTING PROCEDURES

For each compression system, the fitting procedure had
two stages: an initial fitting based on the audiogram of the
individual subject, and an adaptive fine-tuning procedure
based on the subject’s responses to speech stimuli. The pro-
cedures differed across systems, but they had in common the
following goal for the initial fitting: a speech-shaped noise
with an input level of 65 dB SPL should give a reasonably
flat specific loudness pattern~equal loudness per critical
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band! over the frequency range 500 to 4000 Hz, and the
overall loudness should be similar to that evoked in a normal
listener by 65-dB speech. This goal was approximated using
the ‘‘Cambridge’’ formula ~Moore and Glasberg, 1998!,
which was developed using the loudness model proposed by
Moore and Glasberg~1997!.

The Cambridge formula is

IG5HL30.481INT, ~1!

where HL stands for the absolute threshold in dB HL and
INT is a frequency-dependent intercept. The value of INT is
given in Table I for each audiometric frequency. Above 5
kHz, gains are equal to the value at 5 kHz, up to the upper
frequency limit of the aid~7 kHz for the aids used in the
present study!.

The goal of achieving a flat specific loudness pattern is
restricted to the frequency range 500 to 4000 Hz, since that
is the frequency range that is most important for speech in-
telligibility. Below 500 Hz, the gains are reduced below
those required to achieve a flat specific loudness pattern, in
order to reduce masking of the speech by low-frequency en-
vironmental sounds, such as car noise and noise from venti-
lation and air-conditioning systems. Note that these gain re-
ductions are already incorporated in the intercept values
given in Table I.

The adaptive fine-tuning procedures were developed
from those described by Mooreet al. ~1998, 1999a!. The
sentences used in these procedures were taken from the ASL
lists ~MacLeod and Summerfield, 1990!. Two speech levels
were used in the procedures, 60 and 85 dB SPL~rms levels
with a flat frequency weighting, measured using a CEL 414
precision sound-level meter at the point corresponding to the
center of the listener’s head after the listener was removed
from the sound field!. The speech at 60 dB SPL was digitally
filtered so as to have the long-term average speech spectrum
published by Byrneet al. ~1994!. The speech at 85 dB SPL
was additionally digitally filtered to give a slight boost to the
medium and high frequencies, using the filter characteristic
given in Mooreet al. ~1999a!. This made the spectrum more
like that of speech spoken with ‘‘raised effort’’~Pearsons
et al., 1976!. The overall level of the speech was 85 dB SPL
after taking into account this filtering.

In everyday life, speech rarely occurs in the absence of
some background noise, especially when the speech has a
high level. To make the stimuli more representative of ev-
eryday life, a speech-shaped background noise was presented
with each sentence at a level 15 dB lower than that of the
speech. The level of the noise was chosen so that it was
clearly audible, but low enough to produce minimal masking
of the speech. The sentences were stored on computer disk,
and replayed via a 16-bit digital-to-analog converter on a
card inside the PC~Soundblaster® compatible!. The output
of the card was fed via an amplifier to a Bowers and Wilkins
DM600 loudspeaker. The listener was seated about 70 cm

from the loudspeaker in a small room (3.433.132.3 m)
with moderate reverberation ~reverberation time,
RT605380 ms!. There was a moderate level of background
noise~about 45 dB SPL! generated by the computer fan. We
chose this environment deliberately~rather than a sound-
attenuating chamber!, to ensure that the procedure would
work in a setting typical of that found clinically.

A. The dual front-end AGC systems

1. Initial fitting

The fitting procedures were essentially the same for the
DUAL-HI and DUAL-LO systems. These systems can be
considered as a sequence of the following stages: a pre-
emphasis stage, the dual front-end AGC system, and a
‘‘gainbox’’ which applied a frequency-dependent gain fol-
lowing the AGC system. The initial frequency response
shape required for a 65-dB SPL speech-shaped noise input
was calculated from the Cambridge formula. Insertion gains
were initially calculated for eight frequency bands. For this
purpose, the band center frequencies were rounded to the
nearest audiometric value, i.e., 250, 500, 1000, 1500, 2000,
3000, 4000, and 6000 Hz.

The values were interpolated and extrapolated to 32 val-
ues, corresponding to the bins in the FFT. The gain values,
GB, applied in the gainbox were adjusted to allow for the
fact that high-frequency emphasis was applied prior to the
dual front-end AGC, so that the correct insertion gains were
obtained at each frequency. For frequencies below 0.25 kHz,
insertion gains were set to the value for 0.25 kHz. For fre-
quencies above 6.0 kHz, insertion gains were set to the value
for 6.0 kHz. Linear interpolation on a log-frequency scale
was used to determine insertion gains for intermediate fre-
quencies.

2. Fine tuning using the adaptive procedure

The goal was to adjust the overall level so that speech
with an input level of 85 dB SPL was presented at the ‘‘high-
est comfortable level’’ and had an acceptable tonal quality.
Steps to achieve this were as follows:

~1! A sentence was presented at 85 dB SPL. The following
was put on the computer screen and on a piece of paper
in front of the subject:
‘‘Please judge the loudness of this sentence as compared
to the HIGHEST volume that you would like to listen to
for a long time:
7 Far too loud,
6 Much louder than I like,
5 Somewhat louder than I like,
4 The highest volume I like,
3 Somewhat softer than the highest volume I like,
2 Definitely softer than the highest volume I like,
1 Far too soft.’’

TABLE I. Values of the intercept~INT, dB! in the Cambridge formula for each audiometric frequency~kHz!.

Frequency 0.125 0.25 0.5 0.75 1.0 1.5 2.0 3.0 4.0 5.0
INT 211 210 28 26 0 21 1 21 0 1
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The aim of this stage of the procedure was to adjust all
GB values to achieve the target response of ‘‘The high-
est volume I like.’’ The subject responded verbally with
a number, and the experimenter entered this number on
the computer keyboard. The parameters of the digital
hearing aid were then updated automatically by the com-
puter, according to the following rules:
If 7 was pressed, all values of GB were decreased by 4
dB.
If 6 was pressed, all values of GB were decreased by 2
dB.
If 5 was pressed, all values of GB were decreased by 1
dB.
If 4 was pressed, values of GB were left unchanged.
If 3 was pressed, all values of GB were increased by 1
dB.
If 2 was pressed, all values of GB were increased by 2
dB.
If 1 was pressed, all values of GB were increased by 4
dB.
This was repeated, using a new sentence each time, until
the target response~4! was given twice in succession.
The next stage of the procedure then commenced.

~2! A sentence was presented at 85 dB SPL. The listener
was required to judge the quality of the speech on a
seven-point scale, displayed on the computer screen and
on a piece of paper in front of the subject:
7 Uncomfortably tinny,
6 Very tinny,
5 Tinny,
4 Neither tinny nor boomy,
3 Boomy,
2 Very boomy,
1 Uncomfortably boomy.
For this scale, the response ‘‘neither tinny nor boomy’’
~4! was deemed optimal. The response was used to ad-
just the relative gains at low and high frequencies in a
symmetrical way. The low-frequency region was nomi-
nally centered at 750 Hz and the high-frequency region
was nominally centered at 3000 Hz. Denote the rating by
R. Denote the value of GB at 750 Hz by GB750 and the
value of GB at 3000 Hz by GB3000. The values of GB750

and GB3000 were adjusted according to the following
rules:
If R57, GB3000 was decreased by 3 dB and GB750 was
increased by 3 dB.
If R56, GB3000 was decreased by 2 dB and GB750 was
increased by 2 dB.
If R55, GB3000 was decreased by 1 dB and GB750 was
increased by 1 dB
If R54, the parameters were left unchanged.
If R53, GB3000 was increased by 1 dB and GB750 was
decreased by 1 dB
If R52, GB3000 was increased by 2 dB and GB750 was
decreased by 2 dB.
If R51, GB3000 was increased by 3 dB and GB750 was
decreased by 3 dB.
The change in GB was interpolated between 750 and
3000 Hz~linear interpolation of dB on a log-frequency

scale! and used to calculate new values of GB between
those two frequencies. Below 750 Hz, GB values were
changed by the same amount as at 750 Hz. Above 3000
Hz, GB values were changed by the same amount as at
3000 Hz. This procedure was repeated, using a new sen-
tence each time, until the 85-dB speech was judged as
‘‘neither tinny nor boomy’’ two times in a row.

~3! Steps~1! and~2! were repeated until the sentences were
judged to have the appropriate loudness and tonal quality
two times in a row. That concluded the adaptive fitting
procedure.

To determine the extent to which the adaptive procedure
resulted in changes in overall gain, the mean change in gain
as a result of the fine tuning, averaged across the frequencies
0.25, 0.5, 1, 1.5, 2, 3, 4, and 6 kHz, was calculated for each
ear of each subject. The gains here are those for a 65-dB SPL
speech-shaped noise input. For the DUAL-HI system, the
mean change was in the range 0 to23 dB for 12 out of 16
ears. For subject SZ the mean gain change was27dB for the
right ear and25 dB for the left ear. For subject RW the
mean gain change was212 dB for the left ear. For subject
GW the mean gain change was217 dB for the left ear~but
only 22 dB for the right!. For the DUAL-LO system, the
mean change for individual subjects was in the range 0 to25
dB for 13 out of 16 ears. For subject SZ the mean gain
change was27 dB for the left ear. For subject RW the mean
gain change was212 dB for the right ear and220 dB for
the left ear.

Changes in frequency-responseshapeas a result of the
fine tuning were generally very small. The largest change
was for the right ear of subject VW with the DUAL-HI sys-
tem, where the gain at high frequencies relative to low fre-
quencies was decreased by 6 dB. On average, the relative
gain change was less than 2 dB.

B. The four-channel fast compression system
„FULL-4 …

1. Initial fitting

Our procedure for the initial fitting of the four-channel
compression hearing system was the same as described by
Moore et al. ~1999a!. Briefly, it is based on two constraints.
The first has been described already; for a speech-shaped
noise with a level of 65 dB SPL, the insertion gain as a
function of frequency should be as prescribed by the Cam-
bridge formula. The second was that, as far as possible,
speech should be audible over its entire dynamic range in
each frequency channel when the overall speech level was 45
dB SPL. Taken together, these two constraints can be used to
define the required gain, compression ratio, and compression
threshold in each channel of the compression system. In
practice, however, the second constraint is modified to take
into account the empirical finding that high compression ra-
tios ~greater than 2–3! have deleterious effects on speech
intelligibility in quiet and in noise~Moore et al., 1992b;
Plomp, 1994; Verschuure and Dreschler, 1996; Goedegebure
et al., 1996!. To avoid such effects, the maximum compres-
sion ratio in any one channel was limited to 2.92. This had
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the effect that, when the hearing loss at high frequencies was
greater than 50–60 dB, the audibility of speech at 45 dB SPL
was not fully restored.

The implementation of the initial fitting procedure is es-
sentially the same as described in Mooreet al. ~1999a,
1999b!, and the reader is referred to those papers for details.
Briefly, to preserve accuracy in frequency-response shaping,
gains and compression ratios were calculated for an eight-
channel system, and the appropriate parameters for the four-
channel system were derived from these.

2. Adaptive fine tuning

The adaptive fine-tuning procedure was very similar to
that described by Mooreet al. ~1998, 1999a!; the reader is
referred to those papers for details. The goal of the procedure
was that speech at 85 dB SPL should be judged as ‘‘loud,’’
speech at 60 dB SPL should be judged as ‘‘quiet,’’ and
speech at both levels should have an acceptable tonal quality.
The procedure involved adjusting the low-level~50 dB! gain
and high-level~80 dB! gain at low frequencies and at high
frequencies. Call these gains G50~lf !, G50~hf!, G80~lf !, and
G80 ~hf!. The low-frequency region was nominally centered
at 750 Hz~i.e., roughly the boundary of the two lower chan-
nels!, and the high-frequency region was nominally centered
at 3000 Hz ~i.e., roughly the boundary of the two upper
channels!.

The following stages were used:

~1! A sentence was presented at an overall level of 85 dB
SPL. The target was that this should be judged as loud. If
the judgment differed from the target, all post-AGC
gains ~i.e., the linear gains following the compression
processing! were changed by the same amount; the com-
pression ratios were not altered. The step size in gain
was as described by Mooreet al. ~1998!. This process
was repeated until the target judgment of loud was ob-
tained.

~2! A sentence was presented at an overall level of 60 dB
SPL. The target was that this should be judged as quiet.
If the judgment differed from the target, the low-level
gains, G50~lf ! and G50~hf!, were both changed by the
same amount, leaving the high-level gains unaltered.
This meant that the compression ratios changed. The
step size in gain was as described by Mooreet al.
~1998!. This process was repeated until the target judg-
ment of quiet was obtained.

~3! A sentence with a level of 85 dB SPL was presented.
The listener was required to judge the quality of the
speech on a seven-point scale going from ‘‘uncomfort-
ably tinny’’ to ‘‘uncomfortably boomy.’’ The response
‘‘neither tinny nor boomy’’ was deemed optimal. The
relative post-AGC gains at 750 and 3000 Hz were ad-
justed until the target response was achieved. For ex-
ample, if the sound was rated as tinny, the post-AGC
gain at 3000 Hz was decreased by 1 dB and the post-
AGC gain at 750 Hz was increased by 1 dB; steps of 2
and 3 dB were used for responses that deviated more
from the target response.

~4! A sentence with a level of 60 dB SPL was presented.
The listener was required to judge the quality of the
speech on a seven-point scale going from ‘‘uncomfort-
ably shrill’’ to ‘‘very muffled.’’ The response ‘‘neither
shrill nor muffled’’ was deemed optimal. The relative
low-level gains at 750 and 3000 Hz, G50~lf ! and G50
~hf!, were adjusted until the target response was
achieved. For example, if the sound was rated as
muffled, G50~hf! was increased by 1 dB and G50~lf !
was decreased by 1 dB; steps of 2 and 3 dB were used
for responses with greater deviations from the target re-
sponse.

This whole sequence was repeated until stable values
were achieved and the target responses were consistently
given. Generally, only one repetition was required, although
two repetitions were sometimes performed. If at any time the
adaptive procedure called for a compression ratio greater
than 2.92 in a specific channel, the ratio was limited to 2.92.

To determine the extent to which the adaptive procedure
resulted in changes in overall gain, the mean change in gain
as a result of the fine tuning was calculated in the same way
as for the DUAL-HI and DUAL-LO systems, for a 65-dB
speech-shaped noise input. The overall average change was
21 dB. The largest decrease in gain for any individual ear
was 5.5 dB, while the largest increase was 3 dB. For each ear
of each subject, the mean change was subtracted from the
change at each channel center frequency. Any deviations of
the resulting numbers from zero indicate changes in fre-
quency responseshapeas a result of the fine tuning. In the
majority of cases, the gains deviated by less than61 dB. In
other words, changes in frequency-response shape were gen-
erally very small. In the most extreme case~GW, right ear!,
the frequency-response shape after fine tuning differed from
that determined by the initial fitting procedure by about 5 dB
across the range 0.25 to 6 kHz; the final gain was about 0.5
dB higher than the initial gain at 0.25 kHz and 4.4 dB lower
than the initial gain at 6 kHz.

To assess the extent to which compression ratios
changed as a result of the adaptive fine tuning, we calculated
the ratio of the compression ratio for a given channel at the
end of the fine tuning, called CR~final!, and the compression
ratio determined by the initial fitting procedure, called
CR~start!. This was done separately for each ear of each
subject. Ratios close to 1 indicate that the compression ratio
following fine tuning, CR~final!, was close to the compres-
sion ratio determined by the initial fitting procedure, CR
~start!. Most ~40 out of 64 cases! of the ratios were in the
range 0.9 to 1.1, indicating little change in compression ratio
as a result of the fine tuning. The largest ratio was 1.34
~2.92/2.17!, which occurred for the right ear of subject SZ
for channel 4 and for the right ear of subject GW for channel
2. The smallest ratio was 0.56~1.48/2.63!, which occurred
for the right ear of subject JW for channel 4. The geometric
mean ratios were 1.06 for channel 1, 1.03 for channel 2, 1.02
for channel 3, and 1.00 for channel 4.
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C. The DUAL-4 system

1. Initial fitting

The initial fitting was based on the same two constraints
as for the FULL-4 system. Details of the implementation are
given in the Appendix.

2. Adaptive fine tuning

This was essentially the same as for the FULL-4 system,
except that if, at any time, the procedure called for a com-
pression ratio greater than 2, the ratio was set to 2. Overall
gain changes following fine tuning~calculated for a 65-dB
speech-shaped noise input, as described earlier! were in the
range25 to 12 dB for both ears of seven out of the eight
subjects. For subject SZ, the mean gain change was210 dB
for both the right and left ears. Changes in frequency re-
sponse shape~for a 65-dB speech-shaped noise input! were
generally very small. The largest change was for the right ear
of subject ET, where the gain at high frequencies relative to
low frequencies was decreased by 6 dB. On average, the
relative gain change was less than 2 dB.

III. METHOD

A. Subjects

Eight moderate-to-severely hearing impaired subjects
participated. Table II shows the absolute thresholds in dB
HL for each of the subjects. All were diagnosed as having
bilateral cochlear hearing loss and all had active lifestyles.
No subject showed any significant conductive loss~the air–
bone gap was less than 10 dB!. All subject showed signs of
loudness recruitment as indicated by judgments of loudness
for high-level sounds. Four of the subjects~DP, SZ, RW, and
JW! regularly used conventional linear hearing aids~with
output limiting!, and the remaining four~PY, ET, GW, and
VW! used two-channel, fast-acting, full-dynamic range com-
pression hearing aids. All subjects were paid for their par-
ticipation.

B. Experimental design

Each subject received each of the four compression sys-
tems in succession. The order of presentation of the systems
was counterbalanced across subjects, using two repetitions of
a 434 Latin Square design. After the fitting of a given sys-
tem, subjects were asked to use that system in their everyday
lives for a period of 2–3 weeks. All subjects reported that
they wore the experimental aids most of the time during this
time. At the end of this period, they were asked to complete
the abbreviated profile of hearing aid benefit~APHAB! ques-
tionnaire of Cox and Alexander~1995! ~slightly modified to
allow for differences between American and British En-
glish!, and were brought into the laboratory for formal tests.
The latter included:~1! measures of speech intelligibility in
quiet, using AB word lists~Boothroyd, 1968!, presented at
levels of 50 and 80 dB SPL; and~2! measures of speech
reception thresholds~SRTs! using adaptive sentence lists
~ASL! presented in a steady speech-shaped noise, and that
same noise amplitude modulated with the envelope of speech
from a single talker. Noise levels were 60 and 75 dB SPL. At
the end of the evaluation, the subjects were fitted with the
next appropriate compression system, and sent away for an-
other 2–3 weeks. This procedure was continued until all four
systems had been used and evaluated for each of the eight
subjects. Each test session, comprising both evaluation and
program fitting, typically lasted between 1 and 1.5 h.

Subjects were thoroughly instructed in the use of the
hearing aid systems, including operating instructions, battery
replacement, and troubleshooting procedures, prior to leav-
ing the laboratory, and they were encouraged to get in con-
tact, should any problems arise.

C. Fitting procedures

The fitting procedures have already been described in
detail. Only one ear was fitted at a time, the earpiece in the
other ear being fitted, but no signal being delivered. How-
ever, all of the aids were programed to deliver binaural
stimuli, and all everyday listening and testing was done us-
ing binaural amplification. At the completion of the fitting
procedure for a given system, subjects were asked to make
informal qualitative judgments on the comfort of their hear-
ing aids, in a variety of sound environments. This was done
to ensure that the aids had been fitted appropriately. In two
cases~SZ and RW!, towards the beginning of the study, it
was necessary to repeat the fitting procedure when it was
clear that there were problems with the initial fit. The fitting
procedure rarely took more than 5–10 min per ear, especially
towards the middle to end of the study, when subjects were
more acquainted with the task involved.

D. Formal evaluations

Speech intelligibility testing was carried out in a sound-
attenuating chamber. Subjects were first evaluated with AB
word lists, which were scored phonemically, and presented
at levels of 50 and 80 dB SPL, as measured at ear level,
using a CEL-414 sound-level meter. All speech material had
previously been recorded onto digital audiotape~DAT!, and
it was played back via a Sony DTC-750 recorder/player,

TABLE II. Audiometric thresholds~dB HL! for each ear of the eight sub-
jects used in the trial.

Subject/
Ear

Frequency~kHz!

0.25 0.5 1.0 1.5 2.0 3.0 4.0 6.0

DP-R 10 15 40 50 40 50 55 45
DP-L 5 5 25 40 40 55 50 45
ET-R 50 55 55 55 55 60 70 60
ET-L 55 60 70 65 65 70 75 70
GW-R 40 50 65 60 60 60 65 55
GW-L 35 40 60 60 55 55 60 55
RW-R 30 30 45 50 50 55 60 55
RW-L 60 60 65 65 65 60 65 60
VW-R 40 55 70 75 65 75 85 75
VW-L 45 60 70 65 70 55 50 60
PY-R 30 40 45 50 55 55 55 65
PY-L 35 40 45 50 60 60 65 70
SZ-R 40 40 35 35 40 40 45 60
SZ-L 35 35 35 45 45 45 55 70
JW-R 15 25 40 40 40 55 65 65
JW-L 15 30 40 40 45 55 65 65
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Quad 306 amplifier, and Monitor Audio MA4 two-way loud-
speaker. Two lists of AB words were used for each presen-
tation level. Hence, the final score was the percent correct
out of 60 phonemes.

SRTs for the ASL sentence material~MacLeod and
Summerfield, 1990! were measured using an adaptive proce-
dure. The background noise was presented at either 60 or 75
dB SPL, and the speech level was initially set to give a
15-dB speech-to-background ratio. Each sentence contained
three key words. If the subject scored two or more key words
correct, the level of the speech was decreased by 5 dB. If the
subject scored less than two key words correct, the speech
level was increased by 5 dB. After two turnpoints, the step
size was decreased to 3 dB. The level of the speech was
controlled by the tester using a Marconi continuously vari-
able attenuator. Testing continued until a complete sentence
list had been presented for each condition. Probit analyses
~Finney, 1971! were then conducted to determine the SRT
~defined as the 50%-correct point on the psychometric func-
tion! for each condition.

Subjects were given one practice list in each test condi-
tion before formal evaluations were conducted. The practice
lists were used repeatedly throughout the course of the study
~i.e., at the start of the formal evaluation of each compression
program! due to limitations in the number of lists available.
However, for the formal evaluations, the number of lists was
sufficient that no repetitions were required. The order of pre-
sentation of the test lists for the formal evaluations was such
that each list was used once for each hearing aid program
and each testing level.

IV. RESULTS

A. Informal reports

All subjects reported that, for all of the compression
systems, the aids gave acceptable loudness in most everyday
listening situations. They were not unduly bothered by low-
level background sounds, and intense sounds were generally
not uncomfortably loud. The aids were fitted with a push-
button volume control, but subjects reported that this was
rarely used~they were, in fact, discouraged from using it!. It
was, however, sometimes used to reduce the volume in situ-
ations where there was a high level of background noise.
Many normally hearing people might also want to reduce the
volume in such situations!

B. APHAB test

The APHAB test~Cox and Alexander, 1995! requires
subjects to rate how often they have problems in specific
situations, such as ‘‘unexpected sounds, like a smoke detec-
tor or alarm bell are uncomfortable’’ or ‘‘when I am having
a quiet conversation with a friend, I have difficulty under-
standing.’’ Response alternatives range from ‘‘always
~99%!’’ to ‘‘never ~1%!.’’ Low percentages indicate good
performance. The results are grouped into four subscales:
ease of communication~EC!, understanding in reverberant
environments ~RV!, understanding in background noise
~BN!, and aversiveness of sounds~AV !. A total score is also

given. The results from the APHAB test for the individual
subjects and for the mean are shown in Fig. 5.

It is clear that there was marked variability across sub-
jects. Some subjects showed reasonably consistent prefer-
ences for one or the other system. For example, GW reported
fewer problems with the DUAL-HL system than with any of
the other systems, for each subscale and for the total score.
Subject SZ showed a preference for the DUAL-LO system,
especially for the aversion subscale~AV !. Subject DP
showed a preference for the FULL-4 system, especially for
the aversion subscale~AV !. However, for the mean scores
~bottom-right panel!, there was no clear difference between
the systems. A within-subjects analysis of variance
~ANOVA ! based on the arcsine-transformed scores, with the
factors type of compression system~DUAL-LO, DUAL-HI,
DUAL-4, and FULL-4! and APHAB category~EC, RV, BN,
AV, and total! showed that neither main effect was signifi-
cant at the 0.05 level. The two-way interaction was also not
significant.

As the score for each subscale was based on the answers
to six questions, it was also possible to perform ANOVAs on
the arcsine-transformed data of the individual subjects, treat-
ing the individual answers as replications. Some questions
were not answered as subjects had not encountered the spe-
cific situation referred to in the question; these cases were
treated in the ANOVAs as missing data, and they account for
the fact that the degrees of freedom associated with the error
term vary across subjects. Significant effects of type of com-
pression were found for GW~F(3,64)59.02,p,0.001!, DP
@F(3,69)59.79, p,0.001#, and SZ @F(3,73)516.87, p
,0.001#. Post hoctests~Neuman Keuls! indicated that, for
GW, scores were lower~better! for DUAL-HI than for any of
the other compression systems~all p,0.005!. Scores for the
remaining compression systems did not differ significantly.
For DP, scores were lower for FULL-4 than for any of the
other systems~all p,0.005!. For SZ, scores were lower for
DUAL-LO than for any of the other compression systems
~all p,0.001!. Scores for the remaining compression sys-
tems did not differ significantly.

It is instructive to compare the means scores with those
reported by Cox and Alexander in their normative study of
the APHAB test~Cox and Alexander, 1995!. Two subscales
are of particular interest here. The score for EC is based
partly on questions about the ability to hear low-level speech
in quiet situations. Cox and Alexander reported that the
mean frequency of problems for the EC scale for subjects
wearing ‘‘conventional analog’’ hearing aids was 24%. Our
subjects gave similar mean scores, ranging from 17% for the
DUAL-HI system to 25% for the DUAL-LO system. Note
that the subjects in the study of Cox and Alexander almost
certainly adjusted the volume controls on their hearing aids
to deal with different listening situations; subjects probably
increased the volume in situations where they were listening
to low-level speech in quiet. Our subjects reported that they
did not adjust the volume control in these situations, but they
nevertheless gave comparable scores.

The score for AV primarily reflects aversive responses
to intense environmental sounds. Cox and Alexander re-
ported that the mean frequency of problems for the AV scale
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for subjects wearing hearing aids was 55%. Our subjects
gave mean scores ranging from 29% for DUAL-LO to 46%
for DUAL-4, markedly lower than reported by Cox and Al-
exander. This indicates that the compression systems in our
aids protected the users from unpleasantly loud sounds more
effectively than the aids used by the subjects of Cox and
Alexander ~which were presumably linear aids with com-
pression limiting or peak clipping!.

In summary, the APHAB results support the idea that
the compression systems led to satisfactory results in every-
day life, as least with regard to the loudness of sounds; the
frequency of problems in listening to low-level speech was
reasonably low, and subjects were not unduly bothered by
loud sounds. However, there was no clear overall difference
between the different compression systems.

C. Speech intelligibility in quiet

The mean scores for the measures of speech intelligibil-
ity in quiet are shown in Fig. 6. Error bars indicate61 stan-

dard deviation across subjects. The scores are very high for
both levels and for all of the compression systems. A within-
subjects ANOVA with the factors level and type of compres-
sion showed no significant effect of type of compression.
There was a significant effect of level@F(1,7)58.11, p
50.025#, scores being slightly better at the higher level. We
can conclude that all of the compression systems allow very
good intelligibility of speech in quiet, over a wide range of
levels.

D. SRTs in noise

The SRTs for speech in noise, averaged across subjects,
are shown in Fig. 7. Scores are expressed as speech-to-noise
ratios ~SNR! needed for 50% intelligibility, and they are
plotted with more negative numbers~indicating better perfor-
mance! going upwards. Error bars indicate61 standard de-
viation across subjects. SRTs are shown for each noise level
and each noise type~steady, and modulated with the enve-

FIG. 5. Results of the APHAB questionnaire, plotted as percentage of reported problems. Each panel shows results for one subject or for the mean~bottom
right panel!. In each panel, results are grouped by APHAB subscale~EC, RV, BN, or AV! or the total score. Scores for the individual compression systems
are indicated by the type of shading of the bars, as indicated in the key at the top.
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lope of a single talker!. The horizontal lines show mean
scores~6 one standard deviation! for four normally hearing
subjects~mean age 49 years, s.d. 8 years! listening binaurally
without hearing aids.

For the steady speech-shaped noise background, mean
scores for the hearing-impaired subjects were about27 dB,
and did not vary much across level or across types of com-
pression. The scores were about 3 dB higher~worse! than for
the normally hearing subjects. For the speech-shaped noise

modulated with the envelope of a single talker, the scores
were slightly lower~better!, averaging about28.5 dB for the
60-dB noise and29.5 dB for the 75-dB noise. For the lower
noise level, scores were slightly better for the DUAL-4 sys-
tem than for the other systems. For the modulated noise, the
SRTs were about 6 dB poorer than for the normally hearing
subjects. This is consistent with previous work showing that
hearing-impaired subjects are less able than normally hearing
subjects to take advantage of the temporal dips in a fluctuat-
ing background sound~Carhart and Tillman, 1970; Duques-
noy, 1983; Mooreet al., 1995; Hyggeet al., 1992; Taka-
hashi and Bacon, 1992; Eisenberget al., 1995; Peterset al.,
1998!. However, the SRTs of the hearing-impaired subjects
were slightly lower for the modulated noise than for the
steady noise, indicating some ability to take advantage of the
temporal dips.

We had expected that the two systems including fast-
acting compression~DUAL-4 and FULL-4! might give bet-
ter performance than the other systems in the modulated
background noise, since the fast-acting compression can se-
lectively amplify the low-level portions of the target speech
falling in the temporal dips of the background. The results
for the DUAL-4 system provide some support for this idea,
at least for the lower noise level, but the SRTs for the
FULL-4 system were not better than those for the DUAL-LO
or DUAL-HI systems, which incorporated only slow-acting
compression. This finding is consistent with a laboratory
study of SRTs measured in the presence of backgrounds with
temporal dips, which showed only a small advantage for
fast-acting compression over linear amplification~Moore
et al., 1999b!.

The arcsine-transformed results were subjected to a
within-subjects ANOVA, with the factors type of compres-
sion, type of noise~steady or modulated!, and noise level~60
or 75 dB!. The main effect of type of compression was not
significant. The main effect of type of noise was significant;
F(1,7)544.5,p,0.001. The main effect of noise level was
not significant. There was a significant interaction of type of
noise and noise level;F(1,7)560.6,p,0.001. This reflects
the fact that performance was better for the modulated than
for the steady noise at the 75-dB level, but not at the 60-dB
level. The interaction of type of compression and type of
noise was also significant;F(3,21)53.3, p50.04.Post hoc
tests~Neuman Keuls! indicated that, in the modulated noise,
SRTs were lower for DUAL-4 than for DUAL-LO and
FULL-4 (p,0.05). In the steady noise, SRTs were lower for
DUAL-LO than for FULL-4 (p,0.05).

V. DISCUSSION

Although three subjects showed clear differences in their
ratings of the different compression systems~as determined
by the APHAB test!, these differences did not show up in the
objective speech measurements for any of the three subjects.
The APHAB ratings were also not clearly related to the gains
and frequency responses obtained after the adaptive fine-
tuning procedure for the different compression systems. For
a 65-dB speech-shaped noise input, the insertion gains as a
function of frequency were generally similar for the different
systems, and there was no clear tendency for the preferred

FIG. 6. Mean results for the intelligibility of AB words presented in quiet at
50 dB SPL~left four bars! or 80 dB SPL~right four bars!. Scores for the
individual compression systems are indicated by the type of shading of the
bars, as indicated in the key at the top. Error bars indicate6 one standard
deviation.

FIG. 7. Mean results for the SRTs in noise, plotted as the speech-to-noise
ratio ~SNR! needed for 50% of key words to be identified. The scores are
plotted with more negative numbers~indicating better performance! at the
top. The noise was either steady~left eight bars! or modulated with the
envelope of a single talker~right eight bars!. The noise level was either 60
or 75 dB SPL. Scores for the individual compression systems are indicated
by the type of shading of the bars, as indicated in the key at the top. The
bold horizontal lines indicate mean results for four normally hearing sub-
jects listening unaided. Error bars indicate6 one standard deviation.
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system~as indicated by the APHAB test!, to have higher or
lower gain than the other systems, or more or less high-
frequency emphasis.

One might expect that the FULL-4 system, which pro-
vided independent compression in four frequency bands,
would have advantages over the other systems for subjects
with sloping hearing losses; in theory, such losses would
require frequency-dependent compensation for recruitment.
However, the data do not provide any clear support for this
idea. Subjects DP and JW both had sloping losses, but only
one~DP! showed a preference for the FULL-4 system based
on the APHAB results. The SRTs in steady and background
noise did not reveal any benefit of the FULL-4 system rela-
tive to the other systems for subjects with sloping losses.

It is possible that the ratings given in the APHAB test
were affected by changes in criteria over time. For two of the
three subjects who showed statistically significant prefer-
ences for one system over the other systems~i.e., they re-
ported lower incidences of problems for that system!, the
preferred system was the one that was tested first. It seems
likely that all of the tested systems would have given better
performance than the hearing aids that the subjects were used
to wearing, as the digital aids were very carefully equalized
and fitted and the AGC systems were designed to minimize
distortions of various types. The contrast with their own aids
may have led these subjects to report a low incidence of
problems with the digital compression system that they were
tested with initially. However, once they were used to this
system, their criteria may have shifted, so that the compres-
sion systems tested later received more adverse scores.

Following completion of the main trial, three of the sub-
jects, RW, DP, and SZ were fitted with digital aids in which
all four compression systems were available; they could se-
lect each of the four systems by pressing a push-button on
the body of the Audallion. Whenever the button was pressed,
a synthesized voice produced by the Audallion indicated the
system that had been selected by saying ‘‘one,’’ ‘‘two,’’
‘‘three,’’ or ‘‘four.’’ Subjects were not told which number
corresponded to which system. Subjects were asked to use
each system in as many different situations as possible~al-
though these situations were not controlled!, and, after a pe-
riod of several weeks, were asked to give an indication of
their overall preferences for the different systems. Subject
SZ, whose APHAB results in the main experiment indicated
fewer problems with the DUAL-LO system, maintained this
preference following the period of experience trying all four
programs. Subject DP, whose APHAB results in the main
experiment indicated fewer problems with the FULL-4 sys-
tem, changed his preference, indicating that the DUAL-LO
system was preferred. The DUAL-4 system was also liked,
although background noise with that system was sometimes
judged as too obtrusive. Subject RW’s APHAB results did
not indicate a clear preference for any specific system. Fol-
lowing the period of experience trying all four programs, he
indicated that the DUAL-LO system was somewhat better
than the DUAL-HI system or the DUAL-4 system. The
DUAL-LO system was clearly preferred over the FULL-4
system.

Given these findings, we think it would be unwise to

attach too much importance to the individual differences in
preference revealed by the APHAB test. These may well
have been affected by changes in criteria over time. How-
ever, the counterbalanced design used in our experiment al-
lows reasonable confidence in the mean scores for the
APHAB test, which did not indicate any clear differences in
frequency of problems across the compression systems. The
informal subsequent trial, allowing direct comparison of the
four system in every life, suggests that there may be a slight
overall preference for the DUAL-LO system.

A theoretical advantage of fast-acting compression is
that it makes dynamic aspects of loudness perception more
nearly normal. Loudness recruitment has the effect of mag-
nifying the perceived fluctuation in an amplitude-modulated
signal~Moore et al., 1996!, and fast-acting compression can
compensate for this effect. Recall that the FULL-4 system
used in this study was effective in compressing envelope
modulation for rates up to 24 Hz. If this aspect of recruit-
ment compensation were important, we would expect better
results for the FULL-4 system than for the other systems.
Our results do not provide any support for this idea. The
mean APHAB results, the measures of speech intelligibility
in quiet and in noise, and the preferences indicated in the
subsequent trial, did not show any advantage for this system
over the other systems. The DUAL-HI and DUAL-LO sys-
tems applied almost no compression to the fast modulations
in the envelope of speech. There was no evidence from any
of the results that these systems were poorer than the other
systems. Thus, it does not seem necessary to compress the
fast modulations in the input signal. It is possible that differ-
ent conclusions might be reached if stimuli covering a wider
range of levels were used in the laboratory tests. However,
this would not have been possible with the Audallion system.
For the lowest speech level that we used~50 dB SPL over-
all!, the effective level of the speech dips at high frequencies
approached the level of the microphone noise and the quan-
tization noise introduced by the ADC. For the highest level
used~80 dB SPL!, the short-term peaks in the speech ap-
proached the full-scale input level of the ADC.

A reasonable goal of compression systems is to give
good audibility for speech over a wide range of input sound
levels, while maintaining listening comfort and removing the
need for frequent adjustment of a volume control. All of the
compression systems studied in our trial achieved this goal.
It seems that the exact method by which this goal is achieved
is not critical, as long as distortion is low and side effects
such as pumping and breathing sounds are minimized.

An additional goal for compression systems is that en-
vironmental sounds should be audible, but not uncomfort-
ably loud, in most everyday listening situations. Again, all of
our compression systems achieved this goal reasonably ef-
fectively. The three systems incorporating the dual front-end
AGC system avoided excessive loudness of intense tran-
sients by the use of a fast-acting control system, in addition
to the slow control system that normally determined the gain.
The FULL-4 system achieved protection from intense tran-
sients by virtue of being a fast-acting system. The systems
did differ somewhat in their responses to low-level back-
ground sounds. For example, the DUAL-HI and DUAL-LO
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systems did not change their gain during brief pauses in on-
going speech, which meant that low-level background
sounds were less obtrusive with these systems than with the
FULL-4 system, for which the gain did change during brief
pauses in speech. Differences in the intrusiveness of back-
ground noise may account for the slight preference for the
DUAL-LO system that was found in the field trial conducted
after the main experiment.

VI. SUMMARY AND CONCLUSIONS

Four different compression algorithms were imple-
mented in wearable digital hearing aids:

~1! The slow-acting dual front-end AGC system combined
with appropriate frequency-response equalization, with a
compression threshold of 63 dB SPL and with a com-
pression ratio of 30~DUAL-HI !;

~2! The dual front-end AGC combined with appropriate
frequency-response equalization, with a compression
threshold of 55 dB and with a compression ratio of 3.
This was intended to give some impression of the levels
of sounds in the environment~DUAL-LO !;

~3! Fast-acting full dynamic range compression in four
channels. The compression was designed to minimize
envelope distortion due to overshoots and undershoots
~FULL-4!;

~4! A combination of~2! and~3! above, where each applied
less compression than when used alone~DUAL-4!.

In all of the systems, the compression was implemented
‘‘cleanly’’ so as to minimize distortion of various types.
Subjects had at least 2 weeks experience with each system in
everyday life before evaluation using the APHAB test and
measures of speech intelligibility in quiet~AB word lists at
50 and 80 dB SPL! and noise~ASL sentence lists in speech-
shaped noise, or that same noise amplitude modulated with
the envelope of speech from a single talker!. The APHAB
scores did not indicate clear differences between the four
systems. Scores for the AB words in quiet were high for all
four systems at both 50 and 80 dB SPL and did not differ
significantly across the systems. The speech-to-noise ratios
required for 50% intelligibility were low~indicating good
performance! in all conditions, although still somewhat
higher than obtained using normally hearing subjects listen-
ing unaided. Performance was similar for the four systems,
but there was a slight trend for better performance in modu-
lated noise with the DUAL-4 system than with the other
systems. A subsequent trial where three subjects directly
compared each of the four systems in their everyday lives
indicated a slight preference for the DUAL-LO system.

We conclude that markedly different compression sys-
tems can be almost equally effective in compensating for the
effects of loudness recruitment and reduced dynamic range.
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APPENDIX: IMPLEMENTATION OF THE INITIAL
FITTING PROCEDURE ON THE DUAL-4 SYSTEM

There were two constraints in determining the initial fit-
ting for the DUAL-4 system:

~1! The gains for a speech-shaped noise input with an over-
all level of 65 dB SPL should be as specified by the
Cambridge formula. For this purpose, we assumed an
eight-band system with nominal center frequencies of
250, 500, 1000, 1500, 2000, 3000, 4000, and 6000 Hz.
Call the gains for these center frequenciesG( i ), where
i 51 to 8.

~2! Speech should be audible over its entire dynamic range
in each frequency band when the overall speech level is
45 dB SPL. In each frequency band, the dynamic range
of the speech was assumed to extend from 18 dB below
the rms level to 12 dB above it.

We started by calculating the gains and compression ra-
tios as if we had an eight-channel compression system. Then,
these were used to calculate appropriate values for the four-
channel system, while preserving the eight-band frequency-
response shaping.

A. Parameter derivation for the eight-channel system

The steps for the hypothetical eight-channel system were
as follows:

~1! The absolute thresholds in dB HL, ABSHL(i ), were
converted to equivalent free-field dB SPL by adding 13,
5, 4, 2, 0,24, 25, and 4 dB, for the frequencies 0.25,
0.5, 1, 1.5, 2, 3, 4, and 6 kHz, respectively. Call these
conversion factors Conv(i ).

~2! For a speech-shaped noise input with an overall~free-
field! level of 65 dB SPL, the input levels,I8(i ) for each
of the eight frequency bands are

I8~i!561.3,60.1,57.6,49.5,47.0,45.1,39.5 dB. ~A1!

These levels are based on the mean speech spectrum
published by Byrne et al. ~1994!. The gains
G(1),...,G(8) should be achieved for input levels of
I8(1),...,I8(8). These input levels were changed by the
high-frequency emphasis applied prior to the AGC. The
amount of emphasis, EMPH8(i ), was 0, 0, 3.3, 5.3, 6.7,
8.6, 10, and 10 dB at 0.25, 0.5, 1, 1.5, 2, 3, 4, and 6 kHz,
respectively. Since the dual front-end AGC of the
DUAL-4 system applied a gain of 22.4 dB for a speech-
shaped noise with an input level of 65 dB SPL, the out-
put level from the dual front-end AGC in thei th band
was

F655I8~ i !1EMPH8~ i !122.4. ~A2!

The level required at the output of the whole system was

O655I8~ i !1G~ i !. ~A3!

~3! Consider now speech with a mean input level of 45 dB,
i.e., all input levelI8(i ) are reduced by 20 dB. At this
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level, which corresponded to the compression threshold
for the dual front-end AGC system, the dual front-end
AGC applied a gain of 30.6 dB~as the dual front-end
AGC had a compression ratio of 1.7!. Therefore, the
mean level at the output of the dual front-end AGC sys-
tem for thei th band was

F455~ I8~ i !220!1EMPH8~ i !130.6. ~A4!

Consider now the case where, when the mean input level
was 45 dB, the momentary level was 27 dB~i.e., 18 dB
below 45 dB!. It was required that the speech level in
each band should just reach the absolute threshold.
Therefore, the required level in this case, for thei th
band, was

O275ABSHL~ i !1Conv~ i !. ~A5!

The dual front-end AGC system was linear for input lev-
els below 45 dB SPL. Therefore, the output level for an
input level of 45 dB SPL,O45, was determined, relative
to O27, by the action of the appropriate channel com-
pressor

O455O271~45227!/CR8~ i !, ~A6!

where CR8(i ) is the compression ratio in thei th band.
Substituting forO27, we get

O455ABSHL~ i !1Conv~ i !118/CR8~ i !. ~A7!

~4! The compression ratios for the fast compressor are given
by

CR8~ i !5~F652F45!/~O652O45!. ~A8!

Substituting from Eqs.~A2!, ~A3!, ~A4!, and~A6! gives

CR8~ i !

5
I8~ i !1EMPH8~ i !122.42I8~ i !1202EMPH8~ i !230.6)

~ I8~ i !1G~ i !2ABSHL~ i !2Conv~ i !218/CR8~ i !!

511.8/~ I8~ i !1G~ i !2ABSHL~ i !2Conv~ i !218/CR8~ i !!.

~A9!

After rearrangement of terms, this becomes

CR8~ i !529.7/~ I8~ i !1G~ i !2ABSHL~ i !2Conv~ i !!.
~A10!

In practice, a limitation was placed on the amount of
low-level gain. If the value of CR8(i ) called for by Eq.
~A10! was greater than 2, then its value was set to 2. If
Eq. ~A10! required a value of CR8(i ) less than 1.001,
the value was set to 1.001@this avoided problems in the
adaptive fitting procedure which arose if any value of
CR8(i ) was equal to or less than 1#.

B. Conversion from the eight-channel to the four-
channel system

Conversion to the four-channel system was as follows:

~1! The compression ratios in each channel, CR4(i ), were
calculated from the values of CR8(i ) for the eight-
channel system, as follows:

CR4~1!5@CR8~1!1CR8~2!#/2,
CR4~2!5@CR8~3!1CR8~4!#/2,
CR4~3!5@CR8~5!1CR8~6!#/2,
CR4~4!5@CR8~7!1CR8~8!#/2.

~2! The compression thresholds for the four channels were
calculated as follows: It was desired to apply the appro-
priate amplification for input levels down toI4(i )
238 dBSPI, whereI4(i ) is the input level in thei th
channel for a speech-shaped noise with input level 65 dB
SPL, i.e., 64.0, 57.3, 48.8, and 47.8 dB, fori 51 to 4.
Therefore, the compression thresholds corresponded to
input levels per band of 26, 19.3, 10.8, and 9.8 dB SPL,
respectively.

~3! The gains that needed to be applied subsequent to the
compression to achieve the correct overall frequency-
response shape were calculated such that, when the input
to the dual front-end AGC was speech-shaped noise at
65 dB SPL, the overall gains at the center frequencies
defined for the eight-channel system corresponded to
G( i ). These gains were interpolated and extrapolated to
32 values, corresponding to the bins in the FFT. For
frequencies below 0.25 kHz, the gains were set to the
value for 0.25 kHz. For values above 6.0 kHz, the gains
were set to the value for 6.0 kHz. Linear interpolation of
dB on a log-frequency scale was used for intermediate
frequencies.
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Determination of parameters for lumped parameter models
of the vocal folds using a finite-element method approach
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To study the mechanical behavior of the vocal folds, lumped parameter models of the vocal folds
have been developed in the past. Coupling with a model of the aerodynamics in the glottis provides
the possibility of simulating glottal waves. A new method is presented to obtain values for the
masses and springs of the lumped parameter models by using a finite-element method model of the
vocal folds. This finite-element method model is based on geometry and material data from the
literature, resulting in a model that describes the vocal fold in a realistic way. Requiring the dynamic
behavior of the lumped parameter model of the vocal fold to be equal to the dynamic behavior of
the finite-element method model of the vocal fold, parameter values are obtained that are purely
based on dynamic considerations. Therefore, the behavior of the vocal folds is described in a
realistic way by these parameters. These values are compared with the values used by previous
authors and are implemented in lumped parameter models. Self-sustained oscillation is achieved
with the new values for masses and springs. ©1999 Acoustical Society of America.
@S0001-4966~99!03412-8#

PACS numbers: 43.70.Bk@AL #

LIST OF SYMBOLS

m1 lower mass
m2 upper mass
k1 lower spring stiffness
k2 upper spring stiffness
kc coupling spring stiffness
kcol1 lower collision spring
kcol2 upper collision spring
r 1 lower damper
r 2 upper damper
z1 lower damping ratio
z2 upper damping ratio
x1 deflection ofm1

x2 deflection ofm2

F1 force onm1

F2 force onm2

d1 thickness lower part
d2 thickness upper part
L1 location on the FEM model representingm1

L2 location on the FEM model representingm2

Ecover Young’s modulus of cover tissue of vocal fold
Ebody Young’s modulus of body tissue of vocal fold

~in longitudinal direction!

Gcover longitudinal shear modulus of the cover
Gbody longitudinal shear modulus of the body
n Poisson’s ratio
M mass matrix of two-mass model
R damping matrix of two-mass model
K stiffness matrix of two-mass model
k11 element 1,1 of stiffness matrix
k12 element 1,2 and 2,1 of stiffness matrix
k22 element 2,2 of stiffness matrix
f 1 frequency of normal mode 1
f 2 frequency of normal mode 2
F0 fundamental frequency
FEMmech set of lumped parameters determined using the

FEM
I&Fmech set of lumped parameters in the Ishizaka and

Flanagan model
Pelmech set of lumped parameters in the Pelorson model
CQ closed quotient
Ug glottal peak flow
u1 /u2 ratio of deflections ofm1 andm2 for f 1

INTRODUCTION

Numerical modeling of the vocal folds appeared to be
very useful to study the processes involved in normal voice
production. Over the years, several investigators have devel-
oped a number of different models. To study the dynamic
interaction between vocal folds and aerodynamics, the so-
called lumped parameter type of numerical models of the
vocal folds are suitable. These models consist of a model of
the aerodynamics in the glottis combined with a parametric
description of the vocal folds. They combine a high degree

of reality in their results with a considerable simplicity. Sev-
eral lumped parameter models have been developed, e.g., the
2-mass models of Ishizaka and Flanagan~1972!, Koizumi
et al. ~1987!, Pelorsonet al. ~1994!, Lous et al. ~1998!; the
3-mass model of Story and Titze~1995!; the 16-mass model
of Titze ~1973, 1974!. These models differ from each other
by the number of parameters describing the vocal folds, by
the value of the parameters, or by the way aerodynamic in-
fluences are implemented. To avoid confusion, we make a
distinction between the mechanical part of the lumped pa-
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rameter models and the aerodynamic part that described the
airflow through the glottis. In this study, we focus on the
mechanical part of the lumped parameter models.

When considering the two-mass models that are used
frequently, it is difficult to determine realistic values for the
lumped parameters. For example, most of the authors pre-
senting two-mass models adopt parameter values of the me-
chanical part that are identical to the values proposed by
Ishizaka and Flanagan~Herzel et al., 1995; Steinecke and
Herzel, 1995!. These values are partially chosen on mechani-
cal considerations, but also result from fitting glottal waves
produced by the two-mass model including aerodynamics
with estimations of glottal waves produced in normal phona-
tion.

The aim of this paper is to present realistic values for the
mass and spring parameters of lumped parameter models of
the vocal folds. By using the finite-element method~FEM!, a
detailed description of the geometry and the material prop-
erties of the vocal folds is possible. By requiring equal me-
chanical behavior of the FEM model and of a lumped param-
eter model, realistic mass and spring parameter values of the
lumped parameter model can be determined.

MATERIALS

Finite-element method model of the vocal folds

The finite-element method~FEM! gives the possibility
of implementing detailed geometric and material information
in a model. In this way, a FEM model can be used to de-
scribe the geometric and material properties of the vocal
folds in a realistic way. Other authors also used the FEM to
study the physiology of phonation~e.g., Titzeet al., 1992;
Berry et al., 1994!.

In our study, anatomical data from Myerson~1964! and
Baer~1981! have been used to implement the geometry of a
vocal fold in the FEM model~Fig. 1!. Myerson cited Schaef-
fer, who determined the length of the membranous portion of
the vocal fold to be 11.5 for female and 15.5 mm for male.
Baer considered the membranous part of the vocal fold to be
13 mm. Combining the data of Myerson and Baer, we as-
sume the average length of the membranous portion of the
vocal fold to be 13 mm. This is the length of the vocal fold

that we implemented in the FEM model. After Hirano
~1974!, an improved understanding of the behavior of the
vocal folds can be reached when the vocal folds are consid-
ered to be built up by a body and a cover. The differences in
the behavior of the body and cover are expressed in different
material properties. For our FEM approach we used the fol-
lowing geometric and material properties. The total thickness
~vertical plane! of the vocal fold is 3 mm. The cover has a
maximum thickness of 0.5 mm. The depth of the vocal fold
is the part that plays a role in vibration and is assumed to be
4 mm. The length~horizontal plane, from front to back! is
assumed to be 13 mm. The material properties implemented
in the FEM model are density and elasticity of the cover and
of the body of the vocal fold. The densities of the body and
the cover have been mentioned in the literature by several
authors~e.g., Titze and Strong, 1975; Story and Titze, 1995;
Berry and Titze, 1996!. The differences between the values
they use are small. We follow Berry using a value of 1.03
g/cm3 for the density of the whole vocal fold. The elasticity
of the vocal fold is defined by the Young’s modulus and
shear modulus of vocal fold tissue. In the present study, Ber-
ry’s data for the transversely isotropic elasticity modulus of
the body and the cover of the vocal fold are used. Berry used
a transverse Young’s modulus of the bodyEbody of 4 kPa, a
transverse Young’s modulus of the coverEcover of 2 kPa, a
longitudinal shear modulus of the bodyGbody of 12 kPa, and
a longitudinal shear modulus of the coverGcover of 10 kPa.
To complete the set of material properties, Poisson’s ration
is set to 0.4 according to Berry and Titze~1996!. No longi-
tudinal tension is applied, in contrast with Titze and Strong
~1975!, but in accordance with Berry and Titze~1994, 1996!.

Both geometric and material properties of the vocal fold
are implemented in the FEM model. Assuming left–right
symmetry, one vocal fold is considered. The vocal fold is
divided into approximately 3000 elements. Figure 1 shows
the resulting mesh. The anterior, lateral, and posterior sides
are constrained~immobile!, assuming the cartilage to be very
stiff compared to the vocal fold tissue.

Lumped parameter model

For the lumped parameter model, the two-mass model of
the vocal folds~Fig. 2! was chosen. The concept of dividing
the vocal fold in an upper part and a lower part has proven to
give insight into the physiology of phonation~Ishizaka and
Flanagan, 1972; Titze, 1974; Herzelet al., 1994; Stevens,
1988; Pelorsonet al., 1994!.

The choice to use the two-mass model in this study is
based on the wide use of it, combined with its simplicity.
The numerical method presented in this study can be applied
to all existing lumped parameter models of the vocal folds.

The two-mass model describes one vocal fold by two
coupled oscillators@Fig. 2~a!#. Each oscillator consists of a
mass, a spring stiffness, and a damper. Massm1 , spring
stiffnessk1 , and damperr 1 represent the lower part with
thicknessd1 of the vocal fold. Massm2 , spring stiffnessk2 ,
and damperr 2 represent the upper part with thicknessd2 .
The two masses are coupled by a spring stiffnesskc . The
two masses,m1 andm2 , are permitted to move in a lateral
direction. The deflections ofm1 and m2 are x1 and x2 , re-

FIG. 1. Geometry of the vocal fold in the FEM model.
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spectively @Fig. 2~b!#. In the two-mass model, symmetry
along the length of the glottis is assumed, therefore only one
vocal fold is considered. When the vocal fold approaches the
symmetry line within a very short distance, collision springs
with stiffnesskcoll and kcol2 will be activated and have an
influence onm1 and m2 , respectively, in the contralateral
direction.

Implementation of new parameter values in existing
lumped parameter models

This study results in a new set of mass and spring pa-
rameters. For the lumped parameter models, the Ishizaka and
Flanagan model and the Pelorson model have been chosen.
The new set of mass and spring parameters is implemented
in these two lumped parameter models. The values of the
damping parameters follow from the mass and spring param-
eters according tor i52zAmiki , i 51,2. Two different
lumped parameter models have been chosen because we
want to demonstrate that the new values lead to self-
sustained oscillation with the use of different descriptions of
the aerodynamics~the Ishizaka and Flanagan model and the
Pelorson model! in the glottis. In this way, the behavior of
the vocal fold described by the new set of mass and spring
parameters can be examined under different aerodynamic in-
fluences. Both models are shown in Fig. 3.
The relevant differences between the models are as follows:

~1! Separation of the flow from the vocal fold occurs at the

entrance of the glottis~Ishizaka and Flanagan! or at a
location depending on convergence or divergence of the
glottis ~Pelorson!.

~2! Pressure recovery is present in the Ishizaka and Flanagan
model and absent in the Pelorson model.

~3! Springs have a nonlinear behavior in the Ishizaka and
Flanagan model and are assumed to behave linearly in
the Pelorson model.

~4! Closure of the glottis occurs abruptly in the Ishizaka and
Flanagan model and gradually in the Pelorson model.

METHODS

First, a general description will be given of the steps
necessary to determine the values of the mass and spring
parameters for the mechanical part of the two-mass model.
The steps will be explained in more detail in following sec-
tions.

General description

The basis of the numerical tool is the requirement that
the dynamic response of the lumped parameter model~in our
study the two-mass model! to aerodynamic forces must be
equal to the dynamic response of the FEM model to equiva-
lent aerodynamic forces. The lateral deflectionsx1 andx2 of
the two masses determine the dynamic response of the me-
chanical part of the two-mass model. In the FEM model it is
necessary to choose two locations which represent the loca-

FIG. 2. ~a! Two-mass model;~b! x1 andx2 are the deflections of the masses
m1 andm2 .

FIG. 3. Comparison of two lumped parameter models:~a! Ishizaka and
Flanagan;~b! Pelorson.
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tion of the masses of the lumped parameter model. The lat-
eral deflections of these locations on the FEM model must
correspond to the lateral deflection of the lumped parameter
model. Because in the lumped parameter models the loca-
tions are situated on the glottal surface, the two locations on
the FEM model are chosen at the glottal surface too. There-
fore, the two locationsL1 and L2 are defined in the mid-
coronal plane of the FEM model~center of the glottis! at 0.5
mm below the superior surface (L1) and at 2.5 mm below
the superior surface@L2 , see Fig. 4~d!#.

By equaling the dynamic response of the mechanical
part of the two-mass model~determined byx1 andx2! to the
dynamic response of the FEM model~determined by the
deflections of L1 and L2!, the numerical values of the
lumped parameters can be derived. Two steps are used to
determine these values:

~1! First, the stiffness of the FEM model is examined. The
deflections ofL1 andL2 as a result of a pressure distri-
bution in the glottis are calculated. By requiring the two-
mass model to behave as stiffly as the FEM model, the
numerical values of the spring parameters of the two-
mass model result. Because the two-mass model has
three spring parameters~k1 , k2 , andkc!, three different
situations have to be analyzed to determine the three
unknowns.

~2! The normal modes of the FEM model are calculated and
the normal modes of the two-mass model are expressed
in terms of masses and springs. In the lowest eigenmode
of the two-mass model, all tissue moves in phase. The
eigenmode of the FEM model in which all tissue moves
in phase is determined. Now the masses are determined
by equaling the normal mode of the two-mass model
with the corresponding normal mode in the FEM model.

Equations of motion

The dynamic response of the mechanical part of the two-
mass model can be described by the equations of motion of
the two masses. These equations are

m1ẍ11r 1ẋ11~k11kc!x12kcx25F1 , ~1!

m2ẍ21r 2ẋ21~k21kc!x22kcx15F2 , ~2!

whereF1 andF2 are the forces exerted on the masses. A dot
above a variable means a time derivative of the variable, a
double dot above a variable means the second time deriva-
tive of the variable. These equations are used in the steps to
determine the values for mass and spring parameters.

Determination of spring parameters of the two-mass
model

The spring parameters of the two-mass model are deter-
mined by equaling the stiffness of the two-mass model with
the stiffness of the FEM model. The spring stiffnessk1 is
equaled with the stiffness of the tissue betweenL1 and the
cartilage. The stiffness of spring stiffnessk2 is equaled with
the stiffness of the tissue betweenL2 and the cartilage. The
stiffness of spring stiffnesskc is equaled with the stiffness of
the tissue betweenL1 and L2 . As mentioned before, three
situations have to be analyzed. Three situations are created
by assuming constraints on three different parts of the vocal
fold. The three parts into which the FEM model is divided
are indicated in Fig. 4: an upper part consisting of all ele-
ments situated aboveL2 @Fig. 4~a!#, a lower part consisting
of all elements located belowL1 @Fig. 4~c!#, and a mid part
consisting of all elements located between the upper and
lower part@Fig. 4~b!#.

On the mechanical part of the two-mass model, a load
F1 is applied onm1 and a loadF2 is applied onm2 . In the
FEM model, a pressure is applied at the glottal surface. The
pressure is chosen in such a way that the resulting lateral
forces in the two-mass model and the resulting lateral force
in the FEM model are equal. For the determination of the
spring parameters, static analyses are performed. Therefore,
the time derivatives in Eqs.~1! and ~2! vanish. The reduced
equations of motion are

~k11kc!x12kcx25F1 , ~3!

~k21kc!x22kcx15F2 . ~4!

Three situations are considered:

~1! In the two-mass model,m2 is constrained. By this con-
straint, Eq.~4! is canceled and Eq.~3! reduces to

~k11kc!•x15F1. ~5!

In the FEM model, the upper part@Fig. 4~a!# is con-
strained. In this way, the influence of the tissue between
L2 and the cartilage is eliminated. A static calculation
with the FEM model results in lateral deflections ofL1 .
This deflection is entered in Eq.~5! asx1 .

~2! In the two-mass model,m1 is constrained. By this con-
straint, Eq.~3! is canceled and Eq.~4! reduces to

FIG. 4. Cross section of FEM model;~a! division in upper part;~b! mid
part; ~c! lower part;~d! locationsL1 andL2.
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~k21kc!•x25F2. ~6!

In the FEM model, the lower part@Fig. 4~c!# is con-
strained. In this way, the influence of the tissue between
L1 and the cartilage is eliminated. A static calculation
with the FEM model results in lateral deflections ofL2 .
This deflection is entered in Eq.~6! asx2 .

~3! To obtain the third equation, no constraints are applied.
Equations~3! and ~4! are summed, resulting in

k1x11k2x25F11F2. ~7!

Equations~5!–~7! are combined, resulting in numerical val-
ues fork1 , k2 , andkc .

Determination of mass parameters

The magnitude of the masses can be extracted when the
normal modes are calculated using the equations of motion
of the two-mass model. To obtain the normal modes, the
equations of motion are written in matrix notation,

@M #$ẍ%1@R#$ẋ%1@K#$x%5$F%, ~8!

whereM is the mass matrix

M5Fm1 0

0 m2
G ,

R is the damping matrix,

R5F r 1 0

0 r 2
G ,

andK is the stiffness matrix

K5Fk11kc 2kc

2kc k21kc
G .

With these equations of motion the frequencies of the normal
modes can be determined by

det@K2~2p f !2M #, ~9!

wheref 1 and f 2 represent the two eigenvalues of the system.
Extracting the determinant of the matrix, the two frequencies
f 1 and f 2 result from the eigenvalues

S ~ f 1•2p!2

~ f 2•2p!2D5
1

2

m1k221m2k11

m1m2

3m
1

2
AS m1k221m2k11

m1m2
D 2

24
k11k222k12

2

m1m2
,

~10!

where the numberski j are thei , j th element of the stiffness
matrix,

k115k11kc , k225k21kc , k125k2152kc .

To be able to determine the two values of the masses, two
equations are needed. From the normal modes, four possible
equations are available: two frequencies available, each re-
sulting in one equation, and both frequencies have a corre-

sponding mode shape, each resulting in an equation also. So
a choice has to be made. The criterion we choose is: the best
fit of the normal mode that corresponds tof 1 is the dominant
normal mode. This corresponds to the finding of Berryet al.
~1994! that 72.5% of the vocal fold vibration consists of this
dominant normal mode. We want to be able to describe this
normal mode in the best possible way.

When f 1 is known, the mode shape of the vocal fold
corresponding tof 1 is used to determine the masses,

u2

u1
52

k112~2p f 1!2m1

k12
52

k12

k222~2p f 1!2m2
,

whereu2 /u1 is the ratio of the deflections ofL1 andL2 for
the mode shape off 1. From these equations,m1 and m2

result.

Comparison between results of the numerical method
and results of existing two-mass models

The newly obtained values for mass and spring param-
eters are compared with the values of the mass and spring
parameters of the Ishizaka and Flanagan model and of the
Pelorson model. To investigate the possibility of self-
sustained oscillation of the vocal fold represented by the
newly obtained values, the values will be implemented in the
Ishizaka and Flanagan and the Pelorson models of aerody-
namics. For comparison, the original mass and spring param-
eters of Ishizaka and Flanagan and of Pelorson are imple-
mented in both aerodynamic models also.

So three sets of lumped parameters have been used: the
new set of mass and spring parameter values determined us-
ing the FEM~FEMmech), the set of parameters from the Ish-
izaka and Flanagan model (I&Fmech), and the set of param-
eters from the Pelorson model (Pelmech). When the three sets
of lumped parameters~the FEMmechset, the I&Fmechset, and
the Pelmechset! are implemented in the two two-mass models
~the Ishizaka and Flanagan model and the Pelorson model!,
six series of glottal waves result. To obtain glottal waves, a
subglottal pressure was applied. Schutte~1980! determined
the mean pressure for male and female for normal phonation
to be 0.44 kPa, which is 4.3 cm H2O. Holmberget al. ~1989!
determined the mean pressure for female and male for nor-
mal phonation to be 6.0 cm H2O. No acceptable glottal
waves could be obtained using the mean subglottal pressure
of Schutte of 4.3 cm H2O with the I&Fmech set in the Pelor-
son model and also not with the Pelmech set in the Ishizaka
and Flanagan model; therefore the mean pressure of Holm-
berg of 6.0 cm H2O has been used. This pressure is applied
in the Ishizaka and Flanagan model and in the Pelorson
model, causing the two-mass system to vibrate. The glottal
waves produced with the different sets of lumped parameters
are analyzed. The glottal waves produced will be compared
by the fundamental frequencyF0 , the glottal wave ampli-
tudeUg , and the closed quotientCQ.

Holmberg determined mean values ofF0 , Ug , andCQ
for 25 male and 20 female subjects. We will use these mean
values for comparison of our numerical results with normal
phonation.
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RESULTS

The values for the lumped parameters of the FEMmech

set are listed in Table I, together with the values of the
lumped parameters of the I&Fmech set and of the Pelmech set.
Note the difference between the value ofm1 in the FEMmech

set on the one hand and the value ofm1 in the I&Fmech set
and the Pelmech set on the other hand: the newly obtained
value for m1 is five to seven times smaller thanm1 in
I&Fmechor Pelmech. Another difference between the FEMmech

on the one hand and I&Fmechand Pelmechon the other hand is
the fact that the two masses in the FEMmech set are more
equal to each other than the two masses in the other two
lumped parameter sets. A third difference concerning the
masses is the fact that the sum ofm1 andm2 in the FEMmech

set is 0.044 instead of 0.15 g in the I&Fmechset and 0.20 g in
the Pelmech set. This means that in the FEMmech set, the sum
of the two masses is 18% of the total mass of the tissue
modeled in the FEM model~which is 0.250 g!; in the

I&Fmech set, the sum of the two masses is 60% of the total
mass of the tissue in the FEM model; in the Pelmech set, the
sum of the two masses is 80% of the total mass of the tissue
modeled in the FEM model. In the FEMmech set, not only
different values for the masses are proposed, but also differ-
ent values for the springs. An interesting difference concern-
ing the values of the springs between the FEMmech set and
the two other sets is the spring stiffnessk2 , which is closer
to k1 in the FEMmech set than in the other parameter sets.

The sets of lumped parameters FEMmech, I&Fmech, and
Pelmechhave been implemented in the Ishizaka and Flanagan
model and in the Pelorson model. Self-sustained oscillation
was obtained in all six situations. The resulting glottal waves
have been analyzed. The fundamental frequency of the glot-
tal wavesF0 for the different configurations is shown in Fig.
5. Also, the averageF0 for females and males according to
Holmberg is indicated. Both the FEMmechset and the I&Fmech

set result in glottal waves with anF0 that is in between the
female and male average. The Pelmech set results in anF0

that falls slightly below normal ranges.
Ug is shown in Fig. 6. Large differences between the

results using the Ishizaka and Flanagan model and the Pelor-
son model have been established, especially for the Pelmech

set. TheUg produced with the FEMmech set are in between
the results of the I&Fmech set and the Pelmech set. TheUg is
outside normal ranges using the FEMmechset and the Pelmech

set in the Ishizaka and Flanagan model; the Pelorson model
gives aUg that is outside the physiologic ranges for all the
three mechanical sets.

Figure 7 shows theCQ of the glottal waves. With the
FEMmech set, aCQ of an average male is reached with the
Pelorson model, and aCQ between male and female is
reached with the Ishizaka and Flanagan model. I&Fmech re-
sults in an averageCQ that is in the average female range.
Using Pelmech, a CQ slightly below the female range has
been reached.

DISCUSSION

The values of the newly determined lumped parameters
differ from the values of the two two-mass models consid-
ered in this study. The sum of the two masses in the FEMmech

FIG. 5. Fundamental frequency of glottal
waves with different aerodynamics and
mechanics.

TABLE I. Parameter values of the I&F72 model~I&Fmech!, the Pelorson
model ~Pelmech!, and the parameter values determined using the FEM
~FEMmech!.

I&Fmech Pelmech FEMmech

m1 lower mass~g! 0.125 0.170 0.024
m2 upper mass~g! 0.025 0.030 0.020
k1 lower spring stiffness~N/m! 80 45 22
k2 upper spring stiffness~N/m! 8 8 14
h1,2 nonlinear coefficient 100 N.A. 10 in I&Fmech

N.A. in Pelmech

kc coupling spring stiffness~N/m! 25 25 10
z1 damping ratio~g/s! 0.1
z2 damping ratio~g/s! 0.6
d1 lower thickness~cm! 0.25 N.A. 0.15 in I&Fmech

N.A. in Pelmech

d2 upper thickness~cm! 0.05 N.A. 0.15 in I&Fmech

N.A. in Pelmech

l g glottal length~cm! 1 1.4 1.3
l 01 initial position ~cm! 0.018
l 02 initial position ~cm! 0.0
kcol1 collision spring stiffness
~N/m!

3k1

kcol2 collision spring stiffness
~N/m!

3k2
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set is a factor of four to five smaller than the sum of the two
masses in the I&Fmech set and in the Pelmech set. This differ-
ence could be explained by the fact that in the I&F and
Pelorson model the total mass of the vocal fold~volume x
density! is considered. We postulate that in lumped param-
eter models, the total mass of the vocal fold is not a relevant
measure, but the effective mass that plays a role in vibration.
Considering our results, we can conclude that in the I&Fmech

set and the Pelmechset the values of masses and springs might
have been chosen too large. This is in correspondence with
Louset al. ~1998!, where he stated that in the lumped param-
eter models, the aerodynamic forces are probably overesti-
mated. This overestimation of the aerodynamic forces needs
to be compensated by an overestimation of the masses and
springs of the vocal fold to prevent the glottal waves from
being unrealistic. This can also confirmed by the fact that for

the I&Fmechset and the Pelmechset, no glottal waves could be
obtained in the Pelorson model and the Ishizaka and Flana-
gan model, respectively, when the average subglottal pres-
sure of 4.4 cm H2O of Schutte~1980! has been applied, while
the FEMmech set gives glottal waves with this pressure in
both the Ishizaka and Flanagan model and the Pelorson
model. Considering our FEMmechset with smaller values for
masses and springs, reflecting the use of the parameter values
of the I&Fmech set and the Pelmech set is recommended.

We know that the choice of the locations of the masses
influences the values of the mass and spring parameters. In
the I&Fmech set and the Pelmech set, one mass represents the
body and the other represents the cover. This is in contrast
with the fact that both masses are placed at the glottal surface
and in this way interact with the aerodynamic forces: one

FIG. 6. Glottal peak flow with different
aerodynamics and mechanics.

FIG. 7. Closed quotient with different
aerodynamics and mechanics.
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mass represents the surface~the cover mass! and one mass
represents the deeper parts of the vocal fold~the body mass!,
whereas both masses interact with the airflow; the fact that
an airflow interacts with the body of the vocal fold is physi-
cally unrealistic. In the FEMmechset, this unrealistic situation
is prevented by choosingL1 and L2 at the glottal surface.
Not only the absolute values ofm1 and m2 have been
changed, also the ratio ofm1 /m2 has been changed. This
ratio tends to approach one in the FEMmech set, instead of
five in the typical Ishizaka and Flanagan values. Louset al.
~1998! also proposed a smaller ratio ofm1 /m2 , resulting in
a more realistic behavior of the vocal folds. The new spring
stiffness valuesk1 andk2 also tend to differ less from each
other than in the typical Ishizaka and Flanagan model. The
smaller ratio ofm1 /m2 in combination with a smaller ratio
k1 /k2 results in the fact that the two oscillators are less dif-
ferent. In this way, the lower oscillator~consisting ofm1 and
k1! is less dominant over the upper oscillator~consisting of
m2 andk2! as it is in I&Fmech and Pelmech. In this way, the
idea of having one oscillator that represents the body~the
dominant one! and one oscillator that represents the cover
~the less dominant one! is left. A distinction between body
and cover is best described by Story and Titze~1995!: two
cover masses that describe the glottal surface, and a body
mass deeper down the tissue of the vocal fold; values for
these masses can also be determined by the method proposed
in this study by setting up a new system of equations and
using the same FEM model.

The values of the dampers were not part of the study.
When the values of the masses and spring parameters
change, the values of the dampers change according tor i

52z iAmi•ki , i 51,2. The damping ratioz1 is 0.1 andz2 is
0.6 in both the Ishizaka and Flanagan model and in the
Pelorson model. The reason for this choice is not given. The
choice of a large difference between the two damping ratios
is probably made because of the large differences in the val-
ues of the masses. If this were the reason, we would propose
two damping ratios with values closer to each other, because
we established values for the masses that are more equal.
Story and Titze~1995! also chose two masses at the glottal
surface with equal numerical values, in combination with
damping ratios both equal to 0.2.

Implementation of the FEMmech set in the Ishizaka and
Flanagan model as well as in the Pelorson model results in
self-sustained oscillation. Using the FEMmech set, combined
with both aerodynamic models,F0 falls between the normal
ranges of female and male voice, like the I&Fmech set does.
The Pelmechset results in anF0 that falls more in the range of
normal male voice. A wide range of values ofUg and CQ
has been reached using the three mechanical parameter sets
in combination with the two two-mass models. This wide
variety shows the sensitivity of the system of the values of
the masses and springs. Viewing the results of the glottal
waves, the lumped parameters models with the FEMmech set
produce glottal waves that are within physiologic ranges
consideringF0 andCQ. For Ug , the glottal waves produced
with the FEMmech set deviate relatively less from the physi-
ologic values than the I&Fmech set and the Pelmech set. This
means, by using an accurate FEM description of the vocal

fold, values for the lumped parameters can be used which
result in realistic glottal waves. Despite the fact that the val-
ues of the I&Fmech set and the Pelmech set are chosen by the
authors to give an optimal output~by means of the glottal
waves!, the lumped parameter values resulting from the pre-
sented study give glottal waves with at least the same degree
of reality.

Introducing more detailed information can improve the
numerical method for the determination of the lumped pa-
rameters. For example, nonlinear material behavior could be
implemented in the FEM model. To determine the mass pa-
rameters, modal analyses cannot be performed on a nonlinear
model. The harmonic response of the system can be used
instead.

The numerical method presented can be used to deter-
mine values for mass and spring parameters for different
laryngeal states. Applying different longitudinal tensions, the
laryngeal state is changed~Titze and Strong, 1975; Stevens,
1981!. In this way different registers can be investigated us-
ing the lumped parameter model. Ishizaka and Flanagan
simulated different registers by applying a tension factorQ
that reduces the values of the mass parameters and increases
the values of the spring parameters when the register was
changed from modal to falsetto. This resulted also in an in-
crease ofF0 .

CONCLUSIONS

It can be concluded that, using our approach with the
FEM, it is possible to achieve parameter values for lumped
parameter models of the vocal folds, which are based on
assumptions that are more realistic than the assumptions
used before. The requirement of an equal dynamic response
of a two-mass model of the vocal fold and of a FEM model
of the vocal fold results in a set of lumped parameters. Self-
sustained oscillation occurs when the lumped parameters are
combined with aerodynamic forces that occur in the glottis.
The physiologic parameters resulting from the glottal waves
produced with the new set of lumped parameters show that
the glottal waves are within normal ranges of phonation.
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Multi-channel cochlear implants typically present spectral information to the wrong ‘‘place’’ in the
auditory nerve array, because electrodes can only be inserted partway into the cochlea. Although
such spectral shifts are known to cause large immediate decrements in performance in simulations,
the extent to which listeners can adapt to such shifts has yet to be investigated. Here, the effects of
a four-channel implant in normal listeners have been simulated, and performance tested with
unshifted spectral information and with the equivalent of a 6.5-mm basalward shift on the basilar
membrane~1.3–2.9 octaves, depending on frequency!. As expected, the unshifted simulation led to
relatively high levels of mean performance~e.g., 64% of words in sentences correctly identified!
whereas the shifted simulation led to very poor results~e.g., 1% of words!. However, after just nine
20-min sessions of connected discourse tracking with the shifted simulation, performance improved
significantly for the identification of intervocalic consonants, medial vowels in monosyllables, and
words in sentences~30% of words!. Also, listeners were able to track connected discourse of shifted
signals without lipreading at rates up to 40 words per minute. Although we do not know if complete
adaptation to the shifted signals is possible, it is clear that short-term experiments seriously
exaggerate the long-term consequences of such spectral shifts. ©1999 Acoustical Society of
America.@S0001-4966~99!02012-3#

PACS numbers: 43.71.Es, 43.71.Ky@JMH#

INTRODUCTION

Although multi-channel cochlear implants have proven
to be a great boon for profoundly and totally deaf people,
there is still much to be done in improving patient perfor-
mance. One barrier to better results may be the fact that
spectral information is typically presented in the wrong
‘‘place’’ of the auditory nerve array, due to the fact that
electrodes can only be inserted partway into the cochlea. In a
recent study which used x-ray computed tomography to mea-
sure electrode position in 20 patients with the Nucleus im-
plant fully inserted, the most apical electrode was estimated
to be at a cochlear place tuned to a mean frequency of about
1 kHz ~Kettenet al., 1998!. Four of the patients~20%! had
their most apical electrode at a location tuned to a frequency
greater than 1400 Hz.

All multi-channel implants make use of a tonotopic pre-
sentation of acoustic information, using a bottom channel
that is typically at a frequency lower than is reached by the
most apical electrode. As clinical implant speech processors
use channels tuned to as low as 200 Hz, it is clear that the
place/frequency mismatch can be substantial. The net effect
of such misplacement is a shift of spectral information to
nerves that typically carry higher-frequency information.

Recent studies by Dormanet al. ~1997! and Shannon
et al. ~1998! lend support to the notion that such a shift in
spectral envelope can be devastating for speech perceptual
performance. Shannon and his colleagues implemented a
simulation of a four-channel cochlear implant, and used that
to process signals for presentation to normal listeners. In
their reference condition, channels were unshifted and
spaced equally by purported distance along the basilar mem-

brane. Performance in this condition was worse than that
obtained with natural speech, but still relatively high~about
80% of words in sentences!. However, when the spectral
information was shifted so as to simulate an 8-mm shift on
the basilar membrane basalward, performance dropped pre-
cipitously ~,5% of words in sentences!. Dorman et al.
~1997! also found significant decrements in performance for
basalward shifts of 4–5 mm in a five-channel simulation. In
both these studies, however, listeners were given little or no
opportunity to adapt to such signals, so it is impossible to say
of what importance such a mislocation of spectral shape is
for cochlear implant users, who will be gaining experience
with their implant typically for more than 10 h per day.

In fact, there is much evidence to support the notion that
listeners can learn to adapt to such changes, and even more
extreme ones. Blesser~1972, 1969! instructed pairs of listen-
ers to learn to communicate in whatever way they could over
a two-way audio communication channel that low-pass fil-
tered speech at 3.2 kHz, and then inverted its spectrum
around the frequency of 1.6 kHz. Although intelligibility
over this channel was extremely low initially~in fact, virtu-
ally nil!, listeners did learn to converse through it over a
period of time. They also showed improved ability at per-
ceiving processed unknown sentences, although even after
about 10 h of experience, performance was still relatively
low ~a mean of 35% of syllables identified correctly!.

There is evidence also from normal speech perception to
suggest that an extraordinary degree of tolerance to acoustic
variability must be operating. In vowel perception, for ex-
ample, it is clear that the spectral information that distin-
guishes vowel qualities can only be assessed in a relative
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manner, as different speakers use different absolute frequen-
cies for the formants which determine spectral envelope
structure. It might even be said that the most salient aspect of
speech perception is the ability to extract invariant linguistic
units from acoustic signals that vary widely in rate, intensity,
and spectral shape.

In an attempt to address this issue, we implemented the
type of signal processing used by Shannonet al. ~1998!, and
tested our subjects on a similar range of speech materials
with both spectrally shifted and unshifted speech. What
makes this study very different is that our subjects were
given an explicit opportunity to learn about the shifted sig-
nals, both by repeating the speech tests over a period of time,
but more importantly, by letting them experience the
frequency-shifted signals as receivers in Connected Dis-
course Tracking~De Filippo and Scott, 1978!. The advan-
tages of Connected Discourse Tracking for this purpose are
manifold, insofar as it is a quantifiable, highly interactive
task using genuine connected speech, and thus has high face
validity. Using it, we are not only able to give our subjects
extensive experience with constant feedback, but also to
monitor their progress.

I. METHOD

A. Subjects

Four normally hearing adults, aged 18–22, participated
in the tests. Two were male and two were female. All were
native speakers of British English.

B. Test material

Three tests of speech perception were used. All were
presented over Sennheiser HD 475 headphones without vi-
sual cues and without feedback. Two of these were
computer-based segmental tests, with a closed set of re-
sponses. The intervocalic consonant, or VCV test~vowel–
consonant–vowel! consisted of 18 consonants between the
vowel /Ä/, hence /ÄmÄ/, /ÄbÄ/, etc, uttered with stress on the
second syllable by a female speaker of Southern Standard
British English. Every VCV was represented by at least 5
distinct tokens, with most having 12–15 tokens. Each of the
consonants~/b tb d f g k l m n p r sb t v w j z/! occurred three
times in a random order in each test session, with the par-
ticular token chosen randomly without replacement on each
trial. Listeners responded by using a mouse to select 1 of the
18 possibilities, displayed orthographically on the computer
screen in alphabetical order~b ch d f g k l m n p r s sh t v w
y z!. Results were analyzed not only in terms of overall
percent correct, but also for percent correct, and information
transmitted with respect to the features ofvoicing ~voiced/m
n w r l j b d g z v/ vsvoiceless/p t k tb b s f/!, manner of
articulation ~nasal /m n/ vsglide /w r l j/ vs plosive /b p d t
g k/ vs affricate /tb/ vs fricative /b s f z v/! and place of
articulation ~bilabial /m w b p/ vs labiodental /f v/ vs al-
veolar /n l j d t s z/ vspalatal /r tb b/ vs velar /g k/!. Note that
studies like this often use an information transfer measure to
analyze performance by feature, rather than percent correct.
Although percent correct suffers from the drawback that dif-
ferent levels of chance performance are not compensated for

in the calculation~e.g., that voicing judgements will be ap-
proximately 50% correct by chance alone whereas place
judgements will be about 20% correct by chance!, it is a
more readily understood metric whose statistical properties
are better characterized. Therefore, all statistical claims are
made on the basis of percent correct only, although some
summary statistics using information transfer are also pre-
sented.

The vowel test consisted of 17 different vowels or diph-
thongs in a /b/-/vowel/-/d/ context, in which all the utter-
ances were real words or a common proper name—bad,
bard, bared, bayed, bead, beard, bed, bid, bide, bird, bod,
bode, booed, board, boughed, Boyd, or bud. The speaker was
a ~different! female speaker of Southern Standard British En-
glish. In each session, each vowel occurred three times in a
random order, with each stimulus chosen randomly without
replacement from a set of six distinct tokens. Again, listeners
responded with a mouse to the possibilities displayed on the
computer screen.

The third test consisted of the BKB sentence lists
~Bench and Bamford, 1979!. These are a set of 21 lists, each
consisting of 16 sentences containing 50 key words, which
are the only words scored. The particular recording~de-
scribed by Fosteret al., 1993! used the same female speaker
as the consonant test. Listeners wrote their responses down
on a sheet of paper, and key words were scored using the
so-called loose method ~in which a response is scored as
correct if its root matches the root of the presented word!.

C. Signal processing

All signal processing was in real-time, implemented in
the software systemAladdin~Nyvalla DSP AB, Sweden! and
executed on a digital-signal-processing PC card~Loughbor-
ough Sound Images TMS320C31! running at a sampling rate
of 22.05 kHz. The technique was essentially that described
by Shannonet al. ~1995! as shown in the block diagram in
Fig. 1. The input speech was low-pass filtered, sampled, and
pre-emphasized to whiten the spectrum for more accurate
computations in mid- to high-frequency regions~first-order
with a cutoff of 1 kHz!. The signal was then passed through
a bank of four analysis filters~sixth-order elliptical IIR! with
frequency responses that crossed 15 dB down from the pass-
band peak. Envelope detection occurred at the output of each
analysis filter by half-wave rectification and first-order low-

FIG. 1. Block diagram of the processing used for transforming the speech
signal. Note that the filled triangles represent places where a gain adjustment
can be made, but these were all fixed prior to the experiment.
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pass filtering at 160 Hz. These envelopes were then multi-
plied by a white noise, and each filtered by a sixth-order
elliptical IIR output filter, before being summed together for
final digital-to-analog conversion. The gain of the four chan-
nels was adjusted so that a flat-spectrum input signal resulted
in an output spectrum with each noise band having the same
level ~measured at the center frequency of each output filter!.

Cross-over frequencies for both the analysis and output
filters ~Table I! were calculated using an equation and its
inverse, relating position on the basilar membrane to its best
frequency~Greenwood, 1990!:

frequency5165.4~100.06x21!,

x5
1

0.06
logS frequency

165.4
11D ,

wherex is position on the basilar membrane~in mm! from
the apex, andfrequencyis given in Hz.

The unshiftedcondition, in which analysis and output
filters had the same center frequencies, was obtained by di-
viding the frequency range from 50 to 4000 Hz equally using
the equations above. This is similar to the LOG condition
used by Shannonet al. ~1998!. In theshiftedcondition, out-
put filters had their band edges increased upward in fre-
quency by an amount equal to 6.46 mm on the basilar mem-
brane~e.g., shifting 4 kHz to 10 kHz!.

D. Procedure

In the first testing session, listeners were administered
the three speech tests in each of three signal processing con-
ditions: ~1! normal speech~primarily to familiarize listeners
with the test procedures, and not used with the BKB sen-
tences!; ~2! unshifted four-channel;~3! frequency-shifted
four-channel. One run of each of the vowel and consonant
tests was performed with normal speech, and two runs of all
three tests were presented for the two four-channel condi-
tions.

Each subsequent testing session began with four 5-min
blocks of audio-visual connected discourse tracking
~CDT—De Filippo and Scott, 1978! with a short break be-
tween blocks. The talker in CDT was always the same~the
third author!. Talker and receiver faced each other through a
double-pane glass partition in two adjacent sound-proofed
rooms. The receiver wore Sennheiser HD475 headphones
through which the audio signal was presented. Near the re-
ceiver was a stand-mounted microphone to transmit the re-
ceiver’s comments undistorted to the talker. All CDT was
done with the audio channel to the receiver undergoing the
frequency-shifted four-channel processing. A low-level

masking noise was introduced into the receiver’s room so as
to ensure the inaudibility of any of the talker’s speech not
sufficiently attenuated by the intervening wall. Talker and
receiver worked together to maximize the rate at which ver-
batim repetition by the receiver could be maintained. The
materials used for CDT were of a controlled level of gram-
mar and vocabulary, being drawn from the Heinemann
Guided Readers series aimed at learners of English. The ini-
tial stages of CDT were performed audio-visually because it
seemed highly unlikely that any subject would be able to
track connected speech at all on the basis of theshiftedsound
alone at the beginning of the training.

In the sixth to tenth testing session, the first 5-min block
of CDT was audio-visual, as in the previous sessions. Then
visual cues were removed by covering the glass partition,
and the second block of CDT was attempted in an audio
alone condition. If the receiver scored more than ten words
per minute~wpm!, the remaining two blocks of CDT were
conducted in the audio alone condition. If, however, the re-
ceiver scored less than 10 wpm, visual cues were restored for
the remaining two 5-min blocks of CDT.

After each CDT training session, subjects were required
to repeat the three speech perception tests given on the initial
session~again for two runs of each test!, but only in the
shiftedcondition. After ten sessions of training~each consist-
ing of four 5-min blocks of CDT! and testing, a final set of
tests in theunshiftedcondition was also performed.

The 21 BKB sentence lists were presented in numerical
order starting from list 1 in theunshiftedcondition, thus list
3 for shifted. As our experimental design required 24 lists,
three lists only were repeated at the very end of testing~list 3
for the last test in theshiftedcondition, and lists 4 and 5 for
the last tests in theunshifted!. As scores were near zero for
these lists when first presented; more than a week passed
between presentations, and no feedback was ever given, it
seems highly unlikely that subjects would have improved
their performance on these lists simply through having expe-
rienced them before. In any case, we would expect any im-
provement to figure larger for theunshiftedthan theshifted
condition.

E. Analysis

A common set of statistical analyses was performed for
results from the three speech tests. As all these scores repre-
sent binomial variables, a statistical modeling approach
based on logistic regression was taken, using the GLIM 4
system ~Francis et al., 1993!. Unless otherwise stated, all
statistical claims are based on changes in deviance at a 0.05
significance level.

One analysis concerned performance in the first and last
sessions, the only two sessions in which results from both
test conditions~shiftedandunshifted! were obtained. Session
and condition were treated as two-factor categorical vari-
ables, and listener as a four-factor variable. Of particular
interest was the significance of a session by condition inter-
action, which would indicate the extent to which perfor-
mance improves more across sessions for one condition than
the other. In addition, a number of subsidiary analyses were
performed, focusing on performance in either one session, or

TABLE I. Frequencies of the band edges used for the four output filters in
the two main conditions of the experiment, specified in Hz. The analysis
filters always used theunshiftedfrequencies.

Band

1 2 3 4

Unshifted 50 286 782 1821 4000
Shifted 360 937 2147 4684 10 000
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one condition. The aim of these analyses was to determine
the extent to which performance improved in either condi-
tion, and whether performance was better for one condition
or the other at the two points in time.

The other main analysis concerned trends across ses-
sions for theshiftedcondition only, focusing on the extent to
which increases in performance were significant, and the ex-
tent to which they appeared to be slowing over sessions.
Again, a logistic regression was used, here to look for sig-
nificant linear and quadratic trends across session. Session
number was treated as a continuous variable, and listener as
a four-category factor. A significant positive linear trend in-
dicates performance is improving, while an additional sig-
nificant quadratic trend always indicated a deceleration in the
increase of performance. Although it is typical to use a logit
link in such analyses, here an identity link was used. In this
way, a linear trend in the statistical model corresponds ex-
actly with a linear trend in proportion correct as a function of
session number. In fact, the analyses were done with both
link functions. Although differences arose in the details of
the statistical models resulting, a change of link never re-
sulted in a different substantive conclusion.

The analysis of the results from CDT also explored the
existence of linear and quadratic trends across session, al-
though under the assumption that the rate obtained, in words
per minute, could be modeled as a Gaussian random vari-
able. These analyses thus took the form of a general linear
model ~analyses of variance and covariance!.

II. RESULTS

A. Initial test session

As expected, performance was high when the subjects
were presented with natural speech. The mean score was
98.6% correct~range: 96.3–100.0! for the VCVs, and a little
lower for the vowels~mean of 91.6% and a range of 86.0–
96.1!.

In the unshifted condition, performance was worse than
with natural speech~as would be expected from Shannon
et al., 1995!, but still quite high, as seen in Table II. The shift
in spectrum, however, had a devastating effect on speech
scores, especially for those tests that require the perception
of spectral detail for good performance.

For the understanding of BKB sentences, mean perfor-
mance dropped from 64% of key words correct to just under
1%. Vowel perception, too, was severely affected. Perfor-
mance on VCVs was least affected, primarily because man-
ner and voicing were relatively well received. These features

are known to be well signalled by temporal~Rosen, 1992!
and gross spectral cues—cues which are apparently not dis-
rupted by the spectral shift. Place of articulation, depending
as it does upon fine spectral cues, was the most perceptually
degraded phonetic feature.

B. Connected discourse tracking „CDT…

Although the main purpose of CDT was to provide a
highly interactive training method, it is of interest to examine
the trends found~Fig. 2!. Only one subject~CP! failed to
meet the criterion of 10 wpm in the auditory alone condition
consistently for sessions 6–10, and even he met it on two of
the sessions.

As would be expected, audio-visual performance was
always considerably better than that obtained from auditory
cues alone. There was also a clear improvement in the audio-
visual condition, especially in the initial sessions. Three of
the four subjects~excepting YW! exhibited a statistically sig-
nificant linear increase in performance across session (p
,0.01). CP and YW both showed a significant quadratic
trend across sessions, consistent with a deceleration in im-

FIG. 2. Box plots of rates obtained from each 5-min run of Connected
Discourse Tracking~across subjects! as a function of session. The box in-
dicates the inter-quartile range of values obtained, with the median indicated
by the solid horizontal line. The range of measurements is shown by the
whiskers except for points more than 1.5~indicated by ‘‘s’’ ! or 3 box
lengths~‘‘ * ’’ ! from the upper or lower edge of the box. Although no ‘‘* ’’
appears on this plot, box plots are also used for Figs. 3–9, where these
symbols do sometimes occur. The small numbers below the abscissa under
each box indicate the total number of measurements used in the construction
of each ‘‘box.’’ Two errors in the number of blocks run led to an extra CDT
score in each of session numbers 6 and 7.

TABLE II. Percent correct scores obtained in the recorded speech tests for theunshifted~un! andshifted~shft!
conditions in the first testing session. Scores for each subject represent a mean of two tests.

Subject

BKB bVd VCV Place Voicing Manner

un shft un shft un shft un shft un shft un shft

CP 69 1 39 5 52 37 59 44 98 97 81 78
NW 64 0 43 5 57 32 61 38 94 85 76 80
SM 62 0 41 4 52 30 65 40 97 92 82 81
YW 61 2 45 5 55 33 74 42 94 82 90 74
mean 64 1 42 5 54 33 65 41 96 89 82 78
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provements in performance. Similarly, an ANOVA of the
rates obtained without regard to subject revealed linear and
quadratic trends over session.1

The same ANOVA over subjects revealed no trends in
the auditory alone condition, indicative also of a greater het-
erogeneity of trends across listeners. CP and SM showed no
linear trend, NW showed a significant increase in CDT rate,
whereas YW showed a significant lineardecreasein CDT
rate across session. Given the relatively high variability
across sessions of CDT, and the small number of measure-
ments, this heterogeneity should not be too surprising.

In short, whereas performance in the audio-alone condi-
tion appears to be stable, performance improves across ses-
sions in the audio-visual condition, but to a diminishing de-
gree toward the later sessions. Note too that audio-visual
tracking rates become quite high in the later sessions~maxi-
mum rates of CDT under ideal conditions are about 110
wpm—De Filippo and Scott, 1978!, and this also may be
limiting the rate of increase that is possible.

C. Sentences „BKB …

Figure 3 shows the results obtained in the BKB sentence
test. As noted above, performance is far superior forun-
shiftedspeech in session 1. However, performance improved
significantly across sessions in theshifted condition, even
though it did not reach the level obtained forunshifted
speech. A statistical model of the results obtained only in
sessions 1 and 10 showed a strongsessionby condition in-
teraction (p,0.0001), indicating that performance increased
more in theshiftedcondition than in theunshiftedcondition.
Other analyses showed significant improvements across ses-
sions in both conditions, and that performance remained su-
perior for theunshiftedspeech even in session 10.2

Statistical trends across sessions were generally similar
to those found for audio-visual CDT. A model describing
performance in theshiftedcondition showed a quadratic de-
pendence of words correctly identified on session, indicating
performance to be increasing over sessions, with the greatest
increases in the early sessions. Although the complexity of
the statistical model~and the paucity of data! makes rigorous
investigation of individual differences difficult, inspection of

the model fits showed three of the listeners to be very similar
in overall levels of performance and trends across sessions.
CP was unusual in showing much less pronounced improve-
ments over time. Although a linear fit to CP’s data showed a
significant increase in performance across sessions, the slope
obtained was about half of that calculated from the other
three listeners.

D. Vowels

Results for the vowel test are displayed in Fig. 4. Look-
ing first only at results obtained in sessions 1 and 10, the
pattern is as found for BKB sentences. Performance was al-
ways worse in theshiftedcondition, even though it improved
significantly over the course of training. The increase in per-
formance in theunshiftedcondition is barely significant (p
'0.03) whereas it is highly significant in theshiftedcondi-
tion (p,0.0001). This is also reflected in a strongsessionby
condition interaction.

Trends across sessions were somewhat different than
those found for sentences. Here, there was only evidence for
a linear improvement in performance, with no significant
quadratic term. It therefore appears that performance in-
creased linearly over session, with no evidence of a decel-
eration. This pattern held for all four listeners, although the
slopes varied significantly between them. CP again exhibited
a shallower slope than the others, although it did differ sig-
nificantly from zero even when tested in a separate analysis
of that data alone.

E. Intervocalic consonants „VCVs…

Figure 5 shows performance on the VCV test pooled
across listeners. Analysis of theshiftedresults shows a sig-
nificant linear effect of session, with no quadratic trend, just
as found with the vowels. The statistical effects were smaller
though, and the measured slopes considerably less shallow.
In addition, there is no statistical evidence in the complete
model of any differences in the slopes among listeners, al-
though they did differ in overall level of performance.

Analyses of sessions 1 and 10 again exhibited a strong
sessionby condition interaction (p,0.01), showing that

FIG. 3. Box plots of performance with BKB sentences, as a function of
session and condition, across subjects.

FIG. 4. Box plots of performance on the vowel test, as a function of session
and condition, across subjects.
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performance increased more in theshifted than in theun-
shiftedcondition. In fact, the results from sessions 1 and 10
in the unshifted condition are not statistically different.
Moreover, performance withunshiftedspeech was only bet-
ter than that forshiftedspeech in the first session. At session
10, results from the two conditions are not statistically dif-
ferent. This outcome is quite different to those from the other
speech tests, in which performance in theshiftedcondition
never reached that attained in theunshiftedcondition.

A slightly different outcome arose for the perception of
place of articulation~Fig. 6!. As for percent correct, perfor-
mance in theunshiftedcondition did not change across ses-
sions, andshiftedperformance in session 1 was poorer than
for unshiftedspeech. Here, however,shiftedperformance at
session 10 still did not reach the level of theunshiftedcon-
dition, even though it was significantly better than at session
1. But, just as with percent correct, theshiftedresults show a
significant linear~but no quadratic! trend across the ten ses-
sions.

Changes in the accuracy of voicing and manner percep-
tion were smaller through training, as would be expected
from the greater role temporal and gross spectral aspects play

in signaling these features and the higher initial performance
levels ~Figs. 7 and 8!. Results for voicing were different to
those found previously in that there was no significantcon-
dition by sessioninteraction—rather, there were significant
main effects of both factors. This indicates that performance
increased to the same degree forshifted and unshifted
speech, and that performance withshiftedspeech was infe-
rior at both sessions. These changes in performance are
small, however, and may also be constrained by ceiling ef-
fects.

For manner, there was again a significantcondition by
sessioninteraction, but here performance in theshiftedcon-
dition was actually better on average than in theunshifted
condition. Subsidiary analyses show that performance in-
creased significantly across sessions only forshiftedspeech.

Both voicing and manner perception showed significant
linear trends across the ten testing sessions withshifted
speech. Manner perception also exhibited a significant qua-
dratic term. The form of the predictions for manner were
quite varied across subject, with overall changes small in any
case. The most important outcome for both these phonetic
features was a significant improvement over time~albeit
small!, but the degree of improvement may have been lim-
ited by the relatively high performance overall.

FIG. 5. Box plots of percent correct in the VCV test as a function of session
number for bothshiftedandunshiftedconditions, across subjects.

FIG. 6. Percent correct for place of articulation in the VCV test as a func-
tion of session number for both shifted and unshifted conditions.

FIG. 7. Percent correct for voicing in the VCV test as a function of session
number for bothshiftedandunshiftedconditions.

FIG. 8. Percent correct for manner of articulation in the VCV test as a
function of session number for bothshiftedandunshiftedconditions.
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In order to make comparisons of performance across
phonetic features that are uncontaminated by different levels
of chance performance, Fig. 9 shows information transfer
measures as a function of session number and condition.
Clearly, overall performance was poorest for place of articu-
lation, the phonetic feature which depends most strongly on
fine spectral detail. Differences between theshiftedandun-
shiftedconditions were larger in the first session, and tended
to diminish over the course of training.

To summarize, performance in the VCV task forshifted
speech improved over the course of training, with overall
accuracy and perception of manner statistically indistin-
guishable from theunshiftedcondition. However, the results
from the perception of place of articulation, expected to be
most affected by frequency shifts, suggest that subjects had
not quite reached the level of performance they were able to
obtain withunshiftedspeech.

III. DISCUSSION

Two aspects of the current study seem especially strik-
ing. First, there is the enormous decrement in performance in
understanding speech when processed to contain envelope
information in four spectral channels when these are shifted
sufficiently in frequency~a fact already known from the ear-
lier study of Shannonet al., 1998!. That different tests suffer
different degrees of degradation is easily understood, as it
would be expected that speech materials that require effec-
tive transmission of detailed spectral information for good
performance~e.g., vowels and sentences! would be more af-
fected by a spectral shift than those in which much can be
apprehended through temporal cues or gross spectral con-
trasts~e.g., consonants!.

Second, there is the remarkable speed at which listeners
learn to compensate for the spectral shift. After just 3 h of
experience~not counting the tests themselves, which consist
of quite short periods of speech without feedback!, perfor-
mance in the most severely affected tasks~vowels and sen-
tences! increased from near zero to about one-half the per-
formance in theunshifted condition. Also, all listeners

exhibited at least some improvement in all three recorded
speech tests, even though the degree of improvement ap-
peared to vary across listeners.

It might be argued that an important part of this im-
provement with theshifted signals reflects adaptation not
only to the spectral shift, but to other aspects of the stimulus
transformation and/or testing procedures. We would, how-
ever, expect learning of these latter aspects to be reflected in
changes in performance for theunshiftedsignals as well.
Although there was learning of this kind, the improvements
tended to be small. All three recorded speech tests showed
strong statistical evidence that performance increased more
for theshiftedsignals than for theunshiftedones. It is there-
fore clear that listeners are learningsomethingabout the
spectral shift, although it is impossible for us to say exactly
what that is.

In light of this evidence, it might seem odd that the
audio-alone condition of CDT showed no improvements
over sessions. For one thing, it is clear that some very large
learning effects at the start of training have been missed
~where tracking rates would have been near zero!, as subjects
did not attempt this condition until session 6, where they
already were tracking at a median rate of 301 wpm. There
was also a greater degree of variability among the subjects. It
may well be that the relatively large variability shown in the
CDT task has masked any trends, that training needs to be
done over significantly longer periods of time, or even that
the level of performance reached here represents the maxi-
mum that will ever be achieved. Given the consistent evi-
dence of improvements in all the other tasks, this last possi-
bility seems unlikely, but a clarification of this issue requires
further study.

We cannot, of course, say anything about whether com-
pensation toshifted signals would be complete after some
further degree of training, how long it would take were it to
be possible, nor the extent to which performance might im-
prove with training forunshiftedspeech. Nor do we know
the extent to which CDT is effective as a training procedure,
whether other procedures would be better, nor indeed
whether the progress the subjects made can be attributed pri-
marily to the use of CDT. These, though, are secondary
questions. What is clear is that subjects were able to improve
their performance considerably over short periods of time,
periods that are inconsequential from the point of view of an
implant patient.

That implant patients do, in fact, adapt to an altered
spectral representation is seen most clearly in a recent study
by Fu and Shannon~1999!. They manipulated the spectral
representation of vowels in normal listeners~using tech-
niques similar to the ones we used! and in users of cochlear
implants. The normal listeners, who had little or no opportu-
nity to adapt to the altered stimulation, always did best when
the analysis and carrier bands matched in frequency~an un-
shiftedcondition!. On the other hand, the implant users, with
at least six months of experience, always showed best per-
formance for the frequency allocations used in their every
day speech processor~typically a shiftedcondition!, in spite
of the fact that electrode insertion depths varied widely over
the group.

FIG. 9. Information transfer statistics calculated for each of the three pho-
netic features~place, manner, and voicing! as a function of condition and
session.
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IV. SUMMARY AND FINAL REMARKS

Spectral distortions of the kind that are likely to be
present in multi-channel cochlear implants can pose signifi-
cant limitations on the performance of the listener, at least
initially. With practice, a substantial part of these decrements
can be erased. Although we cannot say on the basis of this
study whether place/frequency mismatches can ever be com-
pletely adapted to, it is clear that short-term experiments se-
riously exaggerate the long-term consequences of such spec-
tral shifts. If we were to argue that matching frequency and
place is essential, then listeners with shallow electrode pen-
etrations should not receive speech information below, say,
1–2 kHz. That such an approach would be preferable to one
in which the lowest-frequency band of speech is assigned to
the most apical electrode seems highly unlikely to us. For
one thing, it is clear that the lower-frequency regions of
speech are the best for transmitting the temporal information
that can most suitably complement the information available
through lipreading. Can we possibly imagine that the shal-
lower an electrode array is implanted, the higher should be
the band of frequencies we present to the patient? It may
well be that patients with shallower electrode penetrations
will perform more poorly on average than those with deeper
penetrations. But this probably results more from the loss of
access to the better-surviving apical neural population
~Johnsson, 1985!, or from the fact that the speech frequency
range must be delivered to a shorter section of the nerve fibre
array, than from the place/frequency mismatch per se. It
seems entirely possible that the speech perceptual difficulties
which implant users experience as a result of a place/
frequency mismatch may be a short-term limitation over-
come with experience.
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A method for computing the speech transmission index~STI! using real speech stimuli is presented
and evaluated. The method reduces the effects of some of the artifacts that can be encountered when
speech waveforms are used as probe stimuli. Speech-based STIs are computed for conversational
and clearly articulated speech in several noisy, reverberant, and noisy-reverberant environments and
compared with speech intelligibility scores. The results indicate that, for each speaking style, the
speech-based STI values are monotonically related to intelligibility scores for the degraded speech
conditions tested. Therefore, the STI can be computed using speech probe waveforms and the values
of the resulting indices are as good predictors of intelligibility scores as those derived from MTFs
by theoretical methods. ©1999 Acoustical Society of America.@S0001-4966~99!03411-6#
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INTRODUCTION

The speech transmission index~STI! measures the ex-
tent to which speech envelope modulations are preserved in
degraded listening environments. The STI has been shown to
be highly correlated with speech intelligibility in a wide
range of listening conditions~Houtgast and Steeneken, 1985;
Humeset al., 1986; Paytonet al., 1994!. These conditions
include additive noise, reverberation, and their combination.
In each study mentioned, the STI was derived from mea-
sured changes in the modulation depth of modulated noise
presented in the acoustic environment~referred to herein as
traditional STI! or from acoustic theory, using signal-to-
noise ratios~SNR!, room reverberation times, and/or room
impulse responses~referred to herein as theoretical STI!.

There are situations though, when the traditional and
theoretical techniques to compute the STI will not work. For
example, speech must be used as the probe stimulus if the
STI is to attempt to predict the effect of speaking style on
speech intelligibility. Clearly articulated speech is more in-
telligible than conversational speech in noisy and reverberant
environments~Payton et al., 1994! even though the long
term spectra of clear and conversational speech are very
similar ~Pichenyet al., 1986!. The relatively high intelligi-
bility of clear speech in the presence of reverberation may be
related to differences in envelope modulation spectra associ-
ated with differences in speaking rate. To determine whether
such differences are responsible for differences in intelligi-
bility, speech waveforms characteristic of different speaking
styles must be used to derive STI values.

Also, there has been considerable interest in using the
STI to estimate the effects of some types of nonlinear signal
processing, such as amplitude compression, on intelligibility
~Plomp, 1988; Villchur, 1989; Ludvigsenet al., 1990; Lud-

vigsen et al., 1993; Drullmanet al., 1994; Hohmann and
Kollmeier, 1995!. Since such effects are not predicted by
acoustic theory, empirical approaches have been used. Using
speech rather than modulated noise as the probe stimulus
would seem to offer considerable advantages when determin-
ing changes in modulation characteristics for compression
schemes that primarily affect the speech envelopes rather
than the fine structures~e.g., syllabic compression!. Some of
the aforementioned studies~Ludvigsen et al., 1990, 1993;
Drullman et al., 1994; Hohmann and Kollmeier, 1995! have
attempted to do just that with varying success.

First, though, it is important to demonstrate that a
speech-based STI is as good as the traditional and theoretical
STI methods in circumstances where the latter two are used
successfully. When speech is used as a probe stimulus, arti-
facts are often observed in the measured envelope spectra of
speech in degraded listening environments~Houtgast and
Steeneken, 1972; Paytonet al., 1993; Ludvigsen, 1993;
Hohmann and Kollmeier, 1995!. The observed artifacts con-
sist of increases in intensity envelope spectra when theory
predicts decreases. These artifacts can seriously interfere
with the computation of modulation transfer functions
~MTFs!, an intermediate step in the traditional and theoreti-
cal derivations of the STI. This paper reports our efforts to
develop a method to compute the STI from MTFs using
speech waveform probes that is relatively insensitive to the
effects of such artifacts. The relationship of this speech-
based STI to previously reported speech intelligibility mea-
surements~Paytonet al., 1994! will be compared to that of
the theoretically computed STI.

I. BACKGROUND AND METHODS

Although several approaches have been suggested to de-
rive the STI from speech signals, we used digital signal pro-
cessing techniques to implement a method based on the onea!Electronic mail: BRAIDA@mit.edu
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originally proposed by Houtgast and Steeneken~1983,
1985!. This method is the most similar to the traditional tech-
nique for computing the STI from modulated noise. The
method also includes computation of the MTF as an inter-
mediate result which can be compared directly with theoreti-
cally computed MTFs that are not subject to artifacts. Others
have attempted to compute the STI from speech using cor-
relation techniques that result directly in apparent signal-to-
noise ratios rather than MTFs~Ludvigsenet al., 1990; Hol-
ube and Kollmeier, 1996! or in modified MTFs~Drullman
et al., 1994!.

Envelope spectra, from which MTFs and STIs were cal-
culated, were computed from a corpus of 48 nonsense
sentences1 that were spoken both conversationally and
clearly. The sentences were digitized at 20 000-Hz sampling
rate with a 9500-Hz antialiasing filter. Sentences were con-
catenated into strings of four with a silent interval inserted
before each sentence to mimic pauses in running speech.2

The environmental degradations were the same as those
reported in Paytonet al. ~1994!. Speech-shaped Gaussian
noise was added to the sentence strings at specified signal-
to-noise ratios for the noise conditions. The noise spectrum
approximated the combined average long-term spectra of

clear and conversational speech. The approximation resulted
in slight SNR variations from octave band to octave band
when compared with either individual speaking style. Rever-
berant speech was created by convolving the sentence strings
with simulated room impulse responses~Peterson, 1986!. For
conditions with both noise and reverberation, the noise was
added first and then the noisy strings were reverberated.

Twelve speech strings, each of duration 8.2 s~for con-
versational speech! or 16.4 s ~for clear speech! were ex-
tracted from the concatenated sentences. The clear speech
strings are twice as long as the conversational strings be-
cause clear speech is spoken at roughly half the speed as
conversational speech. A 250-ms cosine ramp was applied to
the beginning and end of each string.

Seven octave-band envelope strings were derived from
each concatenated sentence string as follows. First, each sen-
tence string was bandpass filtered by a bank of eight-pole
octave-bandwidth digital Butterworth filters, with center fre-
quencies in the range 125–8000 Hz~the 8000-Hz filter was
actually a high-pass filter!. Each filtered string was squared,
low-pass filtered by convolution with a 16.6-ms Hamming
window, and then down-sampled by a factor of 10. A Ham-
ming window was used as the low-pass filter impulse re-

FIG. 1. One-third octave envelope spectra of filtered octave bands of conversational~dashed lines! and clear speech~solid lines!.
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sponse since it is always greater than zero, to avoid produc-
ing negative values in the filtered envelope.

Power spectra of the envelope strings were computed
from sequences of length 32 768 samples~required to pro-
vide adequate frequency resolution at the 2000-Hz sampling
rate!. For conversational speech, pairs of envelope strings
were concatenated to provide the required number of
samples. For clear speech no such concatenation was needed.
The power spectra were then normalized so that 100% inten-
sity modulation at a single frequency would correspond to
unity. An ensemble average envelope spectrum was then
computed for each octave band from 6 conversational or 12
clear sequences. The average spectra were reduced to one-
third octave representations by summing components over
one-third octave intervals with center frequencies ranging
from 0.25 to 25 Hz. The square root of the resulting sum was
taken as the one-third octave modulation spectrum. This
wide modulation frequency range is examined for two rea-
sons. First, the modulation range cited in the literature has
varied over the years~Houtgast and Steeneken, 1973, 1985;
Steeneken and Houtgast, 1980!. Second, in the case of mild
reverberation, an overly conservative~i.e., low! upper bound

on the MTF could result in an overprediction of intelligibil-
ity.

II. MEASUREMENTS

Three one-third octave envelope modulation spectra of
octave bands of undistorted speech, computed as described
in Sec. I, are shown in Fig. 1 for each speaking style. These
spectra are generally consistent with those reported by Hout-
gast and Steeneken~1985!. Note that the clear speech enve-
lope spectra peak at lower modulation frequencies than the
conversational envelope spectra but, otherwise, are very
similar. In the remainder of this paper, conversational enve-
lope spectra and MTFs of these three bands~centered at 250,
1000, and 4000 Hz! are used to illustrate effects seen in the
low-, mid-, and high-frequency parts of the speech spectrum
for both speaking styles. Clear envelope spectra and MTFs
are not included because they are affected by degradations in
a manner very similar to conversational envelope spectra.
Although the 8000-Hz band was not a full octave wide, the
envelope spectra of that band behave according to the theo-
retical predictions discussed below.

FIG. 2. One-third octave envelope spectra of filtered bands of conversational speech under conditions of no degradation~dashed lines! and additive speech
spectrum noise at 0 dB SNR~solid lines!. In each panel the dotted line denotes the envelope spectrum of the speech-shaped noise.

3639 3639J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 K. L. Payton and L. D. Braida: STI from speech waveforms



The envelope spectra of noisy and/or reverberant speech
often differ from theoretical predictions in important aspects.
For example, when noise is added to speech, the valleys in
the envelope are filled in, resulting in an attenuation of the
envelope spectrum that is expected, on theoretical grounds,
to be relatively equal at all modulation frequencies. How-
ever, as can be seen in Fig. 2, the modulation spectra are not
always attenuated as much at high modulation frequencies as
at low frequencies and, in some instances, can be larger than
for undegraded speech~Paytonet al., 1993; Hohmann and
Kollmeier, 1995!. This situation is usually observed only in
the octave bands with low center frequencies~Fig. 2! and is
rarely seen in high-frequency octave bands. Some computa-
tions of the STI from speech waveforms~e.g., Hohmann and
Kollmeier, 1995! appear to have been based on MTF values
derived from modulation spectra that were not attenuated by
the interfering noise as much as expected, due in part to these
artifacts.

In computing the STI for reverberant speech it is usually
assumed that reverberation has little effect on envelope com-
ponents with low modulation frequencies, but attenuates
components at high modulation frequencies. This effect is
similar to low-pass filtering of the speech envelope with a

cutoff frequency that depends on the reverberation time
~RT!. Measured speech-based envelope spectra are typically
consistent with this analysis, but, as can be seen in Fig. 3,
discrepancies are sometimes observed at high modulation
frequencies. Although the modulation spectra of reverberant
speech tend to roll off as expected, the rolloff does not al-
ways extend to the highest modulation frequencies, as is evi-
dent in the modulation spectrum of the octave band at 1000
Hz. Occasionally, as seen in the envelope spectra for the
octave band of speech at 250 Hz, reverberation can even
increase the depth of modulation at low modulation frequen-
cies. Despite differences in the envelope spectra of the two
speaking styles, there were no qualitative differences in the
reverberant MTFs for the two speaking styles.

When both noise and reverberation degrade speech, both
types of artifacts are present~Fig. 4!. The envelope spectra of
noisy-reverberant speech are attenuated across most modula-
tion frequencies due to the effects of the additive noise and
further attenuated at high modulation frequencies due to the
effects of reverberation. However, artifacts can introduce
anomalous increases in depth of modulation for low-
frequency octave bands of speech~Fig. 4!. For these bands
the depth of modulation for the noisy-reverberant speech can

FIG. 3. One-third octave envelope spectra of filtered bands of conversational speech under conditions of no degradation~dashed line! and reverberation with
RT50.6 s~solid line!.
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be greater than that for noisy speech~Fig. 2!.
Detailed examination of the waveforms of degraded

speech reveals at least some of the causes for the observed
deviations from expectations that are based on acoustic
theory and experience with envelope spectra measured using
modulated-noise probes. In the case of noisy speech, the
added noise contributes its own modulations to the envelope
of the summed waveform. The noise modulation is constant
on a per Hertz basis, resulting in one-third octave noise en-
velope spectra that increase with modulation frequency.
However, the mean amplitude of the noise envelope fluctua-
tions is inversely proportional to the bandwidth of the octave
filter applied to the noisy speech signal, so the slopes of the
noise envelope spectra also vary as a function of octave
bandwidth.3 The one-third octave envelope spectra of octave
bands of the added speech-shaped noise~Fig. 2! are close to
the envelope spectra of the noisy speech at the highest modu-
lation frequencies in the 250- and 1000-Hz octave bands.

A different phenomenon appears to be operative in the
case of reverberant speech. At low frequencies, the speech
waveform is quasiperiodic rather than noiselike, reflecting

FIG. 4. One-third octave envelope spectra of filtered bands of conversational speech under conditions of no degradation~dashed line! and degradation by
additive speech spectrum noise (SNR50 dB) and reverberation with RT50.6 s~solid line!.

FIG. 5. Segments of the envelope of the octave band centered at 250 Hz of
conversational speech before processing~dotted line! and after reverberation
with RT50.6 s~solid line!.
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the presence of vowel sounds. Reverberation causes both
constructive and destructive interference, depending on the
relation between the arrival times of reflections and the fun-
damental period of the voice. As the voice pitch changes,
this interference can modulate the originally smooth enve-
lopes of octave bands of speech~Fig. 5!.

III. APPROACH FOR SPEECH-BASED STI

Straightforward use of the modulation spectra of speech
that has been degraded by noise and/or reverberation cannot
form a reliable basis for estimating the STI because spurious
modulation components are introduced which disrupt the
perception of relevant speech modulations. To be qualita-
tively consistent with the theoretical computations that have
been shown to correlate well with measures of speech intel-
ligibility, the effects of artifacts such as those in Figs. 2–4
must be suppressed when computing the STI from speech
waveforms.

One way to eliminate the deviations of speech-based
MTFs from theoretical MTFs at the higher modulation fre-
quencies is to set an upper limit on the maximum modulation

frequency included in the speech-based STI computation for
both noise and reverberant degradations. Although a conser-
vatively low bound such as the 12.5 Hz used by Houtgast
and Steeneken~1985! could be used in many conditions, this
might underestimate the reduction in intelligibility associated
with mild reverberation: truncation might occur at a lower
frequency than the low-pass cutoff frequency associated with
the reverberation.

We chose to derive a measure from the envelope signals
themselves that would indicate automatically which portions
of the envelope spectra should be included in the STI com-
putation. The coherence between envelopes of clean and de-
graded speech is typically close to unity for modulation fre-
quencies unaffected by artifacts, but decreases rapidly when
artifacts are evident. The coherence computes the ratio of the
squared magnitude of the cross-power spectral density to the
product of the auto-power spectral densities for the clean and
degraded speech envelopes, respectively, based on concat-
enated envelopes with a 32 768-sample window and with a
75% overlap between windows. The power spectra of 21
conversational or 45 clear windows were averaged for each

FIG. 6. The MTF~solid lines! and coherence~dashed lines! computed on a one-third octave basis for undegraded conversational speech and the same speech
degraded by additive speech-spectrum noise~0 dB SNR!. In each panel the dotted line denotes a coherence value of 0.8. The modulation frequency at which
the dotted and dashed lines intersect is the frequency at which the MTF is truncated.
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condition. The dependence of conversational speech coher-
ence and MTF on modulation frequency is shown in Fig. 6
for the additive noise condition of Fig. 2, in Fig. 7 for the
reverberant condition of Fig. 3, and in Fig. 8 for the noise-
reverberation condition of Fig. 4. The coherence plots for
clear speech were very similar to those for conversational
speech.

We established an upper bound on the modulation fre-
quencies that would be included in the STI computation: that
modulation frequency at which the coherence falls below
0.8. In computing the STI, the speech-based MTF is trun-
cated to include only frequencies below this bound. Visual
examination of plots like Figs. 6–8 indicated that 0.8 was a
reasonable compromise to try to maximize the modulation
frequency range while minimizing the contribution of arti-
facts. Truncated speech-based MTFs are compared to MTFs
computed on the basis of acoustic theory in Fig. 9. For noisy
speech, the theoretical MTF is depicted for perfectly speech-
shaped noise at 0 dB SNR. The slight shifts of the reported
curves above and below the theoretical prediction of 0.5 are
due to SNR differences in individual octave bands since the
noise spectrum was fit to the combined spectrum of clear and
conversational speech. For reverberant speech, the theoreti-

cal MTF was derived from the room impulse response
(RT50.6 s) using the method of Schroeder~1981! wherein
the room impulse response is squared and Fourier trans-
formed to give the theoretical reverberant MTF. The theoret-
ical MTF for noise plus reverberant speech was obtained by
multiplying the noise MTF by the reverberant MTF~Hout-
gast and Steeneken, 1985!. As indicated previously, the the-
oretical and speech-based MTFs agree relatively well for
highest octave bands for each degradation, but relatively
poorly for the lowest octave bands. However, in all cases, the
truncated MTF agrees fairly well with the theoretical MTF,
an indication that the bound frequency selection process suc-
cessfully eliminates most artifacts.

The STIs were computed from truncated MTFs for the
two speaking styles and eight distortion conditions studied
by Paytonet al. ~1994!.4 In this study a continuous flat-
spectrum noise was added to the processed speech materials
~at 24 dB SNR! to simulate the effects of a flat hearing loss
for the normal-hearing subjects. Since samples of noise used
to simulate the hearing loss were not recorded, its effects on
envelope spectra could not be computed directly. Instead, the
SNR in each octave band was converted to an MTF value

FIG. 7. The MTF~solid lines! and coherence~dashed lines! computed on a one-third octave basis for undegraded conversational speech and the same speech
degraded by reverberation (RT506 s). In each panel the dotted line denotes a coherence value of 0.8.
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~constant as a function of modulation frequency! according
to Houtgast and Steeneken’s~1985! formula:

mS~ i !5@11102SNR~ i !/10#21, ~1!

wherei is the octave band index. The truncated speech-based
MTFs were then multiplied bymS( i ), clipped to range be-
tween 0 and 1, and converted to an apparent SNR value:

SNR~ i , j !510 log
m~ i , j !

12m~ i , j !
, ~2!

wherej is the modulation frequency index andm( i , j ) is the
clipped MTF value for bandj of octavei. The apparent SNR
values were clipped to range between115 and215 dB and
averaged overj to give a single apparent SNR per octave
band:

SNR~ i !5
1

Ni
(
j 51

Ni

C@SNR~ i , j !#, ~3!

whereC@SNR(i , j )# is the clipped apparent signal-to-noise
ratio for the j th one-third octave band of the envelope signal
for the i th octave band, andNi is the number of one-third

octave modulation indices included in the average. A
weighted average of the seven octave-band SNRs is com-
puted

SNR85(
i 51

7

a iwi SNR~ i !, ~4!

wherewi is the importance weighting factor for thei th oc-
tave band suggested by Houtgast and Steeneken~1985!. The
term

a i57
Ni

(k51
7 Nk

~5!

is a new factor that reduces the relative contributions of oc-
tave bands in which modulation spectra are dominated by
artifacts and increases the relative contributions of octave
bands without artifacts. Thea’s always sum to 7. The net
influence ofa is to weight the higher octave bands more
heavily than originally proposed by Houtgast and Steeneken
since they are affected least by artifacts. Finally, the STI is
computed as

FIG. 8. The MTF~solid lines! and coherence~dashed lines! computed on a one-third octave basis for undegraded conversational speech and the same speech
degraded by additive speech spectrum noise at 0 dB SNR and reverberation with RT506 s ~dotted line!. In each panel the dotted line denotes a coherence
value of 0.8.
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STI5
SNR8115

30
. ~6!

IV. RESULTS

To evaluate the effect of modifying the STI computation
on predictions of speech intelligibility, we examined the re-
lationship between the theoretical and speech-based STI val-
ues and previously obtained measurements of speech intelli-
gibility in the degraded conditions.5

Table I and Figs. 10 and 11 compare the theoretical and
speech-based STI values for each of the presentation condi-
tions, together with the average intelligibility scores for ten
normal-hearing listeners~theoretical STI values and intelli-
gibility scores are from Paytonet al., 1994!. Although
speech-based STI values generally are in close agreement
with theoretical STI values for clear speech, they tend to be
somewhat smaller for conversational speech~a larger differ-
ence than can be accounted for by our method of simulated
impairment noise inclusion!. For both methods of computing
STI values, and both speaking styles, the milder acoustic

degradations produce a wider range of STI values and
smaller range of intelligibility scores than the more severe
degradations. Figure 12 indicates that, for each speaking
style, the dependence of intelligibility on STI is essentially
the same for the speech-based and theoretical STI values.

The theoretical method of computing the STI does not
take into account differences in envelope modulation spectra
associated with differences in speaking style. As a result,
theoretical STI values are relatively independent of
speaking-style, differing by at most 0.06 for each
degradation.6 By contrast, the speech-based STI values for
the two speaking styles typically differ by larger amounts~up
to 0.11!, particularly in the most degraded listening condi-
tions. Moreover, the speech-based STI values are lower than
the theoretical STI values in these conditions for conversa-
tional speech, but not for clear speech. As a result, the
speech-based STI accounts for a larger part of the intelligi-
bility difference associated with speaking style than the the-
oretical STI. However, this improvement is still small com-
pared to the large differences in intelligibility scores
associated with speaking style. Moreover, since the speech-

FIG. 9. Truncated modulation transfer functions determined from speech waveforms for the octave bands of speech centered at 250 Hz~short dashed lines!,
1000 Hz~solid lines!, and 4000 Hz~long dashed lines!. Functions for conversational speech degraded by reverberation with RT50.6 s are shown in the top
panel, by additive speech-spectrum noise at 0 dB SNR are shown in the bottom-left panel, and for the noisy speech further degraded by reverberation in the
bottom-right panel. In each panel the dotted line shows the modulation transfer function determined from acoustic theory.
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FIG. 10. Relation between speech intelligibility~percentage of key words in
nonsense sentences recognized correctly! and STI values computed by
speech-based~top panel! and theoretical methods~bottom panel! for clear
~circles! and conversational speech~crosses!. The solid and broken lines are
best second-order fits to the data.

FIG. 11. Relation between STI values computed by speech-based and the-
oretical methods for clear~top panel! and conversational speech~bottom
panel!.

TABLE I. Environment, speaking style, theoretical and speech-based STIs and intelligibility scores.

Environment
Speaking

style
Theoretical

STI
Speech-based

STI
Word %

score

ANEC CL 0.84 0.84 97
~Anechoic! CO 0.78 0.78 81
LIVR CL 0.79 0.78 93
(RT50.18 s) CO 0.73 0.69 78
SNR1 CL 0.75 0.73 93
(SNR59.4 dB) CO 0.70 0.67 73
N1LV CL 0.71 0.70 90
(RT50.18 s and SNR59.4 dB) CO 0.66 0.62 69
CONF CL 0.69 0.76 91
(RT50.6 s) CO 0.65 0.67 71
SNR2 CL 0.65 0.63 89
(SNR55.3 dB) CO 0.61 0.58 71
SNR3 CL 0.51 0.50 79
(SNR50 dB) CO 0.47 0.43 51
N3LV CL 0.50 0.50 73
(RT50.18 s and SNR50 dB) CO 0.46 0.40 43
N3CF CL 0.46 0.48 61
(RT50.6 s and SNR50 dB) CO 0.42 0.39 27
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based approach simply averages all estimated MTF values
within the coherence bounds, differences in the derived STI
values are unlikely to reflect differences between the modu-
lation spectra of clear and conversational speech.

V. SUMMARY AND CONCLUSION

When speech is used as a probe stimulus, substantial
artifacts can be observed in envelope modulation spectra that
can affect the computation of the STI. In low-frequency oc-
tave bands of noisy and/or reverberant speech, these spectra
are distorted at the higher modulation frequencies in ways
that increase the apparent modulation values. This increase is
contrary to theoretical expectations and can increase the ap-
parent STI, thus underestimating the effect of the degrada-
tion on speech intelligibility.

There are two substantive differences between our
speech-based STI and the traditional STI. First, the tradi-
tional MTF is obtained from modulated noise and always
spans the same range of modulation frequencies. The pro-
posed method of computing the STI uses speech as a probe
stimulus and puts a variable upper bound on the modulation
frequencies included in the STI computation based on the

coherence between the envelopes of degraded and unde-
graded speech. A coherence value of 0.8 has been found to
establish bounds that allow much of the envelope spectra to
be used in the computation while eliminating many of the
effects of artifacts. Second, the proposed method introduces
a new weighting terma i that weights the octave bands with
highest modulation cutoff most heavily.

Speech-based STI values have been shown to be reliable
predictors of intelligibility when computed using the pro-
posed truncation scheme, at least for the range of acoustic
degradations considered by Paytonet al. ~1994!. In addition,
the STI values computed using the proposed method seem to
capture some of the physical differences in speech wave-
forms associated with differences in speaking style that pro-
duce differences in speech intelligibility. Further research is
needed to determine to what extent these differences are re-
lated to differences in modulation spectra. A valid speech-
based STI may also be applicable to signal distortions that
are not amenable to traditional techniques for estimating the
STI, as in nonlinear signal processing conditions such as
amplitude compression.
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1Nonsense sentences are grammatically correct while being semantically
meaningless, e.g., ‘‘A right cane could guard an edge.’’

2The durations of these intervals was uniformly and randomly distributed
over the range 0.2–0.9 s for conversational speech and 0.3–1.5 s for clear
speech.

3Similar fluctuations are present in traditional STI measurements when
modulated noise is used as a probe, but they have only minor effects on
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Auditory training has been shown to be effective in the identification of non-native segmental
distinctions. In this study, it was investigated whether such training is applicable to the acquisition
of non-native suprasegmental contrasts, i.e., Mandarin tones. Using the high-variability paradigm,
eight American learners of Mandarin were trained in eight sessions during the course of two weeks
to identify the four tones in natural words produced by native Mandarin talkers. The trainees’
identification accuracy revealed an average 21% increase from the pretest to the post-test, and the
improvement gained in training was generalized to new stimuli~18% increase! and to new talkers
and stimuli~25% increase!. Moreover, the six-month retention test showed that the improvement
was retained long after training by an average 21% increase from the pretest. The results are
discussed in terms of non-native suprasegmental perceptual modification, and the analogies between
L2 acquisition processes at the segmental and suprasegmental levels. ©1999 Acoustical Society
of America.@S0001-4966~99!04811-0#

PACS numbers: 43.71.Hw, 43.71.Es@JMH#

INTRODUCTION

It is commonly stated that Mandarin tones are difficult
for American learners to acquire~e.g., Kiriloff, 1969; Blu-
hme and Burr, 1971; Shen, 1989!, since English and Manda-
rin differ in their pitch patterns, distributions, and functions
~Chen, 1974; White, 1981!. In the present study, American
listeners were trained to identify the four Mandarin tones,
using an auditory training procedure which has been shown
to be effective in helping learners acquire non-native seg-
mental contrasts in a comparatively short period of time.

A. Auditory training

Research in the domain of second language~L2! acqui-
sition has generally found that adults are inferior to children
in the ability to perceive and produce foreign speech sounds,
manifested by the commonly known ‘‘adult foreign accent.’’
The belief in the possibility that children enjoy an innate
ability to acquire languages more easily and accurately than
adults leads to the Critical Period Hypothesis~CPH!, stating
that cerebral lateralization occurs after puberty, accompanied
by the loss of neurological plasticity of the brain, resulting in
a reduction in language learning ability~Lenneberg, 1967!.

An alternative account of foreign accent is the phono-
logically based argument that foreign accent is not caused by
the completion of cerebral lateralization, but is rather the
result of the interaction between L2 learners’ two phonetic
systems~e.g., Flege, 1995; Best, 1995!. In this view, adult
L2 learners differ from children acquiring their first language
~L1! in that the former perceive and produce L2 sounds with
reference to the linguistic categories of their existing native
language system. Thus the influence of the adults’ firmly
established L1 phonetic system is believed to be responsible

for ‘‘foreign accent.’’ However, unlike the CPH statement of
a complete diminution of speech learning ability at puberty,
the phonologically based argument is that the decline in hu-
man vocal learning ability with age does not apply to all L2
sounds. It is assumed that the degree of approximation to L2
sounds depends on learners’ ‘‘perceived phonetic similarity’’
of L2 sounds to their L1 phonetic categories. Empirical re-
search has revealed that, with sufficient experience and ex-
posure, adult L2 learners can authentically perceive or pro-
duce novel L2 phones which are judged to have no L1
phonemic counterparts, although it is still difficult for them
to form separate phonetic categories for those L2 sounds that
are similar to L1 counterparts but realized in a phonetically
different manner~Flege, 1987; Bestet al., 1988!.

The evidence that learners can improve their L2 pronun-
ciation at least for some target language sounds suggests
adult perceptual mechanisms have more plasticity than was
previously recognized. Therefore, researchers have at-
tempted to train listeners to perceive non-native sounds in a
linguistically meaningful manner, based on the assumption
that the perceptual system of mature adults can be modified.
The goal of these auditory training studies is, by using rela-
tively simple laboratory procedures, to help listeners create a
new phonetic category that is usable in various phonetic con-
texts and can be retained in long-term memory.

An early attempt of this approach was to train American
listeners to perceive three-way~i.e., voiced, voiceless unaspi-
rated, voiceless aspirated! voice onset time~VOT! distinc-
tions~e.g., Pisoniet al., 1982; McClaskeyet al., 1983!, since
English does not phonemically distinguish voiced and voice-
less unaspirated stops. There were also experiments that
trained French listeners to identify the English /--Z/ contrast,
which is absent in French~e.g., Jamieson and Morosan,
1986, 1989!. Most recent training studies have concentrated
on training Japanese listeners to identify English /r/ and /l/a!Electronic mail: yw36@cornell.edu
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~e.g., Strange and Dittmann, 1984; Loganet al., 1991; Lively
et al., 1993; Livelyet al., 1994; Bradlowet al., 1997!.

Summing up the results of these training studies, first
and most importantly, the identification of non-native speech
contrasts generally improved after training. For instance,
Jamieson and Morosan~1986! reported that the French train-
ees’ average percentage of correct identification for natural
stimuli ~containing /-/ or /Z/! improved from the pretest
~68% correct responses! to the post-test~79% correct re-
sponses! by 11%. Loganet al.’s ~1991! study on training
Japanese listeners to perceive English /r/ and /l/ also showed
a significant increase of 8% from pretest~78%! to post-test
~86%!. Similarly, there was a 16% increase~from 65% to
81%! in the Japanese trainees’ /r-l/ identification accuracy in
Bradlow et al. ~1997!.

In addition, researchers have also found an effect of
training with regard to generalization and long-term reten-
tion. First, experience gained from training on one phonetic
category~e.g., VOT contrast for labial stops! can be trans-
ferred to another phonetic category~e.g., VOT for alveolar
stops! without additional training~McClaskeyet al., 1983!.
Second, generalization can extend to novel words and talkers
that are not used in training~Lively et al., 1993!. Third, con-
trasts learned can be maintained long~i.e., three to six
months! after training~Lively et al., 1994!. And finally, con-
trasts gained perceptually can be transferred to production
without additional training~Rochet, 1995; Bradlowet al.,
1997!.

Concerning methodological issues, the previous studies
have agreed that training should be designed to ensure the
formation of a robust phonetic category, since the ultimate
goal is to facilitate the development of a new phonemic cat-
egory that is usable among a variety of sources of variability
~Logan and Pruitt, 1995!. For example, Jamieson and Moro-
san~1986, 1989! designed the fading technique~i.e., training
is not only on the prototypical stimuli, but also on a variety
of exemplars within the category! in an attempt to extend
generalization from synthetic to natural stimuli. While
Strange and Dittmann~1984! report no significant effect of
discrimination training using synthetic stimuli in only one
phonetic environment, Loganet al. ~1991! demonstrated that
a high-variability training paradigm~i.e., identification of
natural stimuli in various phonetic contexts and spoken by
various talkers! encouraged long-term modification of listen-
ers’ phonetic perception.

B. Mandarin tones

Mandarin phonemically distinguishes four tones, with
Tone 1 having high-level pitch, Tone 2 high-rising pitch,
Tone 3 low-dipping pitch, and Tone 4 high-falling pitch
~Chao, 1948!. The prosodic features of tones are manifested
physically by different fundamental frequency (F0) values,
as shown in Fig. 1. Moreover, theF0 pattern for particular
tones varies as a function of vowel~Howie, 1976!. In addi-
tion, the intrinsic duration differs for the four tones, the long-
est being Tone 3, and the shortest being Tone 4~Lin, 1965!.
Intrinsic amplitude has been found to vary among the four
tones as well, with Tone 3 having the lowest, and Tone 4 the
highest amplitude~Chuanget al., 1972!.

Studies in the perceptual domain have shown that the
above acoustic cues are functionally integrated in the identi-
fication of Mandarin tones by native listeners. For example,
perception tests using syntheticF0 contours and multidi-
mensional scaling studies have demonstrated the two dimen-
sions of F0 height and contour as fundamental perceptual
cues of Mandarin tones, of which listeners seem to attach
more importance to the ‘‘contour’’ than ‘‘height’’ dimen-
sions~Gandour, 1984; Massaroet al., 1985!. F0 contour as a
perceptual cue has been further investigated in terms ofF0
turning point, i.e., the point at which the direction of theF0
contour changes from falling to rising, the results of which
showed that the timing ofF0 turning point constitutes a
salient perceptual cue for differentiating Tone 2 from Tone 3
~Shen and Lin, 1991; Moore and Jongman, 1997!, and Tone
3 from Tone 4~Gårding et al., 1986!. In addition, duration
has also been shown to affect tonal perception. For instance,
Blicher et al. ~1990! reported that systematic lengthening of
the vowel shifted the labeling boundary in the direction of
the Tone 2 exemplar, thus producing more Tone 3 responses.
Moreover, native Mandarin listeners have been found to re-
fer to extrinsicF0 ~corresponding to speaker identity! as a
frame of reference for tone perception; that is, they perceive
tones by normalizing for speakerF0 range~Moore and Jong-
man, 1997!.

Perception studies on Mandarin tones have also been
conducted cross-linguistically to examine if and how non-
tonal listeners distinguish themselves from the Mandarin lis-
teners by their patterns of perceptual processing of the di-
mensions ofF0. For example, by comparing tone perceptual
patterns of native English and Mandarin~as well as Can-
tonese, Taiwanese, and Thai! listeners, Gandour~1983!
found that native English listeners attached more importance
to the height, and less to the direction dimension, than did
listeners from most of the tone languages. He argued that
since English has no contrastive tones, contour or otherwise,
English listeners directed their attention almost exclusively

FIG. 1. F0 contours for the four Mandarin tones, each combined with the
syllable fa, produced by a male native speaker of Mandarin.
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to the F0 height of the stimuli. Addressing the same ques-
tion, Leather~1987! examined the identification of Mandarin
Tone 1 and Tone 2~in a synthetic Tone 1-2 continuum! by
native listeners of English and Dutch~both nontonal!, as
compared to that by Mandarin listeners. The result of a
greater spread in location of the category crossover among
the Dutch and English, as opposed to the Chinese, reflects
linguistically inappropriate perceptual weighting of the pa-
rameters ofF0 contour by the phonetically unskilled non-
natives. Stagray and Downs~1993! examined the differential
sensitivity for frequency among Mandarin and English lis-
teners from a psychoacoustic perspective. They found that
Mandarin listeners had poorer differential sensitivity than
English listeners because the former had learned to catego-
rize sounds of similar frequency together to facilitate their
perception of tones. Taken together, these cross-linguistic
studies suggest that linguistic experience plays an important
role in tone perception.

For adult nontonal speakers learning Mandarin as an L2,
tones have presented great difficulty~e.g., Kiriloff, 1969;
Bluhme and Burr, 1971; Shen, 1989!. For native speakers
acquiring Mandarin as L1, tonal pattern is an integral part of
each word they learn, but such functional association be-
tween segmental structure andF0 contour is nonexistent, for
example, in American learners’ linguistic behavior. There-
fore, the source of difficulty in learning tones has generally
been attributed to interference from English suprasegmental
features. Knowledge of the function of pitch in the English
stress and intonation systems was found to highly influence
American listeners’ perception of Mandarin tones~White,
1981; Broselowet al., 1987; Chen, 1997!. For example,
White ~1981! claimed that English listeners will perceive the
Mandarin high tones as stressed and the low Tone 3 as un-
stressed, despite the fact that in Mandarin, the stress on a
syllable is mainly realized by duration and amplitude rather
thanF0. Given her observations that Tones 1 and 4 are more
difficult to acquire, Shen~1989! argued that these two tones
are more likely to be receptive to L1 interference since they
are prosodically less marked than Tones 2 and 3. It should be
noted that, although Tones 2 and 3 have been observed to be
easier to learn than Tones 1 and 4, this tone pair is still the
most confusing pair for English learners of Mandarin~Kir-
iloff, 1969!.

C. The present study

As reviewed previously, research has shown substantial
improvements~8%–16%!, after simple phonetic laboratory
training procedures, in the identification of segmental dis-
tinctions which are absent in the listeners’ native language.
However, little research has reported the application of such
training procedures to the acquisition of non-native speech
contrasts at the suprasegmental level. Since the acquisition of
Mandarin tones has been found to be difficult for native non-
tonal learners, it provides an ideal case for the study of su-
prasegmental training. By training American listeners to per-
ceive Mandarin tones, the goal of the present study was to
examine whether auditory training, which has been shown to
be effective at the segmental level, can be applied to the
acquisition of non-native suprasegmental contrasts.

I. METHOD

The perceptual training program followed the high-
variability procedure developed by Loganet al. ~1991!. That
is, American listeners were trained to identify the four Man-
darin tones appearing in a variety of phonetic contexts in
natural words, produced by a variety of talkers. In order to
assess the trainees’ improvements, the program included a
pretest before training, a post-test, two generalization tests,
and a long-term retention test. Listeners’ performance in the
pretest and the post-test was compared to determine to what
extent tone identification could be improved due to training.
The two generalization tests were designed to examine if any
improvement gained in training could be extended to novel
stimuli ~Generalization Test 1!, and to novel talkers and
stimuli ~Generalization Test 2!. The retention test was con-
ducted six months after the training program to determine the
long-term training effects.

A. Participants

Sixteen native speakers of American English without
speech and hearing impairments participated in the study,
with eight as trainees and eight as controls. All were paid for
their participation. The trainees and controls are all students
at Cornell University who have taken one or two semesters
of Mandarin Chinese language courses. None of the trainees
or controls has ever lived in a Mandarin-speaking environ-
ment, and most of them~except for the four who speak lim-
ited Cantonese! have no experience with a tone language
prior to learning Mandarin. The characteristics of the trainees
and controls are described in Table I.

Six native speakers of Mandarin Chinese participated
voluntarily as talkers. One male speaker read the pretest and
post-test stimuli, while four others~two males and two fe-
males! served as talkers during training. One of these male

TABLE I. Characteristics of the trainees and the controls in terms of lan-
guage background.

Gender Age
Mode of
learning

Length of
learninga

Class when
trainingb

L2
experience

Trainee
1 F 20 classc 7 months yes none
2 M 25 class 4 months no Spanish
3 F 19 class 7 months yes French
4 F 29 class 4 months no Cantonese
5 F 20 class 7 months yes French
6 M 24 intensived 7 months yes none
7 F 19 class 7 months yes Cantonese
8 F 24 intensive 7 months yes none

Control
1 M 21 class 7 months yes none
2 F 20 class 4 months no Cantonese
3 M 25 class 7 months yes Japanese
4 M 22 class 10 months yes Cantonese
5 M 23 class 7 months yes Spanish
6 M 21 class 7 months yes French
7 F 20 class 7 months yes Spanish
8 M 22 class 10 months yes none

aLength of learning Mandarin as a foreign language.
bWhether taking Mandarin course during the training period.
cA first-year Chinese course~5 hours/week!.
dAn intensive Mandarin program~20 hours/week!.
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speakers also read the novel stimuli for Generalization Test 1
~henceforth Gen 1!. The sixth speaker was a female who
provided the novel stimuli for Generalization Test 2~hence-
forth Gen 2!.

B. Stimuli

The stimuli are real monosyllabic Mandarin words pre-
sented in isolation. In order to ensure context variability, the
stimuli were chosen to have combinations of various initial
consonants and final vowels, and different syllabic structures
~i.e., V, CV, CVNasal, VN, CGlideV, CGVN!. A total of
400 different stimuli were selected: 100 items~25 for each
tone! were used in the pre/post-test, 180~45 for each tone! in
training, 60~15 for each tone! in Gen 1, and an additional 60
~15 for each tone! in Gen 2. The stimuli used in the retention
test were the same as those in the post-test.

The stimuli were tape-recorded in a soundproof booth in
the Cornell Phonetics Laboratory, using a cardioid micro-
phone~Electrovoice RE20! and a cassette recorder~Carver
TD-1700!. They were then digitized at 11 kHz and low-pass
filtered at 5 kHz usingWAVES1/ESPSspeech analysis soft-
ware running on a SUN Sparc Station, after which they were
transferred to a Swan 386/25 PC for the perceptual tests and
training, using theBLISS software~Mertus, 1989!.

Before the training program started, the intelligibility of
the stimuli provided by the six talkers was assessed by one
male and one female native speaker of Mandarin Chinese.
Listeners indicated which tone they heard by pressing one of
four response buttons. For both listeners, identification accu-
racy was 100% for all stimuli and all talkers.

C. Procedure

The training program consisted of a pretest phase, a
training phase, and a post-test phase. Both the tests and train-
ing were conducted at the Cornell Phonetics Laboratory,
where listeners were tested or trained in a sound-treated cu-
bicle. Stimuli were presented binaurally at a comfortable
sound level over Sony MDR-V6 headphones. Listeners were
instructed to indicate their responses by pushing correspond-
ing buttons representing each of the four tones. The four
buttons were labeled from left to right by the numbers 1 to 4,
as well as by the tonal diacritics~stylized pitch contours!.

1. Pretest

Both the trainees and the controls took the pretest, in
which they were presented with 100 randomized stimuli,
with an inter-trial-interval of 3 s. The listeners were told to
respond after each stimulus. They were encouraged to guess
if unsure. No feedback was given at any time. The pretest
lasted about 10 min, with no more than four listeners tested
at any one time. All listeners were tested within a one-week
period.

2. Training sessions

Immediately after the pretest, only the eight trainees par-
ticipated in the two-week training program, consisting of
eight sessions of 40 min each, during which the trainees were
trained auditorily with the stimuli produced by four talkers.

The four tones were trained pairwise~i.e., Tones 1 and
2, Tones 1 and 3, Tones 1 and 4, Tones 2 and 3, Tones 2 and
4, and Tones 3 and 4!. Pairwise presentation during training
allowed for a systematic increase in difficulty of tone con-
trasts. The order of tone pair presentation was from easiest to
most difficult, in accordance with the error analysis obtained
from the trainees’ pretest. That is, for each training set, the
first session always started with Tones 1 and 3, followed by
Tones 3 and 4, and Tones 1 and 4; the second session had
Tones 1 and 2, Tones 2 and 4, and Tones 2 and 3 presented
in succession. Three tone pairs were trained in each session,
such that it took a training set of two successive sessions to
complete one talker for a total of 180 stimuli. The order of
presentation in terms of talker was counterbalanced for the
eight trainees, but male and female talkers were always pre-
sented alternately.

During each session, the trainees’ task was two-
alternative forced-choice identification. They were to indi-
cate~within 2 s! which tone of a certain tone pair they had
heard by pressing the corresponding button. Immediate feed-
back was given after each stimulus, with a neutral voice
indicating the correct response in English, and the talker re-
peating both tones in the tone pair. For example, for target
stimulusbei 3 ~bearing Tone 3! in tone pair 3 and 4 training,
stimulus presentation and feedback went as follows:

Talker: bei 3.
Trainee’s response.
Neutral English voice:That was Tone 3.
Talker’s repetition:bei 3.
Neutral English voice:Tone 4 is:
Talker: bei 4.

Thus the above block was considered a training trial,
with an inter-trial-interval of 5 s. In addition, to focus the
trainees’ attention, each trial started with a 500-Hz pure tone.
Each tone pair training~i.e., 30 trials! ended with a short
break.

After each two consecutive sessions~i.e., a single
talker!, trainees were given a test of 60 selected trained
stimuli produced by the same talker. No feedback was given.
Since there were four different talkers for training, four as-
sessments~training set 1–4! were administered.

3. Post-tests

Immediately after the training program, both the trained
and the control listeners took the post-test, which was other-
wise identical to the pretest, except that the stimuli were
re-randomized. The listeners then took Gen 1, with 60 novel
stimuli produced by one of the male talkers from training,
and Gen 2, with an additional 60 novel stimuli produced by
a new female talker; the procedures of both were comparable
with the pretest. The post-tests were completed within a
week’s period.

4. Retention test

Six months after training, four trainees~Trainees 1, 3, 4,
and 7 in Table I! and four controls~Controls 1, 2, 4, and 6 in
Table I! were available for the long-term retention test,
which involved the same stimuli and procedure as the post-
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test. All four trainees and two of the controls~Controls 2 and
4! had not been exposed to Mandarin for at least three
months~summer break! before the retention test. The other
two controls~Controls 1 and 6!, however, had been in Tai-
wan for three months taking an intensive Mandarin course.

II. RESULTS

A. Overall improvement and generalization

Correct identification scores for the trained and the con-
trol groups at the pretest, post-test, generalization test 1, and
generalization test 2 are displayed in Fig. 2. As shown in the
left-hand bars, the trainees showed an improvement in their
identification scores from pretest~69% correct identification!
to post-test~90% correct identification!, a substantial 21%
increase in tone identification accuracy. Moreover, this in-
crease in performance was also revealed in the two generali-
zation tests~87% correct identification in Gen 1; and 94%
correct identification in Gen 2!, indicating tone contrasts
gained in training were extended to novel talkers and stimuli.

In contrast, as the right-hand bars show, although the
control listeners started at approximately the same level as
the trainees in the pretest~67% correct identification!, they
exhibited little improvement in the three post-tests~70% in
the post-test, 67% in Gen 1, and 73% in Gen 2!.

The overall results were analyzed using a two-way
ANOVA of Test ~pretest, post-test, Gen 1, Gen 2! and Group
~trained, control!, with Test as the repeated measure. There
was a significant main effect of Test@F(1,14)525.10, p
,.0001], Group@F(1,14)57.65, p,.015], and a signifi-
cant Group x Test interaction@F(3,42)511.61,p,.0001].
To further investigate these effects, two one-way ANOVAs
were conducted. First, a one-way ANOVA was calculated
for each test, with Group as factor. As expected, no reliable
difference was obtained between the trained and control
group at pretest@F(1,14)50.15, p..703]. However, the
two groups were significantly different at the post-test
@F(1,14)510.33, p,.006], Gen 1 @F(1,14)510.59, p
,.006], and Gen 2@F(1,14)512.25, p,.003]. This indi-
cates that the trained and control subjects’ tone identification
accuracy was comparable to start with, but their performance
was different after training. Second, a one-way ANOVA

with Test as factor showed, for the trained group, a signifi-
cant difference among the four tests@F(3,28)513.73, p
,.0001]. Post hoccomparison~Tukey-HSD! showed that
the pretest score was significantly lower than that of either
the post-test or Gen 1, or Gen 2. Moreover, there were no
significant differences among post-test, Gen 1, and Gen 2.
Conversely, for the control group, no reliable difference was
found among the four tests@F(3,28)50.32,p..812]. Since
no difference was found among the post-test, Gen 1, and Gen
2 for either the trained or the control group, subsequent
analyses were conducted using the post-test as the represen-
tative of the three tests.

B. Individual tones and tone pairs

The trainees’ performance for each individual tone is
illustrated in Fig. 3, revealing that identification of each tone
improved significantly from the pretest to the post-test: 15%
improvement for Tone 1 (@F(1,14)55.15, p,.006]); 22%
for Tone 2 (@F(1,14)57.12, p,.001#!; 18% for Tone 3
(@F(1,14)52.87, p,.05]); and 25% for Tone 4 (@F(1,14)
56.20,p,.002]). Interestingly, there was no significant dif-
ference among the four tones at either pretest@F(1,30)
50.73, p..545], or post-test@F(1,30)50.62, p..607],

FIG. 2. Mean percent correct identification of the four Mandarin tones for
trained (n58) and control (n58) subjects at pretest, post-test, generaliza-
tion test 1~Gen 1: old talker, new stimuli!, and generalization test 2~Gen 2:
new talker, new stimuli!.

FIG. 3. Trained subjects’ mean percent correct identification for each tone at
pretest and post-test.

FIG. 4. Tone pair confusions for trained subjects at pretest and post-test.
The number of errors~out of 400! for each tone pair refers to misperception
of one tone as the other in the corresponding pair.
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even though, at pretest, the trainees’ identification of Tone 2
and Tone 4 appears poorer as compared to that of Tone 1 and
Tone 3.

An analysis of tone confusions is shown in Fig. 4, which
compares, for the pretest and the post-test, the number of
errors the trainees made for each tone pair out of a total of
400~25syllables32tones38trainees! ~see Appendix for com-
plete pretest and post-test confusion matrices!. For example,
the number of errors for tone pair 1 and 2 is the sum of
misperceptions of both Tone 1 as Tone 2, and Tone 2 as
Tone 1. In agreement with the overall data, a comparison of
the errors made at the pretest and post-test shows a decrease
of errors for each tone pair.

The tone pair confusion analysis demonstrated signifi-
cant differences among the tone pairs for both tests~pretest:
@F(1,46)59.70, p,.0001]; post-test:@F(1,46)53.81, p
,.006]). Post hocanalyses reveal that at pretest, the most
difficult tone pair was Tones 2 and 3, followed by Tones 2
and 4, Tones 1 and 2, Tones 1 and 4, Tones 3 and 4, and
Tones 1 and 3~as mentioned previously, this provided the
rationale for the reversed order of tone pair presentation dur-
ing training!. However, at post-test, tone pair 1 and 4 became
the second most confusing pair next to tone pair 2 and 3.
Analysis of variance revealed a significant interaction of tone
pair and test~pretest, post-test! @F(3,92)59.70, p,.0001].
More specifically, while all other tone pairs showed a reli-
able decrease in errors from the pretest to the post-test, the
difference between the two tests for Tones 1 and 4 was not
significant @F(1,14)50.32, p..577]. Thus it appears that
tone pair 1 and 4 was most resistant to improvement. None-
theless, the rank order of the tone pairs at pretest and post-
test was still highly correlated~Spearmanr 50.83,p,.04),
which indicates that the pattern of tone confusion before and
after training is to a large extent comparable.

C. Performance during training

The results from the four assessments during training
were analyzed as a function of training set and as a function
of talker. Trainees’ performance from training set 1 to train-
ing set 4 was not significantly different@F(1,30)50.61, p
..617]. The trainees’ scores were already very high after
the first training set~88% correct identification!, and were
maintained in the following three assessments~92%, 88%,
and 92%, respectively!, revealing little progressive improve-
ment as training went along. The high identification accuracy
of the four assessments during training might be attributed to
the fact that subjects were only tested on the stimuli that
were just used in that training session. In addition, since each
test represents a different talker, a progressive improvement
may not necessarily be expected.

No reliable difference as a function of talker was ob-
served@F(1,30)50.38,p..770], nor was there any signifi-
cant difference between the male and female talkers
@F(1,30)50.88, p..355]. Identification scores were 93%
and 89% for the two female talkers, and 90% and 88% for
the two male talkers.

D. Long-term retention

Figure 5 illustrates the four trained and four control lis-
teners’ performance in the retention test as compared to that
in the pretest and post-test, revealing that the trainees’ im-
provement was maintained six months after training. The
mean identification accuracy for the trainees in the retention
test ~87%! retains the post-test level~87%!, both of which
are higher than in the pretest~66%!. By contrast, for the
controls, the progression from the pretest~58%! to the post-
test~63%! and retention test~68%! is much smaller. Detailed
analysis of individual listeners revealed that the controls’
mean retention score was boosted by the two listeners with
three-month Mandarin exposure in Taiwan~32% and 7%
improvement from the pretest!. Omitting the data from these
two listeners would result in a retention test score of 58% for
the remaining control subjects, identical to their pretest
scores.

A two-way ANOVA of Test ~pretest, post-test, reten-
tion! and Group~trained, control!, with Test as repeated
measure, revealed a significant difference in both Test
@F(2,21)512.44, p,.001] and Group@F(1,22)55.79, p
,.05], but there was no significant Test x Group interaction
@F(2,21)53.02, p..087]. More specifically, a one-way
ANOVA was conducted for each group with Test as factor.
For the trained group, an expected difference was observed
for the three tests@F(2,9)59.89,p,.005], with the pretest
score significantly lower than the post-test and retention test
~Tukey-HSD!. Although the controls show a slight progres-
sion of the mean scores from the pretest to the post-test and
retention test, there was no significant difference among
these tests@F(2,9)50.50,p..619].

E. Individual trainees

Individual trainee and control performance at pretest,
post-test, and retention test is summarized in Table II. Each
trainee’s identification accuracy improved after training
~ranging from 6% to 33%!, and the improvement was re-
tained. It should also be noted that there is a large degree of
variability among the eight trainees’ initial levels, which
seems to be reflected the extent of the training effects. Thus

FIG. 5. Mean percent correct identification of the four Mandarin tones for
the trained (n54) and the control (n54) subjects at pretest, post-test, and
the retention test six months after training.
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while the listener with a lower initial score~e.g., listener 1:
59%! showed substantial improvement~29%! in the post-
test, training effects were much smaller~6%! for the one who
started high~e.g., listener 8: 89% at pretest!. It appears a bit
surprising that listener 5 reached 100% correct identification
at post-test, given that her pretest score was comparatively
low ~67%!. However, a closer inspection of her data showed
that in her pretest, 90% of the errors was due to mispercep-
tion of Tone 3 as Tone 2. Since her problem was limited to
one tone pair, improvement may have been easier. The re-
tention test shows that for each of the four trainees, the im-
provement gained from training was maintained after six
months. In particular, the training effect does indeed appear
robust, given that listeners were not exposed to Mandarin for
as long as three months prior to the retention test.

The trainees’ self-evaluation of their performance~ob-
tained from debriefing! is summarized in Table III. Consis-
tent with their actual performance, all listeners recognized
some degree of improvement after training. Given that many
of them did not claim to have other sources of input that
specifically influenced their tone perception, their improve-
ment could largely be attributed to the training. However,
although some trainees reported a progressive improvement

during training, and many of them considered female talkers
more intelligible, neither of these assessments was mirrored
in the data.

Finally, in connection with the language background in-
formation of the trainees~cf. Table I!, two other minor ob-
servations could be made based on the above individual
analyses. First, neither trainee 2 nor trainee 4 was taking a
Mandarin course during the time of training, yet their im-
provement~21% and 20%, respectively! was at the average
level ~21%!, which further demonstrates the robustness of
training. Second, two listeners with some experience with
another tone language~Cantonese! were involved in the
training program~trainee 4 and trainee 7!. However, an ex-
amination of their overall improvement and tone confusion
patterns shows that their performance was comparable with
the other ‘‘nontonal’’ listeners.

III. DISCUSSION

The present study demonstrated that the perception of
Mandarin tones can be improved using a simple training
task, indicating that the procedure which has been adopted in
training the acquisition of non-native segmental contrasts can
also be applied at the suprasegmental level.

The results showed a robust effect of training by a sub-
stantial 21% increase in the trainees’ overall tone perception
accuracy, a significant improvement which also holds true
for each of the four tones, and for each individual trainee.
More importantly, the improvement gained in training was
generalized to new stimuli~18% increase! and new talkers
and stimuli~25% increase!, and was retained by listeners six
months after training~21% increase!. These results are com-
parable to those obtained in the segmental training studies
described previously~e.g., Jamieson and Morosan, 1986; Lo-
ganet al., 1991; Livelyet al., 1994; Bradlowet al., 1997!.

Several aspects of tone training warrant discussion re-
lated to the general L2 acquisition domain. First, as dis-
cussed above, one of the ultimate goals of the acquisition of
L2 is the construction of new phonetic categories of the tar-
get language. Loganet al. ~1991! pointed out that the high-
variability training procedure facilitates the formation of
novel phonetic categories in that stimulus variability exposes
learners to the full range of acoustic phonetic cues that char-

TABLE II. Individual listeners’ tone identification accuracy~%! at pretest,
post-test, and retention test.

Pretest Post-test Improvement Retention

Trainee
1 59 88 129 81
2 62 83 121 ¯

3 63 80 117 76
4 67 87 120 92
5 67 100 133 ¯

6 73 90 117 ¯

7 75 93 118 98
8 89 95 16 ¯

Control
1 42 60 118 74
2 55 48 27 58
3 58 58 0 ¯

4 60 58 22 58
5 75 82 17 ¯

6 75 86 111 82
7 85 90 15 ¯

8 85 77 28 ¯

TABLE III. Trainees’ self-reported performance in the training program.

Trainee

Degree of
improvement
after training Progressiona

Degree of
attentiveness
in training

More
intelligible
talker-voice

Other source
of tone input

1 moderate yes attentive female no
2 great yes attentive female no
3 moderate yes occasionally

not attentive
female no

4 great yes very attentive female no
5 moderate no attentive female no
6 moderate not known attentive higher voice self-practice
7 moderate no occasionally

not attentive
no difference self-practice

8 moderate not known attentive female no

aWas identification progressively easier from sessions 1 to 8?
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acterize those categories, while talker variability enables lis-
teners to overcome idiosyncrasies due to differences in talk-
ers’ vocal tract size, glottal source function, and speaking
rate.

This training procedure was also adopted in the current
study; that is, training stimuli were chosen to represent a
variety of phonetic environments, and were produced by a
number of talkers of both genders. Acoustic analysis has
shown that theF0 pattern for a particular tone is subject to
change in different vowels~Howie, 1976!. Therefore, it is
important that various vowels are used in order for the physi-
cal stimuli to be mapped onto more abstract phonemic rep-
resentations. Talker variability is particularly crucial in tone
training, since different talkers~especially males and fe-
males! have different fundamental frequencies. It has been
reported that native Mandarin speakers use changes inF0
contours more than height to distinguish among tones,
whereas native English listeners tend to attach more impor-
tance to height~Gandour, 1983, 1984!. Thus by using differ-
ent talkers, learners are trained to focus on detecting the
pitch contour differences of the tones, and to normalize the
differences inF0 height of various talkers. In addition, since
intrinsic duration also differs for the four tones~Lin, 1965!,
talker variability would enable listeners to normalize differ-
ences in speaking rate.

All these measures were taken to enhance the tonal cat-
egory distinctions for the American trainees. As reviewed
previously, English listeners’ discrimination and identifica-
tion of Mandarin tones tend to be less ‘‘categorical’’ as com-
pared to Mandarin listeners~Leather, 1987; Stagray and
Downs, 1993!. Therefore, if training emphasizes those per-
ceptual cues employed by native Chinese to categorize the
four tones, the formation of these tonal categories by English
learners should be expected. In the present study, the fact
that the trainees’ identification accuracy increased to a large
extent for all the four tones independent of stimuli and talk-
ers, and that the increase had been retained in the trainees’
long-term memory, suggests that a separate category for each
tone may have been formed and maintained after training.

These results strongly support the previous claim in the
segmental domain that adult L2 learners can establish sepa-
rate phonetic categories for those L2 sounds that are nonex-
istent in their L1 sound systems~e.g., Flege, 1992!. While
for native Mandarin speakers tonal pattern is an integral part
of the lexicon, such functional association between segmen-
tal structure andF0 contour does not exist in American
learners’ phonetic systems. In this sense, forming tonal cat-
egories is comparable with forming new segmental catego-
ries, which may be effortful, but attainable, for adult L2
learners.

However, since, for American listeners, acquiring the
Mandarin tone system involves the integration ofF0 infor-
mation at the lexical and sentential level, their knowledge of
the function of pitch in the stress and intonation systems of
English may be evident as well. In the present study, al-
though the trainees exhibited an increase in the identification
of all the four tones, their tone pair confusion patterns
showed that these four tones were indeed differentially ac-
quired. Tone pair 1 and 4 was most resistant to improvement

and was reported by many trainees as ‘‘confusing.’’ These
two tones were also found difficult for Americans to acquire
by Shen~1989!, who proposed that Tone 1 and Tone 4 are
prosodically less marked for English listeners than Tone 2
and Tone 3. Similarly, White~1981! found that English lis-
teners perceive Mandarin high tones as stressed, and the low
Tone 3 as unstressed. Given these findings, it might be that,
in this study, Tone 1 and Tone 4 are most resistant to im-
provement since they are both comparable to the English
unmarked or stressed condition, while the other tone pairs
each involve at least one tone that is novel or ‘‘unnatural’’ in
English. While the initial difficulty in distinguishing Tones 2
and 3 has been attributed to their acoustic similarities~Chen,
1997; Moore and Jongman, 1997!, Tones 2 and 3 were im-
proved greatly after training. It might be speculated that
since these two tones are so novel to the English listeners,
these listeners are more attentive to their distinctions in train-
ing. That training can fine-tune distinctions as subtle as tones
2 and 3 may well be due to the novel nature of these two
tones to the American listeners.

These findings are consistent with those in the studies of
L2 segmental acquisition. For instance, in their study of En-
glish vowel acquisition, Bohn and Flege~1992! hypothesized
that phonetic learning for similar sounds does not progress
much along with L2 experience, whereas new sounds benefit
from learning. Likewise, learners are more likely to perceive
or produce new, rather than similar, L2 phones authentically
~Flege, 1987!. Taken together, the present results provide a
piece of evidence that the pattern of L2 suprasegmental ac-
quisition might be analogous to that of segmental acquisi-
tion, with respect to L1 interference. Although more studies
on the comparison of English and Mandarin prosodic pat-
terns are needed to provide a more definite interpretation for
the present results, the potential mapping of the patterns of
L2 acquisition at segmental and suprasegmental levels is in-
deed interesting.

IV. CONCLUDING REMARKS

In this study, auditory training at the suprasegmental
level was demonstrated to be effective. That is, the percep-
tion of Mandarin tones by American learners can be im-
proved with training. The contrasts can be generalized to
novel words and talkers, and maintained in long-term
memory.

These results raise the question of whether perceptual
training can be transferred to production, so that training
efforts could result in a facilitating effect~i.e., positive trans-
fer! from one modality to the other~Leather and James,
1991!. Since segmental training studies have found that
learning gained perceptually can benefit production~Rochet,
1995; Bradlow, 1997!, it is worthwhile to test if such transfer
will also occur in tone training. Moreover, fine acoustic
analysis of American listeners’ tone production before and
after training, as compared to the native norms, may also be
beneficial to quantitatively judge the trainees’ improvement
after training. Finally, this study only presented training
stimuli in isolation. Given that, more often than not, tones
are to be perceived and produced in context, training at the
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phrasal or sentential levels should also be involved in future
studies. These future studies will allow further investigations
of the acquisition of Mandarin tones as well as the interac-
tion of L1 and L2 at a suprasegmental level.
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APPENDIX

Confusion matrices for the trained group at~a! pretest
and~b! post-test (25 stimuli38 trainees5200 responses for
each tone!.
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A model describing the frequency dependence of backscatter coefficient from trabecular bone is
presented. Scattering is assumed to originate from the surfaces of trabeculae, which are modeled as
long thin cylinders with radii small compared with the ultrasonic wavelength. Experimental
ultrasonic measurements at 500 kHz, 1 MHz, and 2.25 MHz from a wire target and from trabecular
bone samples from human calcaneusin vitro are reported. In both cases, measurements are in good
agreement with theory. For mediolateral insonification of calcaneus at low frequencies, including
the typical diagnostic range~near 500 kHz!, backscatter coefficient is proportional to frequency
cubed. At higher frequencies, the frequency response flattens out. The data also suggest that at
diagnostic frequencies, multiple scattering effects on the average are relatively small for the samples
investigated. Finally, at diagnostic frequencies, the data suggest that absorption is likely to be a
larger component of attenuation than scattering.@S0001-4966~99!02612-0#

PACS numbers: 43.80.Cs, 43.80.Ev@FD#

INTRODUCTION

Osteoporosis is a major public health issue. In the
United States, over 1.5 million fractures attributed to os-
teoporosis occur each year. These include fractures in verte-
brae~500 000!, hip ~250 000!, and distal forearm~240 000!,
with annual treatment-related cost exceeding
$10 000 000 000.1

Bone mineral density~BMD! is one of the primary pre-
dictive risk factors for osteoporotic fracture.2–7 An expert
panel of the World Health Organization~WHO! has pro-
posed diagnostic criteria for osteoporosis based on BMD
measurements. The WHO criteria were recently applied to
femoral BMD measured by dual energy x-ray absorptiometry
~DEXA! in men and women participating in the third Na-
tional Health and Nutrition Examination Survey~NHANES
III !, 1988–1994.5 The prevalence of osteoporosis~defined by
WHO as BMD below a threshold equal to 2.5 standard de-
viations below the mean of young, normal non-Hispanic
Caucasian women, a threshold intentionally chosen so that
the prevalence would approximate that of lifetime os-
teoporotic fractures in Caucasian women! in the USA is
13%–18% or 13–17 million.5

Common methods for assessing bone density include
DEXA and quantitative computed tomography~QCT!. These
methods are expensive, involve ionizing radiation, and re-
quire relatively sophisticated equipment and are often un-
available in smaller hospitals with low caseloads. Finally,
while these measurements correlate relatively well with bone
mineral density, they are not necessarily very sensitive to
micro-architectureor to the protein matrix of bone~which
are also important determinants of fracture risk!.

Approaches based on ultrasound offer advantages in-

cluding low cost, lack of ionizing radiation, speed, simplic-
ity, and portability. Most current methods are based on
broadband ultrasonic attenuation~BUA! and speed-of-sound
~SOS! measurements in the calcaneus. It has been demon-
strated that ultrasonic attenuation is highly correlated with
calcaneal mass density.8–11 Calcaneal ultrasonic measure-
ments~BUA combined with SOS! have been shown to per-
form well for prediction of hip fractures in elderly women in
prospective12,13 and retrospective14–16 studies. Despite this
diagnostic utility, the fundamental mechanisms underlying
the interaction between ultrasound and calcaneus are not
well understood presently.

Measurements of ultrasonic backscattering properties
may provide additional useful information. The decreased
number and size of trabeculae~which may serve as scattering
sites! within bone that accompany the aging process would
be expected to reduce backscatter. The clinical feasibility
and diagnostic promise of this measurement have already
been demonstrated.17–19

The objective of this paper is to investigate mechanisms
underlying ultrasonic scattering in trabecular bone. Toward
this end, a theoretical model for ultrasonic scattering from
trabecular bone is presented and subsequently tested experi-
mentally. Tests are performed to assess the magnitude of
multiple scattering effects in trabecular bone.

I. THEORY

Bone tissue may be classified into two types: cortical~or
compact! bone and trabecular~or spongy! bone. Cortical
bone is most abundant in the shafts of long bones such as the
tibia, though it constitutes the outer shell of every bone in the
body. Trabecular bone is concentrated in the vertebrae, pel-
vis, calcaneus, and at the ends of long bones, though it is
present in the interiors of all bones. The calcaneus is pre-
dominantly composed of trabecular bone covered by a thina!Electronic mail: kaw@cdrh.fda.gov
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cortical shell. Trabecular bone consists of a three-
dimensional lattice of branching spicules or plates. The
spaces between the trabeculae are filled with marrow, which
consists of fat and cellular components of blood constituents.
In this paper, scattering from trabecular bone is investigated.

Trabeculae within bone are postulated to be the principle
sources of ultrasound scattering and are modeled here as cyl-
inders with diameters that are small relative to the ultrasonic
wavelength. In addition, it is assumed that these cylinders are
long relative to the ultrasound beam cross section and are
oriented perpendicular to the ultrasound propagation direc-
tion. Figure 1 shows the presence of long thin trabeculae
within the interior of a calcaneus, which is consistent with
this model. Although the trabeculae exhibit a myriad of ori-
entations, they are all approximately perpendicular to the ul-
trasound propagation direction provided that the bone is in-
terrogated in the mediolateral~or lateromedial! direction
~perpendicular to the plane of Fig. 1!. A typical value for
human calcaneal trabecular thickness is 120610mm ~mean
6standard deviation!.20 The wavelengths of ultrasound~in
water! used in the experiment were much larger and ranged
from 3.1 mm~at 500 kHz! to 0.7 mm~at 2.25 MHz!.

The intensity of an acoustic wave scattered from a solid
cylinder, I s , is given by21,22

I s5
Ia

pr
uws~f!u2, ~1!

whereI is the intensity of the incident plane wave,a is the
radius of the cylinder,r is the distance from the cylinder axis
to the observation point, and

uws~f!u25
1

ka (
m50

`

(
n50

`

«m«n sinhm sinhn

3cos~hm2hn!cos~mf!cos~nf!, ~2!

wheref is the angle between the incident and observation
directions,k52p/l, l is the wavelength in the fluid sur-
rounding the scatterer,«051, «m52 (m.0), andhm is the
phase angle for scattering from a cylinder given by21

tanhn5tandn~x!
tanFn1tanan~x!

tanFn1tanbn~x!
, ~3!

wherex5ka,

dn~x!5tan21@2Jn~x!/Nn~x!#, ~4!

an~x!5tan21@2xJn8~x!/Jn~x!#, ~5!

bn~x!5tan21@2xNn8~x!/Nn~x!#, ~6!

and

tanFn5~2r/r1!tanzn~x1 ,s!, ~7!

whereJm andNm correspond to Bessel and Neumann func-
tions, primes denote differentiation,r is the density of the
fluid surrounding the scatterer,r1 is the density of the cylin-
drical scatterer, ands5Poisson’s ratio. For inelastic scatter-
ing, tanFn50 for all n. In general, the scattering phase
angle,zn(x1 ,s) is given by

tanzn~x1 ,s!

52
x2

2

2

tanan~x1!

tanan~x1!11
2

n2

tanan~x2!1n22x2
2/2

tanan~x1!1n22x2
2/2

tanan~x1!11
2

n2@ tanan~x2!11#

tanan~x2!1n22x2
2/2

,

~8!

where x15k1a, x25k2a, k15v/c1 , k25v/c2 , c15the
compressional wave velocity in the scatterer, andc25the
shear wave velocity in the scatterer. Since the ratio ofx1 to
x2 is completely determined bys, zn may be expressed sim-
ply as a function ofx1 ands. For backscatter,f5180°.

Scattered intensities for both inelastic~solid line! and
elastic~dashed line! scattering from a cylinder as functions
of ka are shown in Fig. 2. For the elastic case, material
properties for hydroxyapatite~c156790 m/s, r53.22
g/cm3, ands50.28)23,24scatterers in water (c151480 m/s at
20 °C andr51.00 g/cm3) were assumed. Submicroscopic
deposits of calcium phosphate, similar but not necessarily
identical to hydroxyapatite, Ca10~PO4!6~OH!2, are the major
inorganic constituents of bone.25 Anderson, Soo, and Trahey,
in modeling microcalcifications in the breast, performed a
similar comparison in which they employed inelastic and
elastic models for spherical scatters composed of
hydroxyapatite.24 The relationship between inelastic and

FIG. 1. Calcaneus sample with lateral cortical layers removed. Long thin
trabeculae are apparent. FIG. 2. Theoretical backscatter from a hydroxyapatite cylinder immersed in

water as a function ofka wherek52p/l and a is the radius. The solid
curve corresponds to the inelastic model and the dashed curve corresponds
to the elastic model.
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elastic scattered intensities is very similar for the two differ-
ent shapes. For both cylinders and spheres, there are four
roughly equally spaced maxima in the range 0,ka,5. The
locations of the maxima are approximately the same for the
elastic and inelastic cases. For both cylinders and spheres,
the first elastic peak is lower in magnitude than the first
inelastic peak, while the second through fourth elastic peaks
are higher in magnitude.

In the low frequency limit (ka!1), it may be shown
that the intensity of the inelastically scattered wave is given
by22

I s>
pk3a4

8r
I ~122 cosf!2. ~9!

Thus, in the low-frequency limit, inelastic scattering be-
comes proportional to the cube of the ultrasonic frequency at
all angles. This is at least approximately true for the elastic
case, as can be seen in Fig. 3, where cubic fits agree well
with scattered wave intensities at various angles. The angular
distribution of scattering at 500 kHz is illustrated in Fig. 4.
Scattering is most prominent in the backward direction.

This theory applies to a single cylindrical scatterer. It
can also describe the frequency dependence of scattering

from a superposition of scattered signals from many cylin-
drical sources, provided two conditions are satisfied. The
first condition is that echoes from different sources add in-
coherently. This will occur if the cylindrical scatterers are
positioned sufficiently randomly that the phases of their scat-
tered waves may be taken to be uniformly distributed on the
interval from 0 to 2p.26,27 The second condition is that the
effects of multiple scattering are negligible.

II. EXPERIMENTAL METHODS

A. Biological methods

Sixteen human~gender and age unknown! calcaneus
samples were obtained. They were defatted using a
trichloro–ethylene solution. Defatting was presumed not to
significantly affect measurements since attenuation11,28 and
speed of sound28,29 of defatted trabecular bone have been
measured to be only slightly different from their counterparts
with marrow left intact. The cortical lateral sides were sliced
off, leaving two parallel surfaces with direct access to trabe-
cular bone. The thicknesses of the samples varied from 14 to
21 mm. In order to remove air bubbles, the samples were
vacuum degassed underwater in a desiccator. After vacuum,
samples were allowed to thermally equilibrate to room tem-
perature prior to ultrasonic interrogation. Ultrasonic mea-
surements were performed in distilled water at room tem-
perature. The temperature was measured for each experiment
and ranged between 19.1 and 21.2 °C. The relative orienta-
tion between the ultrasound beam and the calcanei was the
same as within vivo measurements performed with commer-
cial bone sonometers, in which sound propagates in the me-
diolateral~or lateromedial! direction.

Apparent density, the ratio of the dehydrated, defatted
tissue mass to the total specimen volume,11 was measured for
each sample. Mass was measured using a balance. Volume
was assessed from separate measurements of thickness and
cross-sectional area. Thickness between the two parallel pla-
nar surfaces~cut by machine! was measured using calipers.
Cross-sectional areas were measured by computer processing
of scanned images of the samples.

B. Ultrasonic methods

In addition to the bone samples, a wire oriented perpen-
dicular to the ultrasound propagation direction was interro-
gated. These measurements were used to validate the mea-
surement methodology and the numerical computation for
the frequency-dependent backscatter from a cylinder@Eq. ~2!
with f5180°#. Repeated measurements were performed in
order to generate means and standard deviations.

A Panametrics~Waltham, MA! 5800 pulser/receiver was
used. Samples were interrogated in a water tank using Pana-
metrics circular, focused, broadband transducers with center
frequencies of 500 kHz, 1 MHz, and 2.25 MHz. Received
ultrasound signals were digitized~8 bit, 10 MHz! using a
LeCroy ~Chestnut Ridge, NY! 9310C Dual 400-MHz oscil-
loscope and stored on computer@via general purpose inter-
face bus~GPIB!# for off-line analysis.

Backscatter coefficients were measured using a refer-
ence phantom method.30 With this method, the dependences

FIG. 3. The logarithm of the intensity of an elastically scattered wave from
a hydroxyapatite cylinder versus frequency for various angles~f!. Also
shown are cubic fits to the data. The apparent juxtaposition of the 0° and 30°
data is due to minima in the angular distribution at625°.

FIG. 4. Angular distribution of scattering for the inelastic case~solid line!
and elastic case~dashed line!. Scattering is most prominent in the backward
direction.
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of measurements on machine-dependent factors~e.g., trans-
ducer aperture, distance from transducer to sample, trans-
ducer electromechanical response, gain settings, etc.! are
minimized. A reference phantom was used with known
frequency-dependent backscatter coefficient,hR( f ), and at-
tenuation coefficient,aR( f ), placed in the water tank at the
same distance as for the bone samples. The phantom con-
sisted of glass spheres in agar withaR( f )
50.124f 1.63dB/cm, c51556 m/s, hR( f )51.1531024,
1.4631023, and 9.3531023 cm21Sr21 at 500 kHz, 1 MHz,
and 2.25 MHz, respectively. Power spectra from the bone
samples,I B( f ), and the phantomI R( f ) were acquired. The
backscatter coefficient,hB( f ), is then obtained from

hB~ f !5
1

T4

G@aB~ f !,l #

G@aR~ f !,l #

I B~ f !

I R~ f !
hR~ f !, ~10!

where T is the amplitude transmission coefficient at the
water/bone interface. Due to the high degree of porosity of
the samples,T was assumed to be 1.31 The function
G@a( f ),1# compensates for attenuation effects and is given
by26

G@a~ f !,l #5
4a~ f !l

12e24a~ f !l , ~11!

where 1 is the gate length. Good agreement between experi-
mental measurements using this method and theoretical pre-
dictions based on Faran’s theory of scattering from spheres21

for ultrasonic backscatter coefficients from phantoms has
been previously reported by this laboratory.32 @Note that Eq.
~11! differs from a previously used attenuation compensation
function,19 since in the present experiment there was water
rather than tissue or phantom between the transducer and the
gated volume.#

Attenuation measurements were required in order to
compensate signals prior to backscatter coefficient estima-
tion. Attenuation was measured using a standard through-
transmission method. Using two opposing coaxially aligned
transducers~one transmitter and one receiver!, transmitted
signals were recorded both with and without the bone sample
in the acoustic path. The bone samples were larger in cross-
sectional area than the receiving transducer apertures. At-
tenuation coefficient was then estimated using a log spectral
difference technique.33 In principle, this substitution tech-
nique can exhibit appreciable error if the speed of sound
differs substantially between the sample and the reference.34

However, one study indicates that this diffraction-related er-
ror is negligible in the calcaneus.31 Evidently the speed of
sound in the calcaneus, approximately 1475–1650 m/s,31 is
sufficiently close to that of distilled water at room tempera-
ture, 1487 m/s,35 that diffraction-related errors may be ig-
nored.

III. RESULTS

The means and standard deviations for the measured
properties of the calcaneus samples were 0.3360.11 g/ml
~apparent density!, 9.9465.74 dB/cm MHz ~attenuation
slope!, and 0.06260.066 cm21Sr21 ~backscatter coefficient
at 500 kHz!.

Figure 5 shows experimental measurements of backscat-
ter coefficient for the wire target. Also, shown are the general
frequency-dependent inelastic backscatter@Eq. ~1! with f
5180°# and the low-frequency cubic approximation@Eq. ~9!
with f5180°# based on the actual radius of the wire (a
5191mm). The magnitudes of the theoretical curves were
arbitrarily adjusted to fit the data. Good agreement in fre-
quency dependence between theory and experiment may be
seen.

Figure 6 shows experimental measurements of average
backscatter coefficient for the 16 calcaneus samples. Also

FIG. 5. Backscatter from a wire test object. The solid curve is the theoretical
frequency-dependent backscatter from a rigid cylinder@Eq. ~1! with f
5180°# based on the actual radius of the wire (a5191mm). The chain-
dashed curve is the low-frequency cubic approximation@Eq. ~9! with f
5180°#. The magnitudes of the theoretical curves were arbitrarily selected
to fit the data. Good agreement in frequency dependence between theory and
experiment may be seen. Error bars denote standard errors of measurements.
The three symbols correspond to the center frequencies of the three trans-
ducers used: 500 kHz~circle!, 1 MHz ~1!, and 2.25 MHz~3!.

FIG. 6. Experimental measurements of average backscatter coefficient for
the 16 calcaneus samples. Also shown are the inelastic~solid line! and
elastic ~dashed line! frequency-dependent backscatter coefficients@Eq. ~1!
with f5180°# based on a published value for the average radius of calca-
neal trabeculae. The dotted line is the low-frequency cubic approximation
@Eq. ~9! with f5180°#. Again, the magnitudes of the theoretical curves
were arbitrarily selected to fit the data. Good agreement in frequency depen-
dence between theory and experiment may be seen. Error bars denote stan-
dard errors of measurements. The three symbols correspond to the center
frequencies of the three transducers used: 500 kHz~circle!, 1 MHz ~1!, and
2.25 MHz ~3!.
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shown are the general frequency-dependent backscatter@Eq.
~1! with f5180°# for both the inelastic model~solid line!
and the elastic model~dashed line! as well as the low-
frequency cubic approximation@Eq. ~9! with f5180°#, as-
suming the material properties for hydroxyapatite given
above anda560mm.20 Again, the magnitudes of the theo-
retical curves were arbitrarily adjusted to fit the data. There
is little difference in the frequency dependences for the in-
elastic and elastic models in the low-frequency range exam-
ined here. Good agreement in frequency dependence be-
tween both theoretical models and experiment may be seen.
The low-frequency data~300–700 kHz! were least-squares
fit to power-law functions,A fn, whereA is an arbitrary mul-
tiplicative constant andn is the exponent. For the 16
samples,n was found to be 3.2660.20 (mean6standard er-
ror!, very close to the expected cubic dependence.

Figure 7 shows frequency-dependent experimental mea-
surements for backscatter coefficients for the bone samples,
now divided into two subgroups: the eight lowest density and
the eight highest density. Both subgroups exhibit essentially
the same frequency dependence. The high-density group
backscatters more strongly in a uniform fashion throughout
the set of frequencies employed. The means and standard
errors of ratios of high-to-low backscatter coefficients were
comparable for all three transducer center frequencies: 2.4
60.6 ~500-kHz data!, 2.560.3 ~1-MHz data!, and 2.360.3
~2.25-MHz data!.

IV. DISCUSSION

A model describing the frequency dependence of back-
scatter coefficient from trabecular bone has been presented.
Scattering was assumed to originate from the surfaces of
trabeculae, which were modeled as long thin cylinders with
radii small compared with the ultrasonic wavelength. Experi-
mental ultrasonic measurements at 500 kHz, 1 MHz, and
2.25 MHz from a wire target and from trabecular bone
samples from human calcaneusin vitro have been presented.
In both cases, measurements were in good agreement with

theoretical predictions. For insonification in the mediolateral
direction at low frequencies (ka!1), including the typical
diagnostic range~near 500 kHz!, backscatter coefficient is
proportional to frequency cubed. At higher frequencies, the
frequency response flattens out.

The data presented here have implications with regard to
the relative roles of scattering and absorption in determining
attenuation in trabecular bone at diagnostic frequencies. At-
tenuation in the range between 300 and 700 kHz has been
found in numerous studies to be approximately proportional
to frequency to the first power.8–11 The theoretical model
presented here predicts that, at low frequencies, scattering in
all directions is approximately proportional to frequency
cubed. These two different frequency dependences could be
consistent if absorption is a larger component of attenuation
than scattering.

The data presented here suggest that, at typical diagnos-
tic frequencies~near 500 kHz!, the effects of multiple scat-
tering on the average are relatively small for the samples
investigated. This is evidenced in Fig. 6 as, in the low-
frequency regime, the theoretically expected frequency-
cubed dependence of backscatter coefficient was observed.
Multiple scattering, if present, would have had the effect of
applying additional high-pass~frequency-cubed! filtering to
the echoes~via multiple scatters!, resulting in a measured
backscatter coefficient with a more rapid than cubic fre-
quency dependence. Even if multiple scattering were present,
the relatively high attenuation coefficient of trabecular bone
would tend to suppress it as multiply scattered waves tend to
traverse longer path lengths than singly scattered waves.

Measurements of the frequency dependence of scatter-
ing might in principle be used to infer scatterer size~here,
trabecular width!, similar to methodology successfully em-
ployed by Insana and co-workers to evaluate sizes of differ-
ent scattering components in the kidney.36–38 However, sev-
eral factors would make accurate, diagnostically useful
determination of trabecular width extremely challenging.
First, the size of the calcaneus is rather small, limiting the
quantity of data that can be averaged for backscatter coeffi-
cient estimation. Second, the high attenuation coefficient of
calcaneus limits the bandwidth of frequencies available for
analysis.

Figure 7 illustrates the potential diagnostic utility of the
backscatter coefficient measurement. That is, higher back-
scatter coefficients are associated with denser bones. This
result reinforces a previously published finding in normal
individuals in vivo in which a measure of the magnitude of
ultrasonic backscatter was found to correlate highly with
bone density assessed using QCT.19

ACKNOWLEDGMENTS

The author is grateful for funding provided by the US
Food and Drug Administration Office of Women’s Health. In
addition, the suggestions of Matthew Myers, FDA, and Wil-
liam Sacks, FDA, are greatly appreciated. The author also
thanks Tim Hall, University of Kansas, for providing the
phantom used in this work.

FIG. 7. Frequency-dependent experimental measurements for backscatter
coefficients for two subgroups of the bone samples: the eight lowest density
~circle! and the eight highest density~1!. Both subgroups exhibit essentially
the same frequency dependence. The high-density group backscatters more
strongly in a uniform fashion throughout the set of frequencies employed.
Error bars denote standard errors of measurements.
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A finite-difference time-domain model for ultrasonic pulse propagation through soft tissue has been
extended to incorporate absorption effects as well as longitudinal-wave propagation in cartilage and
bone. This extended model has been used to simulate ultrasonic propagation through anatomically
detailed representations of chest wall structure. The inhomogeneous chest wall tissue is represented
by two-dimensional maps determined by staining chest wall cross sections to distinguish between
tissue types, digitally scanning the stained cross sections, and mapping each pixel of the scanned
images to fat, muscle, connective tissue, cartilage, or bone. Each pixel of the tissue map is then
assigned a sound speed, density, and absorption value determined from published measurements and
assumed to be representative of the local tissue type. Computational results for energy level
fluctuations and arrival time fluctuations show qualitative agreement with measurements performed
on the same specimens, but show significantly less waveform distortion than measurements.
Visualization of simulated tissue–ultrasound interactions in the chest wall shows possible
mechanisms for image aberration in echocardiography, including effects associated with reflection
and diffraction caused by rib structures. A comparison of distortion effects for varying pulse center
frequencies shows that, for soft tissue paths through the chest wall, energy level and waveform
distortion increase markedly with rising ultrasonic frequency and that arrival-time fluctuations
increase to a lesser degree. ©1999 Acoustical Society of America.@S0001-4966~99!03212-9#

PACS numbers: 43.80.Qf, 43.80.Cs, 43.58.Ta, 43.20.Fn@FD#

INTRODUCTION

Echocardiography is widely employed for diagnosis of
cardiac diseases including valvular defects, pericardial effu-
sion, and wall motion abnormalities.1–3 Commonly, echocar-
diography is performed noninvasively through the chest
~transthoracic! using an external probe placed on the chest
wall. The chest wall, however, can considerably degrade im-
age quality because acoustic paths between the skin and
heart may contain ribs and cartilage as well as inhomoge-
neous muscle and fatty tissue. The result is that as many as
10–30% of patients cannot be successfully imaged with
present transthoracic techniques.4 This limitation of transtho-
racic echocardiography has led to the development of transe-
sophageal echocardiography, in which the heart is imaged by
a transducer inserted into the esophagus.1–4 Although transe-
sophageal echocardiography provides superior image qual-

ity, resulting in high diagnostic sensitivity and specificity,
the invasiveness of the procedure is accompanied by in-
creased risk.3–6 For this reason, improvements in the nonin-
vasive transthoracic approach are desirable, for example, by
the development of methods to compensate for image degra-
dation caused by the chest wall.

An understanding of ultrasonic aberration produced by
the chest wall is important to the development of appropriate
compensation methods for transthoracic ultrasonic imaging.
Direct measurements of ultrasonic distortion produced by
chest wall specimens7,8 have been helpful. Results reported
in Ref. 7 show that propagation through the chest wall causes
substantial beam distortion. However, that study did not dis-
tinguish the effect of soft tissue from effects caused by rib
structures. In Ref. 8, a detailed study of distortion caused by
soft tissue paths indicates that soft tissue distortion in the
chest wall is substantially less than the corresponding distor-
tion in the human abdominal wall. However, distortion
caused by ribs was only treated qualitatively in the latter

a!Present address: Department of Meteorology, The Pennsylvania State Uni-
versity, University Park, PA 16802.
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study because the physical mechanisms of rib-induced dis-
tortion could not be adequately described by the method re-
ported there. Although a model of ultrasound propagation in
the chest wall has previously been described,9 that model is
based on coarse depictions of chest wall morphology includ-
ing homogeneous tissue layers and evenly-spaced,
uniformly-shaped ribs. These previous experiments and
simulations, therefore, have left gaps in the current knowl-
edge about the physical causes of ultrasonic wavefront dis-
tortion caused by the chest wall.

Recent work on the simulation of ultrasonic pulse
propagation10–12 has provided insight about the wavefront
distortion caused by the human abdominal wall. Although
these studies have provided specific information about the
relationships between soft tissue morphology and ultrasonic
wavefront distortion, the work is not fully applicable to dis-
tortion caused by the human chest wall. The morphology of
chest wall soft tissue is different from that of the abdominal
wall in ways that can affect ultrasonic wavefront distortion.8

Furthermore, imaging through the chest wall is complicated
by ribs that limit the usable acoustic window size and cause
scattering and reflection.

The study reported here applies quantitative simulation
methods, similar to those presented in Refs. 10 and 12, to
anatomically detailed chest wall models that include the ribs.
Accurate depiction of rib–ultrasound interactions requires
not only representation of the strong reflections associated
with sound speed and density contrast between ribs and soft
tissue ~already accurately modeled by the finite difference
method of Ref. 10!, but also modeling of the strong losses
associated with propagation through bone and cartilage. For
this reason, the finite-difference method described in Ref. 10
has been extended to include tissue-dependent absorption.
Quantitative descriptions of the distortion caused by soft tis-
sues are obtained by statistical analysis of simulated distor-
tion. Visualizations of wavefronts propagating through maps
of chest cross sections provide evidence about physical rela-
tionships between wavefront distortion and the morphology
of ribs and soft tissue structures in the chest wall. Further
insight about wavefront distortion mechanisms is provided
by a comparison of distortion results for incident pulses of
different center frequencies.

I. THEORY

Ultrasonic pulse propagation through the human chest
wall is modeled here using the equations of motion for a
fluid of variable sound speed, density, and absorption. The
tissue is assumed motionless except for small acoustic per-
turbations. Absorption is included using an adaptation of the
Maxwell solid model,13 in which all absorption effects are
represented by a single relaxation time. This assumption re-
sults in frequency-independent absorption characteristics.
Equivalent treatments of tissue-dependent absorption have
been employed by a number of previous models for ultra-
sonic propagation in biological tissues.14–16For such a fluid,
the linearized equations of mass conservation, momentum
conservation, and state can be combined to obtain the first-
order, two-dimensional, coupled propagation equations,

]p~x,y,t !

]t
1r~x,y! c~x,y!2

“•v~x,y,t !

52a~x,y! p~x,y,t !, ~1!

r~x,y!
]v~x,y,t !

]t
1“p~x,y,t !50. ~2!

Here,p(x,y,t) is the acoustic perturbation in fluid pressure,
v(x,y,t) is the vector acoustic particle velocity,r(x,y) is the
ambient density,c(x,y) is the ambient sound speed, and
a(x,y) is an absorption coefficient that is equivalent to the
inverse of a spatially-dependent relaxation timet(x,y).

The absorption coefficienta, defined as a real quantity,
is related to the energy lost per unit length as follows. The
propagation equations~1! and ~2! lead, for plane-wave
propagation of the formp5ei (kx2vt), to the dispersion rela-
tion
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v

c
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v
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wherek is the complex wavenumber,v is the ~real! radial
frequency 2p f , andc is the ~real! sound speed. The imagi-
nary part of the wavenumberk is the absorption in nepers per
unit length. Thus, the absorption parametera can be ob-
tained by a numerical solution of the equation
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Solution of Eq.~4! results in wavenumbers having a real part
that differs fromv/c. Since this discrepancy is less than 1%
over the range of tissue properties employed in the present
study, use of absorption coefficients computed from Eq.~4!
does not significantly affect propagation characteristics ex-
cept by adding the specified absorption.

Equations~1! and~2! were solved numerically using the
finite-difference time-domain~FDTD! method described in
Refs. 10 and 17. This method is a two-step MacCormack
predictor–corrector algorithm that is fourth-order accurate in
space and second-order accurate in time. The computations
employed a spatial step size of 15 points per wavelength at
the pulse center frequency of 2.3 MHz. Time step sizes were
computed using a Courant–Friedrichs–Lewy number of
0.25. Further details on this class of finite difference algo-
rithms can be found in Refs. 18–20.

The initial condition was chosen to model the experi-
mental configuration in Ref. 8, in which a spatially broad,
nearly planar wavefront was emitted from a wideband,
pulsed, unfocused source far from the tissue layer. The initial
wavefront was represented in the present simulation as a
plane wave pulse propagating in the1y direction:

p~x,y,0!52sin@k0~y2y0!# e2(y2y0)2/(2s2),
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where the wavenumberk0 is equal to 2p f 0 /c for a center
frequency off 0 , s is the Gaussian parameter of the pulse
temporal envelope, andu andv are thex andy components
of the vector acoustic particle velocityv. The spatial Gauss-
ian parameters was chosen to simulate the bandwidth of the
pulse used in the experiments, as discussed below in the
Method section.

The computational configuration is analogous to that de-
scribed in Ref. 10. The domain of computation is two-
dimensional, with they direction taken to be parallel to the
direction of propagation and thex direction parallel to the
initial wavefront. As in Ref. 10, periodic boundary condi-
tions were applied on the domain edges that were parallel to
the direction of propagation, while radiation boundary con-
ditions were applied on the edges perpendicular to the direc-
tion of propagation.

II. METHOD

This study employed six chest wall specimens obtained
during the autopsies of four different donors between 79 and
85 years of age at death. One specimen~4L! was from a
white female, while the others were from white males. After
the specimens were obtained, they were stored unfixed at
220 °C and thawed when needed for study. Wavefront dis-
tortion measurements were made on these and other speci-
mens as part of a study described in Ref. 8. In those mea-
surements, 2.3 MHz ultrasonic pulses generated by a 0.5-in.
piston transducer propagated through individual chest wall
specimens immersed in a 37 °C water bath and the transmit-
ted pulses were measured by a 96-element broadband cardiac
array scanned to synthesize a two-dimensional aperture. Sta-
tistics describing wavefront distortion, including arrival time
fluctuations, energy level fluctuations, and wave shape dis-
tortion, were computed for the measured pulses.

For the present study, six of the previously measured
specimens were cut into;7-mm thick cross sections using
the technique described in Ref. 10. The slices were then
fixed and stained with a modified Gomori’s trichrome stain
according to the procedure detailed in Ref. 21, so that tissue
types could be distinguished. This stain colored muscle tis-
sue red and connective tissue blue while leaving the fat its
natural color. Calcified tissue, including bone and cartilage
in the current specimens, was not differentially stained by
this technique, but the natural contrast between bone, carti-
lage, and marrow was sufficient to allow tissue mapping.
Full-color 300 d.p.i. images of the cross sections were cre-
ated by placing each stained tissue cross section directly onto
the surface of a flatbed digital scanner. Image editing pack-
ages~Adobe Photoshop, Version 3.0, and the Gnu Image
Manipulation Program, Version 1.0! were used to manually
segment the cross sectional images, i.e., to map the images
into regions that corresponded to one of six media. The me-
dia were water~representing water external to specimens or
blood inside blood vessels!, fat ~including subcutaneous fat,
fat interlaced within muscle layers, and marrow!, muscle,
connective tissue~including skin, septa, and fasciae!, carti-
lage, and bone~including cortical bone and trabeculae within
cancellous bone!.

The nomenclature employed here for the cross sections
corresponds to that of Ref. 8 for the whole specimens from
which the cross sections were taken; each cross section is
identified by a donor number together with ‘‘L’’ or ‘‘R’’ to
indicate whether the corresponding specimen was taken from
the left or right side of the breastplate. Additional numbers
were used in Ref. 8 to indicate the intercostal space used in
each measurement; here, lower-case letters are used to indi-
cate independent acoustic paths. Wavefront distortion mea-
surement results from four of the specimens employed here
~4L, 5L, 7L, and 7R! were reported in Ref. 8. Distortion
statistics for specimens 8L and 8R were not presented in Ref.
8 because of limited acoustic windows. No new measure-
ments were made for the present study; statistics describing
measured distortion are taken directly from Ref. 8.

The six segmented tissue maps are shown in Fig. 1. All
of the cross sections contain a layer of septated subcutaneous
fat below the skin. Most of the cross sections also include a
layer composed primarily of the major pectoral muscles and
their connective fasciae above the ribs. Between the ribs are
regions of muscle~internal intercostal and external intercos-
tal groups! interlaced with fat. In some cases, additional thin
layers of fat between muscle layers are apparent. Cross sec-
tions 4L and 7R are cut along the intercostal spaces parallel
to the ribs, so that in each a wide cross section of soft tissue
appears. Cross sections 5L, 7L, and 8L are cut perpendicular
to the ribs, so that each contains soft-tissue acoustic paths
with width equal to the width of the corresponding intercos-
tal spaces. Cross section 8R is cut perpendicular to the ster-
num at a location of large curvature in the ribs, so that the
ribs are diagonally sectioned. Several blood vessels appear in
cross sections 4L, 7L, 7R, and 8R; the largest of these is the
internal mammary artery.

The basic structure of the cross sections is consistent
with standard descriptions of chest wall anatomy.22,23 Ribs
appear in each cross section; each rib is composed of a ‘‘cos-
tal cartilage’’ near the sternum~shown in most of the cross
sections considered here! attached to a ‘‘true rib’’~composed
primarily of cancellous bone! at the edge farther from the
sternum. In the cross sections considered here, the costal
cartilages are primarily composed of calcified cartilage, sur-
rounded by a thin layer of cortical bone~solid, dense bone
with microscopic porous structure!, which in turn is sur-
rounded by the periosteum, a thin membrane of connective
tissue. Cross sections 7L and 7R also appear to contain a
small amount of cortical bone in the central portion of the
ribs. This phenomenon may be associated with advanced cal-
cification known to occur in aging humans.24 Cancellous
bone, composed of thin trabeculae that form macroscopic
cells filled with marrow, is seen in all the ribs of cross sec-
tion 5L, which was taken at a distance farther from the ster-
num so that the true ribs, rather than the costal cartilages,
were included in this cross section. Some cancellous bone is
also apparent within portions of the ribs of cross sections 4L
and 8R. In each case, the cancellous bone is surrounded by a
thin layer of cortical bone and by the periosteum. A portion
of the sternum, composed of cancellous bone surrounded by
cortical bone, is visible at the left side of cross section 4L.

The density and sound speed grids needed for the finite-
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difference computation were created by mapping regions of
the segmented tissue images to reference density and sound
speed values for the five tissue types and water. The water
sound speed and density employed are those of pure water at
body temperature~37.0 °C!.25,26 Sound speeds for muscle
and fat were obtained by averaging values for human tissues
given in Refs. 27 and 28. A representative sound speed for
connective tissue was determined using an empirical formula
relating collagen content to ultrasonic sound speed29 together
with a measured value for the collagen content of human
skin.30 The sound speed employed for bone was obtained
from an average of values reported in Ref. 31 for
longitudinal-wave propagation in human cortical bone. The
sound speed used here for cartilage is that given in Ref. 32 as
quoted in Ref. 27. Density values for soft tissues were deter-
mined from Ref. 33 by averaging values reported for adipose
tissue, skeletal muscle, and skin, respectively. Density values
employed for bone and cartilage are average values from
Ref. 31.

Absorption values were determined from attenuation
measurements summarized in Ref. 27 for human fat at 37 °C,
human bicep muscle at 37 °C, human skin at 40 °C, human
and bovine cartilage at 23 °C, and human skull~temperature
not reported!. Attenuation values reported at other ultrasonic
frequencies were interpolated~or, for the skull data, extrapo-
lated! to obtain values for 2.3 MHz~corresponding to the
pulse center frequency employed here and in Ref. 8! assum-
ing a linear dependence of attenuation on frequency. This
assumed linear dependence is a simplifying approximation;
tissue measurements show that attenuation varies approxi-
mately asa} f b, whereb is typically between 0.9 and 1.5

for various human soft tissues.34 The absorption for water
was estimated by extrapolating frequency- and temperature-
dependent absorption values summarized in Ref. 35 to 2.3
MHz and 37.0 °C. The values of tissue parameters employed
in the present study are given in Table I.

The finite-difference program was employed to compute
propagation of a plane wave pulse through each scanned
cross section from the skin to the peritoneal membrane,
mimicking the propagation path employed in the distortion
measurements of Ref. 8. The spatial step size of the finite-
difference grid was chosen to be 0.0442 mm, or 1/15 wave-
length in water at the center frequency of 2.3 MHz. The
temporal step size was chosen to be 0.00725ms, for an op-
timal Courant–Friedrichs–Lewy numbercDt/Dx of 0.25.20

The Gaussian parameters of the source pulse was chosen to
be 0.4766 mm in accordance with the experimentally mea-
sured pulse bandwidth~for pulses transmitted through a wa-
ter path! of 1.2 MHz. A visual comparison confirmed that the

FIG. 1. Chest tissue maps used in simulations. In each map, blue denotes skin and connective tissue, cyan denotes fat, purple denotes muscle, orange denotes
bone, and green denotes cartilage. Blood vessels appear as small water-filled~white! regions. Simulated apertures are indicated using lower-case letters for
each cross section; the letters correspond to the acoustic path labels used throughout, while the length of the arrow beneath each letter correspondsto the extent
of the simulated aperture. Smaller arrows indicate 55-element~11.60-mm! apertures while large arrows indicate 68-element~14.28-mm! apertures.

TABLE I. Assumed physical properties for each tissue type employed in the
simulations.

Tissue
type

Sound speed
~mm/ms!

Density
~g/cc!

Absorption
~dB/mm!

Water 1.524 0.993 0.0007
Fat 1.478 0.950 0.12
Muscle 1.547 1.050 0.21
Connective 1.613 1.120 0.37
Cartilage 1.665 1.098 0.97
Bone 3.540 1.990 4.37
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simulated pulse closely matched the measured pulses in
shape and length.

Each simulation was performed on a workstation with
128 MB of random-access memory. Finite-difference grids
on the order of 150031000 points were employed. At each
time step, the wave field was updated on a grid subset chosen
to include the entire support of the acoustic wave but to
exclude quiescent regions. The entire pressure field was
saved as a raster image at intervals of 0.725ms for later
visualization. The computation time for each simulation was
on the order of five hours.36

Signals were recorded for 8.62ms at a sampling fre-
quency of 138 MHz by simulated apertures with dimensions
close to those in the experimental study of Ref. 8. Positions
of all simulated apertures employed are sketched in Fig. 1.
The simulation of receiving elements was performed by in-
tegrating the locally-computed pressure over the element
pitch of 0.21 mm. For cross sections cut parallel to the ribs,
the simulated apertures contained 68 elements for an aperture
width of 14.28 mm. For cross sections cut perpendicular to
the ribs, 55 simulated elements were used to form 11.55 mm
apertures. Element directivity effects were implicitly incor-
porated by the integration of acoustic fields over the width of
each element; the resulting directivity functions correspond
to those for an idealized line element of width 0.21 mm.

A one-dimensional version of the reference waveform
method10,37was used to calculate the arrival time of the pulse
at each receiving position in the simulation data. In this
method, the relative arrival time of each received waveform
is computed by cross-correlation with a reference waveform.
The arrival time fluctuations across the receiving aperture are
then calculated by subtracting a linear fit from these calcu-
lated arrival times, and the root-mean-square value of these
fluctuations is computed. Energy level fluctuations in the
data were calculated by summing the squared amplitudes of
each waveform over a 2.4-ms window that isolated the main
pulse, converting to decibel units, and subtracting the best
linear fit from the resulting values. As for polynomial fits
previously employed in wavefront distortion measurements,8

the purpose of the linear fit removal in each case was to
compensate for gross changes in tissue thickness across the
array. Variations in pulse shape across the aperture were
evaluated using the waveform similarity factor;37 this quan-
tity, which can be considered a generalized cross-correlation
coefficient, has a maximum of unity when all received wave-
forms are identically shaped.

To test the frequency dependence of chest wall wave-
front distortion, propagation through eight portions of speci-
mens, each containing only soft tissue, was also computed
for wavefronts having center frequencies of 1.6 and 3.0
MHz. In each case, the initial wavefront was chosen to have
the same temporal envelope as above. The absorption coef-
ficient at these frequencies for each tissue type was extrapo-
lated from the value employed at 2.3 MHz using the assump-
tion that absorption depended linearly on the center
frequency. The spatial and temporal sampling rates were also
varied in inverse proportion to the pulse center frequency.
All runs were otherwise identical in configuration and pro-
cessing to those described above.

III. RESULTS

Simulated wavefront distortion results for 13 soft tissue
paths~i.e., paths in which wavefront distortion was not sig-
nificantly influenced by the ribs! are shown in Table II.
These results indicate that soft tissue paths cause a wide
range of wavefront distortion effects depending on the spe-
cific morphology of each path. For instance, path 7R-c
causes arrival time and energy level fluctuations that are
more than twice the magnitude of those caused by the adja-
cent path 7R-d. This difference is thought to arise from mor-
phological features, including muscle tissue with interlaced
fat and a large amount of connective tissue, of the tissue
within path 7R-c. Also notable is that the specimen thickness
does not closely correspond to variations in distortion. The
largest rms arrival time fluctuation and lowest waveform
similarity factor, for example, are caused by path 4L-c,
which has an average thickness less than the mean for all the
tissue paths.

Wavefront distortion statistics for the 13 soft tissue
paths are graphically summarized in Fig. 2 together with
corresponding statistics for all of the soft tissue measure-
ments reported in Ref. 8. This comparison indicates that
wavefront distortion caused by soft tissues in the chest wall
simulations is comparable to measured distortion. Arrival
time fluctuations and energy level fluctuations for simulated
distortion are slightly less than measured values, but mean
values of both fluctuations for the simulations fall well
within one standard deviation of the corresponding mean
fluctuation for the measurements. The waveform similarity
factor, however, is substantially higher for simulations than
measurements, indicating that simulated waveforms were
distorted considerably less than measured waveforms. Corre-
lation lengths for the simulated distortions are somewhat less

TABLE II. Statistics of simulated wavefront distortion caused by thirteen
soft tissue paths within chest wall cross sections. The ‘‘Path’’ column shows
the cross section label and aperture letter for each path; these labels corre-
spond to those shown in Fig. 1. The statistics shown include the average
specimen thickness for the tissue path considered, rms values and correla-
tion lengths~CL! of the arrival time fluctuations~ATF! and the energy level
fluctuations~ELF!, the waveform similarity factor~WSF!, and the total at-
tenuation.

ATF ELF

Path
Thickness

~mm!
rms
~ns!

CL
~mm!

rms
~dB!

CL
~mm! WSF

Attenuation
~dB!

4L-c 15.4 32.0 0.60 1.98 1.68 0.981 5.62
4L-d 12.7 10.0 2.58 0.46 1.23 0.999 4.08
4L-e 16.0 10.0 1.37 1.61 1.74 0.998 5.26
4L-f 17.0 17.3 2.48 0.92 1.61 0.999 5.33
5L-a 11.0 11.6 0.95 1.51 1.13 0.991 4.29
5L-c 15.0 14.8 1.03 1.15 1.19 0.996 5.01
7L-a 16.2 16.8 2.64 0.95 1.29 0.999 5.46
7L-b 14.9 22.5 2.66 1.19 1.61 0.998 4.91
7R-c 17.7 17.4 1.77 2.52 2.07 0.997 5.83
7R-d 21.0 8.3 1.10 0.85 1.79 0.999 7.07
7R-e 24.7 13.7 1.37 1.06 1.62 0.997 8.69
8R-a 23.8 26.6 1.78 2.58 1.40 0.992 7.76
8R-b 22.2 29.9 1.44 1.95 1.11 0.989 6.09

Mean 17.5 17.8 1.67 1.44 1.50 0.995 5.80
St. Dev. 4.2 7.8 0.71 0.66 0.30 0.005 1.33
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than measured values. However, consistent with measure-
ments, the mean correlation length of the simulated arrival
time fluctuations is greater than that for the simulated energy
level fluctuations.

As in Ref. 8, rib structures were found to cause much
more distortion than soft tissue alone. The varied nature of
distortion caused by rib effects is illustrated in Fig. 3, which
shows three representative sets of measured signals for speci-
men 8L. These measurements were made during the study
reported in Ref. 8. The first panel shows 96 adjacent mea-
sured signals, along the array direction~approximately par-
allel to the ribs! for propagation through a tissue path within
an intercostal space. The signals are not severely distorted;
secondary arrivals are discernible, but are of lower amplitude
than the main arrival. The second panel shows 96 measured
signals for an elevation over a rib. Here, all signals are se-
verely distorted. Multiple arrivals, as well as high-amplitude
spatially-random fluctuations, are seen. The third panel
shows 50 measured signals along the elevation direction
~perpendicular to the ribs!, centered over the soft tissue be-
tween the ribs. Here, the main wavefront is curved rather
than straight, an additional arrival behind the main wavefront
is seen, and portions of the signals from over the ribs~at both
edges of the panel! are advanced relative to the signals from
the central soft tissue region.

The present simulations allow more detailed qualitative
and quantitative investigation of rib effects than were pos-
sible from the previous measurements. Propagation through
two rib-influenced paths is illustrated in Figs. 4 and 5, in
which computed ultrasonic pulses are superimposed on por-
tions of the tissue maps from Fig. 1.~Similar visualizations
of propagation through soft human body wall tissue were
shown in Ref. 10.!

Figure 4 shows propagation through a thin rib, com-
posed chiefly of cancellous bone, in cross section 5L~corre-
sponding approximately to path 5L-b!. A strong reflection

FIG. 2. Summary of distortion statistics for soft tissue
paths. The bar chart shows mean values of the rms ar-
rival time fluctuations~ATF!, rms energy level fluctua-
tions ~ELF!, correlation lengths~CL! of these fluctua-
tions, and waveform similarity factors~WSF! for the
simulations performed in the present paper and the ex-
periments reported in Ref. 8. Error bars indicate a range
of plus or minus one standard deviation from the mean.

FIG. 3. Measured waveforms for three propagation paths in specimen 8L.
Each panel shows received waveforms on a bipolar logarithmic gray scale
with a dynamic range of 40 dB. The horizontal range shown in each panel is
20 mm and the vertical range shown is 6.4ms. ~a! Tissue path between two
ribs, in azimuth direction~parallel to ribs!. ~b! Path including a rib, azimuth
direction. ~c! Tissue path including intercostal space between two ribs, el-
evation direction~perpendicular to ribs!.
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FIG. 4. Simulated propagation through the central rib in cross section 5L~path 5L-b!. Panels~a!–~d! show instantaneous acoustic pressure fields at successive
intervals of 2.17ms. Each panel shows an area that spans 20.32 mm horizontally and 14.58 mm vertically. Logarithmically compressed wavefronts are shown
on a bipolar scale with black representing minimum pressure, white representing maximum pressure, and a dynamic range of 57 dB.

FIG. 5. Simulated propagation through an intercostal space in cross section 8L~path 8L-b!. Panels~a!–~d! show instantaneous wavefields at successive
intervals of 3.62ms. Each panel shows an area that spans 28.27 mm horizontally and 21.20 mm vertically. Wavefronts are shown using the same format as
in Fig. 4.
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occurs at the first interface between bone and soft tissue,
removing a substantial amount of energy from the main
wavefront. The small, high-contrast trabeculae within the rib
cause considerable scattering, as can be observed in panel~b!
of Fig. 4. The scattering causes random fluctuations behind
the main wavefront; these fluctuations somewhat resemble
those seen in the measured data of Fig. 3~b!. After passing
through the rib, as seen in panels~c! and ~d! of Fig. 4, the
central portion of the wavefront shows substantial attenua-
tion and distortion. However, the average arrival time of the
wavefront is not greatly changed by propagation through the
rib, but is advanced by only about one-half period. This phe-
nomenon apparently occurs because the influence of the
‘‘slow’’ marrow ~modeled here as fat! counteracts the influ-
ence of the ‘‘fast’’ trabeculae. Noteworthy is that the pre-
dominant ultrasonic wavelength has increased after propaga-
tion through the rib, so that the effective center frequency of
the wavefront has been lowered. Since the absorption model
used in the present study includes only frequency-
independent absorption, the loss of short-wavelength compo-
nents in this simulation results only from frequency-
dependent scattering caused by the trabeculae.

Propagation within path 8L-b, which includes two larger
ribs and the corresponding intercostal space, is illustrated in
Fig. 5. At the position of the cross section, these ribs are
composed primarily of cartilage and surrounded by a thin
layer of cortical bone. Since the cartilage and bone of these
ribs are modeled as homogeneous structures, small-scale
scattering within these tissues did not occur in this simula-
tion. Instead, the wavefront is reflected from interfaces be-
tween cartilage, bone, and soft tissue.

The visualization shown in Fig. 5 provides physical rea-
sons for all the rib-related distortion phenomena seen in the
measured data of Fig. 3~c!. The wavefronts propagating
through the ribs show greater attenuation than that in Fig. 4,
both because of the high absorption of the ribs and because
of the reflections noted above. These wavefronts are also
advanced relative to the wavefront propagating through the
intercostal space, because of the higher sound speed of both
bone and cartilage. The wavefront propagating through the
intercostal space is distorted somewhat by the inhomoge-
neous soft tissue path, as can be observed in panels~b! and
~c!. However, much greater distortion results from interac-
tion between the wavefront and the ribs. A rightward-
propagating reflection, seen in panels~b! and ~c!, combines
with the main wavefront in panel~d! to result in severe dis-
tortion at the right side of the central wavefront. A leftward-
propagating reflection from the other rib is also apparent.
Furthermore, diffraction from the edges of the ribs results in
large curvature of the soft tissue wavefront.

Distortion and attenuation statistics for a variety of
simulations employing rib-influenced paths are shown in
Table III. Footnotes in Table III indicate physical causes of
distortion present within each path. A variety of distortion
and attenuation mechanisms are illustrated. Propagation
through small intercostal spaces~paths 4L-a, 8L-b, 8L-f, and
7R-a! causes diffraction effects that introduce substantial
curvature into the wavefront, as seen in Fig. 5. This large-
scale wavefront curvature is associated with large arrival

time fluctuation values although the wavefronts generally ap-
pear to be locally smooth. Interference between directly-
transmitted and rib-reflected wavefronts~paths 4L-a, 8L-b,
8L-d, 8L-f, and 7R-a! introduces arrival time, energy level,
and waveform distortion substantially greater than that for
soft tissue paths without ribs. Propagation through cancel-
lous bone~paths 4L-a, 4L-b, 5L-b, and 8R-c! results in con-
siderable attenuation and large waveform distortion, while
propagation through cortical bone and cartilage~paths 4L-a,
4L-b, 8L-a, 8L-c, 8L-e, 8L-g, 7L-c, 7R-a, 7R-b, and 8R-c!
results in even larger attenuation but smaller distortion.
Where bone is embedded within cartilage~paths 7L-c and
7R-b!, additional scattering also occurs. For the path includ-
ing a large bone inclusion~path 7R-b!, this scattering results
in an extremely high energy level and waveform distortion.

Computed frequency-dependent wavefront distortion
statistics are summarized in Fig. 6. Tissue paths used for
these computations, none of which include rib structures, are
those labeled 4L-d, 4L-f, 5L-a, 5L-c, 8R-a, 8R-b, 7L-a, and
7L-b in Fig. 1. The results shown in Fig. 6 indicate that
arrival time fluctuations, energy level fluctuations, and wave-
form distortion all become more severe with increasing pulse
frequency. The most dramatic change is in the energy level
distortion; on average, the rms energy level fluctuations for
the 3.0-MHz signals are 2.3 times those for the 1.6-MHz
signals. Correlation lengths of both arrival time and energy
level fluctuations decrease with frequency, so that the pre-
dominant length scales of ultrasonic wavefront distortion are
seen to decrease with the ultrasonic wavelength. As with the
rms distortion statistics, the most dramatic frequency-
dependent change is in the energy level fluctuations. Still,
even the high-frequency pulses here show substantially

TABLE III. Statistics of simulated wavefront distortion caused by fourteen
tissue paths including rib structures. The footnotes associated with the label
for each path indicate morphological features and physical phenomena that
affected the wavefront distortion computed for that path. The format is
analogous to that in Table II.

ATF ELF

Path
Thickness

~mm!
rms
~ns!

CL
~mm!

rms
~dB!

CL
~mm! WSF

Attenuation
~dB!

4L-aa,b,c,d 21.0 260.3 3.00 2.58 2.72 0.968 15.33
4L-bb,c 17.6 161.9 1.90 4.16 1.49 0.641 43.35
5L-bb 14.2 92.5 0.69 3.06 1.92 0.775 26.87
7L-cc,e 17.8 47.2 1.58 5.33 2.04 0.958 19.66
7R-aa,c,d 30.4 123.1 2.12 3.80 1.78 0.960 16.57
7R-bc,e 24.3 165.6 2.71 6.88 2.07 0.274 43.06
8L-ac 25.3 113.9 1.18 7.75 2.29 0.907 32.44
8L-ba,d 22.8 109.7 2.05 3.43 1.22 0.974 10.28
8L-cc 28.8 134.0 2.75 3.04 1.57 0.944 40.47
8L-dd 23.6 78.9 0.64 3.06 1.55 0.950 6.78
8L-ec 26.4 208.8 1.91 3.62 1.50 0.810 44.27
8L-fa,d 28.5 169.9 1.79 5.02 1.95 0.916 10.70
8L-gc 27.6 210.8 1.40 3.36 1.35 0.892 44.22
8R-cb,c 24.9 81.4 2.08 2.76 1.25 0.962 44.32

aSmall intercostal spaces.
bCancellous bone.
cCortical bone and cartilage.
dStrong rib reflections.
eCortical bone within cartilage.
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smaller distortion than that previously observed in experi-
ments and simulations for the human abdominal wall.10–12,38

IV. DISCUSSION

As with earlier simulations of propagation through
tissue,10,12 the current study shows qualitative agreement
with measured wavefront distortion results for similar
specimens.8 However, the accuracy of the present model is
limited by simplifications of true tissue structure. In particu-
lar, the computational model here does not account for prop-
erty variations within tissue types, tissue microstructure, or
three-dimensional tissue structure. Each of these simplifica-
tions limits the ability of the present model to precisely
mimic experimentally measured ultrasonic wavefront distor-
tion. These limitations are discussed, with respect to soft
tissues, in Ref. 10.

The modeling of ribs adds additional complication. In
the current study, individual trabeculae were assumed to be
composed of tissue having properties identical to cortical
bone, an assumption known as Wolff’s hypothesis.39 The
validity of this hypothesis has been questioned;40,41however,
measured elastic properties of individual trabeculae vary
widely40,41 and recent work42 has provided support for
Wolff’s hypothesis. Thus, the properties employed here for
trabecular bone can be regarded as reasonable order-of-
magnitude estimates. Likewise, the modeling of marrow as
fat tissue is a simplifying assumption that may have limited
validity, although available data suggest that the density and
sound speed of marrow are close to those for other adipose
tissues.31 In addition, the present model for cartilage is based
on measurements of normal cartilage, while the cartilage
present in the specimens employed here was calcified due to
the age of the donors. However, density measurements made
on eight representative samples of calcified cartilage~two
from specimen 7R, four from specimen 1R,8 and two from
an unused specimen! resulted in an average density of
0.00111 kg/m3, which is different by only 1% from the den-

sity assumed here. Since sound speed in calcified tissue has
been empirically shown to be directly related to density,43,44

this small change in density suggests that the acoustic prop-
erties of the calcified cartilage in our specimens is close to
that for normal cartilage.

The computations reported here model the chest wall as
a fluid of variable sound speed, density, and compressibility.
This model implicitly neglects shear wave propagation. The
neglect of shear waves in soft tissues is believed to be justi-
fied because the absorption of shear waves in soft tissues is
much greater than absorption of longitudinal waves.45,46 In
calcified tissues, however, significant shear waves are known
to be generated.47,48 In the current scattering configuration,
some shear waves are likely generated wherever the rib sur-
face is far from parallel to the wavefront. However, since
shear wave absorption has been found to be somewhat larger
than longitudinal wave absorption for ultrasonic propagation
in bone,47 the significance of shear-wave propagation within
bone on transmitted ultrasonic wavefronts is questionable.
For this reason, omission of nonlongitudinal waves in the
present study, as in another computational study of ultrasonic
scattering from bone,49 is believed to be justified; however,
further study would be required to confirm this assumption.

The absence of frequency-dependent absorption is a pos-
sible source of error in the present estimates of total tissue
attenuation, energy level fluctuations, and waveform distor-
tion. However, since absorption in tissue increases approxi-
mately linearly with frequency, lower absorption for fre-
quency components below the pulse center frequency would
nearly cancel higher absorption for frequency components
above the center frequency, so that the average absorption
incurred by a wideband pulse should still be computed with
fair accuracy. For this reason, the absence of frequency-
dependent absorption in the calculations reported here is not
considered to be a significant source of error in the computed
attenuation or energy level fluctuation curves. Still, the in-
clusion of frequency-dependent absorption would result in

FIG. 6. Summary of simulated frequency-dependent
distortion results. Mean rms arrival time fluctuations
~ATF!, energy level fluctuations~ELF!, correlation
lengths~CL! of these fluctuations, and waveform simi-
larity factors ~WSF! are shown for each of the three
pulse frequencies investigated. Error bars indicate a
range of plus or minus one standard deviation from the
mean.
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additional waveform distortion effects. The lack of this effect
is a likely reason for the lower waveform distortion~higher
waveform similarity factors! obtained from simulations as
compared to measurements. However, the absence of
frequency-dependent absorption effects allowed frequency-
dependent scattering effects to be clearly quantified sepa-
rately from absorption effects.

Although the simulations were planned to match the
measurements of Ref. 8 closely, a number of differences re-
main. The most important of these, as discussed in Ref. 10, is
that the simulations were performed using a two-dimensional
tissue model while the measurements were inherently three-
dimensional. Other differences include details of the source
waveform and wavefront shape, variations in the specimen
orientations and the regions interrogated, and variations in
the distance between the specimen and the real or simulated
receiving aperture. All of these differences could contribute
to discrepancies between measurements and simulations.

In general, most of the simplifying assumptions in the
present tissue model are likely to result in underestimation of
wavefront distortion produced by the human chest wall. The
incorporation of tissue microstructure, spatially-dependent
acoustic properties for each tissue type, shear wave propaga-
tion in bone and cartilage, three-dimensional propagation,
and frequency-dependent absorption could all result in
greater spatial and temporal variations in the propagating
acoustic fields, so that these features could produce simu-
lated distortion with characteristics closer to measurements.
For this reason, distortion statistics computed using the
present tissue model should be interpreted as lower limits for
the statistics of distortion occurring in real chest wall tissue.

Additionally, some of the discrepancy between simu-
lated and measured distortion may be explained by the non-
uniform characteristics of the receiving transducer employed
in the measurements.8 The water-path measurements re-
ported in Ref. 8 show arrival time fluctuations~mean 2.21
ns! and energy level fluctuations~mean 0.36 dB!; although
small, these fluctuations are comparable to the difference be-
tween the average measured and simulated fluctuations.
Thus, compensation for arrival time and energy level fluc-
tuations due to transducer irregularities could reduce mea-
sured distortion to levels closer to the simulations. Also, the
waveform similarity factor for water path measurements was
0.991,8 which indicates greater waveform distortion than the
average value of 0.995 computed here for soft tissue paths.
Thus, compensation of the measured data for transducer
impulse-response variations could raise the measured wave-
form similarity factor to a value in closer agreement with
simulations.

Previous experimental measurements of wavefront dis-
tortion caused by the human chest wall8 have suggested that
distortion caused by chest wall soft tissues is less severe than
that caused by the human abdominal wall.11,38 This differ-
ence has been observed to occur even though average speci-
men thicknesses were comparable in chest wall8 and abdomi-
nal wall11,38 measurements. The present results provide
support for these results; arrival time and energy level dis-
tortion by the chest wall was found here to be smaller than
that produced by the abdominal wall in previous simulation

studies.10,12 For the simulations, this difference may be par-
tially explained by the fact that the chest wall specimens
employed here are thinner on average~mean thickness 17.5
mm! than the abdominal wall cross sections employed in
Refs. 10 and 12~mean thickness 26.7 mm!. Another possible
partial explanation is that the pulse center frequency em-
ployed in abdominal wall measurements and simulations was
3.75 MHz, significantly higher than the center frequency of
2.3 MHz for the chest wall measurements and simulations.
Differences in pulse frequency and specimen thickness may
explain the discrepancy in energy level distortion between
the abdominal wall and chest wall, but do not fully explain
the discrepancy in arrival time distortion results. For in-
stance, the mean arrival time and energy level fluctuations
per unit length are 1.02 ns/mm and 0.083 dB/mm for the
present study vs 1.96 ns/mm and 0.105 dB/mm for the ab-
dominal wall cross sections of Ref. 10 and 12. Arrival time
distortion was shown here to increase only subtly with in-
creasing pulse frequency, so that this discrepancy in arrival
time fluctuations is not fully explained by pulse frequency
differences. However, energy level fluctuations increase
markedly with frequency for chest wall tissue. Thus, for
equal ultrasonic pulse frequencies, chest wall tissue should
cause energy level distortion per unit length comparable to
that caused by abdominal wall tissue.

It was suggested in Ref. 8 that chest wall morphology
may differ from abdominal morphology in a manner that
results in smaller ultrasonic wavefront distortion. The cross
sections employed here can be compared with those em-
ployed in Refs. 10 and 12 to evaluate the importance of
morphological differences between chest wall and abdominal
wall tissue. One difference between the two groups of cross
sections is the nature of the subcutaneous fat layers. The
abdominal wall cross sections generally contain thicker fat
layers, containing many more lobular structures than the
chest wall cross sections. Since the high contrast between
septa and fat causes substantial ultrasonic scattering,10–12this
morphological difference is likely to result in lower overall
energy level and waveform distortion for chest wall tissue
~although, as discussed above, the energy level distortion per
unit propagation length should be comparable!. Also, the ab-
dominal wall and chest wall cross sections have a markedly
different structure within the muscle layers that occur below
the subcutaneous fat. The abdominal wall cross sections have
many large-scale features due to aponeuroses~interfaces be-
tween muscle groups, composed of connective tissue and fat!
and large fatty regions. These large-scale features cause large
wavefront fluctuations that are associated with large rms ar-
rival time fluctuations.10,12 In contrast, muscle layers of the
chest wall cross sections considered here contain primarily
smaller-scale structures associated with small islands of in-
terlaced fatty tissue. This morphological difference may re-
sult in lower large-scale arrival time fluctuations but signifi-
cant energy level fluctuations associated with scattering,
consistent with the differences between distortion caused by
soft tissues in the abdominal wall and the chest wall.

The present results for the frequency dependence of dis-
tortion provide further insight into the importance of scatter-
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ing effects relative to large-scale structure in wavefront dis-
tortion caused by soft tissues. If wavefront distortion in the
chest wall were caused only by large-scale tissue structures,
the distortion would be roughly independent of frequency,
since propagation effects are independent of frequency in the
geometric acoustics limit. However, distortion caused by
scattering effects should increase with the pulse frequency
for inhomogeneities of size comparable to the wavelength.
Previous simulation and experimental studies10–12 on distor-
tion caused by the human abdominal wall have suggested
that energy level fluctuations and waveform distortion are
generally associated with scattering effects, while arrival
time fluctuations are predominantly caused by large-scale
path length differences. The present results, while consistent
with those conclusions, indicate that scattering plays a role in
all types of distortion considered here. Since energy level
fluctuations and waveform similarity factors exhibit more
dramatic increases in distortion with increasing pulse fre-
quency, the present results suggest that scattering is of pri-
mary importance in causing energy level and waveform dis-
tortion and of secondary importance in causing arrival time
distortion.

These results can be employed to evaluate the potential
of various approaches to improve echocardiographic imag-
ing. Available acoustic windows for transthoracic imaging
are severely limited by the presence of the ribs, so that image
quality cannot be significantly improved by an increase of
aperture size. The present results also indicate that use of
higher-frequency probes may provide less benefit than ex-
pected because of frequency-dependent scattering in the
chest wall.

For these reasons, aberration correction methods are po-
tentially important in transthoracic echocardiography, par-
ticularly for higher-frequency imaging. The frequency-
dependent distortion results reported here suggest that
distortion models employing single phase screens may be of
some benefit for aberration correction in echocardiography
through soft tissue paths. The relatively weak dependence of
arrival time fluctuations on pulse frequency suggests that a
large portion of arrival time variations are caused by tissue
structures too large to cause significant frequency-dependent
scattering effects. Similar conclusions regarding the impor-
tance of large-scale structures to arrival time fluctuations
have also been drawn from results presented in Refs. 10 and
12.

Still, the present results, like those from earlier
studies,10–12 suggest that single phase screens will not pro-
vide complete correction for distortion caused by soft tissues.
In particular, methods employing single phase screens will
not completely remove distortion caused by scattering. The
sharp increase of amplitude and waveform distortion with
frequency, as well as the moderate increase of arrival time
distortion with frequency, indicate that scattering effects be-
come much more important to ultrasonic aberration as imag-
ing frequencies increase. Furthermore, phase screen models
do not inherently account for distortion caused by rib struc-
tures, shown here to produce diffraction, reflection, and scat-
tering. Thus, any attempted correction using only phase

screen models is likely to provide little improvement in the
presence of strong rib-induced effects.

Other correction models that incorporate rib structures
may provide greater image improvements for the distortions
most important to echocardiography. Processing wavefronts
with techniques such as angular spectrum filtering can re-
move some spurious arrivals,50 although such computations
may be difficult to incorporate into a general correction al-
gorithm. Other possible methods include those incorporating
models of tissue structure. Models incorporating ray
acoustics9 may provide improvement, but implicitly neglect
diffraction and scattering effects, so that aberration correc-
tion would be incomplete, particularly for small intercostal
spaces. A more complete aberration correction method could
employ synthetic focusing using full-wave numerical com-
putation of acoustic fields within sufficiently accurate models
of tissue structure. This method has been implemented,
within the context of a quantitative frequency-domain in-
verse scattering method, in Ref. 51. However, the results
presented here indicate that distortion caused by soft tissue
and rib structures varies widely based on morphological
variations between~and within! individuals. Thus, for any
general correction method employing models of tissue struc-
ture, separate models of tissue structure must be constructed
for each region of interest.

V. CONCLUSIONS

A computational study of ultrasonic propagation through
the chest wall, including tissue-dependent absorption as well
as detailed anatomical cross sections, has been presented. For
soft tissue paths, computational results for arrival time dis-
tortion, energy level distortion, and correlation lengths of
these distortions are comparable to those reported in previ-
ous chest wall measurements. Both simulations and measure-
ments indicate that arrival time distortion and energy level
distortion caused by soft tissues in the human chest wall is
smaller than that caused by the human abdominal wall. Dif-
ferences in morphology between the abdominal wall and the
chest wall provide a probable explanation for this difference.

Distortion caused by rib structures is much more severe
than that caused by soft tissues. Reflections and diffraction
from rib structures complicate wavefronts that travel through
soft tissue paths adjacent to ribs and can cause arrival time
and energy level fluctuations much greater than those in-
duced by soft tissue structures. Wavefronts propagating di-
rectly through rib structures are attenuated by both internal
absorption and reflection at interfaces between bone, carti-
lage, and soft tissue. Internal scattering within rib structures
causes distortion phenomena that include severe waveform
and energy level distortion, additional attenuation, and low-
ering of the effective frequency for the transmitted pulse.
The strong dependence of distortion on the morphological
details of rib structures presents a major challenge for aber-
ration correction in echocardiography.

Simulation of propagation through soft tissue paths us-
ing three different pulse frequencies has indicated that the
distortion types investigated here have different frequency
dependence. Arrival time fluctuations increase subtly with
frequency, while energy level and waveform distortion in-
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crease greatly. Thus, a substantial portion of arrival time
fluctuations produced by the chest wall may be explained by
large-scale tissue variations, but some arrival time distortion
and most energy level and waveform distortion apparently
result from scattering. Thus, correction of wavefront distor-
tion caused by soft tissues should become both more impor-
tant and more challenging as pulse frequencies employed in
imaging systems are increased.
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Excitation and propagation of surface waves on a viscoelastic
half-space with application to medical diagnosis

T. J. Roystona)

University of Illinois at Chicago, Chicago, Illinois 60607

H. A. Mansy and R. H. Sandler
Rush Medical College, Chicago, Illinois 60612

~Received 15 June 1999; accepted for publication 10 September 1999!

An analytical solution is developed for the problem of surface wave generation on a linear
viscoelastic half-space by a finite rigid circular disk located on the surface and oscillating normal to
it. The solution is an incremental advancement of theoretical work reported in articles focused on
seismology. Since the application of interest here is medical diagnostics, the solution is verified
experimentally using a viscoelastic phantom with material properties comparable to biological soft
tissue. Findings suggest that prior estimates in the literature of the shear viscosity in human soft
tissue may not be accurate in the low audible frequency range. Measurement of wave motion on the
skin surface caused by internal biological functions or external stimuli has been studied by a few
researchers for rapid, nonintrusive diagnosis of a variety of specific medical ailments. It is hoped
that the developments reported here will advance these techniques and also provide insight into
related diagnostic methods, such as sonoelastic imaging and other methodologies that utilize
disease-related variations in tissue shear elasticity or variations in density due to gaseous inclusions.
© 1999 Acoustical Society of America.@S0001-4966~99!07712-7#

PACS numbers: 43.80.Cs, 43.80.Ev, 43.80.Qf, 43.20.Bi@FD#

INTRODUCTION

There has been limited research in the area of medical
diagnosis using surface wave behavior on human soft tissue.
Such an approach potentially can be noninvasive, rapid, and
inexpensive. For example, Lee1 and Hong and Fox2,3 have
investigated noncontact characterization of cardiovascular
dynamics using optical interferometry. Diagnosis of certain
types of edema conditions and other skin diseases, including
skin cancer, via alterations in surface wave propagation has
been studied by several groups.4–11 Other research has fo-
cused on characterizing lung edema by studying surface
wave propagation directly on the inflated pulmonary
parenchyma12 or on the chest wall.13

Exploiting changes in subsurface shear wave propaga-
tion as a means of diagnosis has also received much attention
in recent years. Several groups of researchers have utilized
low-frequency excitation of shear waves, e.g., 20 to a few
hundred Hz, coupled with Doppler ultrasonic imaging.14–16It
is sometimes referred to as ‘‘sonoelastic imaging.’’ This
method has been proposed as a technique for locating tu-
mors, which typically represent significant changes in stiff-
ness properties in otherwise acoustically homogeneous re-
gions. A localized stiffness, such as a tumor, will distort the
shear wave vibration pattern as imaged by Doppler ultra-
sound.

To support further development of these promising di-
agnostic methodologies, a better understanding of surface
wave behavior on soft biological tissue is needed in the low
audible frequency regime, 20 to 100 Hz. Above these fre-

quencies, surface waves become negligible more than a few
centimeters from the source due to the high viscosity of soft
biological tissue. Below these frequencies~the lower-
frequency limit dependent on location!, the human body is
more aptly described by a lumped parameter model17 ~or, at
least, is not reasonably approximated as a half-space!. It is
noted that surface wave behavior is relevant to subsurface
measurement schemes like sonoelastic imaging as the effects
of surface~Rayleigh! waves penetrate below the surface with
significant amplitude to frequency-dependent depths compa-
rable to their wavelength on the surface. Surface waves, like
shear waves, are predominantly dependent on shear vis-
coelastic properties and density.

A critical aspect of many of these proposed diagnostic
techniques is an understanding of how the skin surface re-
sponds to external stimulation. While the general nature of
free Rayleigh~surface! wave propagation on a viscoelastic
medium has been investigated, the problem of surface wave
generation from a typical finite surface source has not been
explicitly addressed in the literature, to the best of the au-
thors’ knowledge. A basic pedagogical problem is that of
determining the surface wave response to a disk-shaped
transducer located on the surface of a viscoelastic half-space
with human soft-tissue properties and vibrating normal to it.
A solution to the related elastic problem can be found in the
seismological literature. Seminal papers by Miller and
Pursey18,19 address this problem and, despite their date, are
frequently cited in many contemporary works. Integral rep-
resentations of the general solution for the stated disk prob-
lem were offered. Asymptotic expressions for the far field
were given in explicit form.

It is the objective of the research reported in this article
to first theoretically derive a more accurate surface wave

a!Author to whom correspondence should be addressed. Electronic mail:
troyston@uic.edu
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response function, valid for the near and far field, of an iso-
tropic viscoelastic half-space to a finite disk of radius ‘‘a’’
on the surface and harmonically vibrating normal to it. The
derivation is then validated based on experimental studies of
a viscoelastic phantom with material properties comparable
to human soft tissue. Generated theoretical results are also
used to assess the accuracy of material parameter values pre-
viously reported in the literature for human soft tissue.

I. THEORY

The problem considered here is that of a circular disk of
finite radius ‘a’ vibrating normally to the surface of an iso-
tropic, viscoelastic medium. The geometry of the problem is
depicted in Fig. 1. The theoretical derivations below repre-
sent incremental advancements to the derivations reported in
Miller and Pursey.18,19For the medium, the equation of wave
propagation may be expressed in the following form:18

~l12m!¹¹•u2m¹3¹3u5r
]2u

]t2 . ~1!

Here, u is the displacement vector,r is the density of the
medium,]/]t denotes a derivative with respect to time, and
l andm are the Lame constants of the medium. For a linear
viscoelastic material, the rate-dependent Lame ‘‘constants’’
are expressible asl(t)5l11l2]/]t and m(t)5m1

1m2]/]t where l1 , l2 , m1 , and m2 are coefficients of
volume compressibility, volume viscosity, shear elasticity,
and shear viscosity, respectively.20 The problem is solved in
the polar coordinate system depicted in Fig. 1. Thus, we have
u5@uruwuz#

T and it is noted thatuw50 and derivatives with
respect tow vanish due to axisymmetry. Hence,

¹•u5
1

r

]

]r
~rur !1

]uz

]z
~2a!

and

¹3u5S ]ur

]z
2

]uz

]r D j . ~2b!

Consider the case of harmonic force excitation of the
massless disk of amplitude per unit areaPin and circular
frequencyv such that it applies a uniform stress on the sur-
face of the medium in the circular region ofr ,a. ~It is noted
that this assumption of uniform stress may limit the accuracy
of the model to values ofa less than or comparable to surface
wavelength.! Miller and Pursey18 derive the following inte-
gral expression for wave propagation in ther andz directions

at any location in and on the surface of the medium, i.e.,z
>0. Note that time dependenceeivt is omitted wherei
5A21.
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F0~z!5~2z22h2!224z2Az22h2Az221, ~3c!

h5k2 /k1 , ~3d!

k15vAr/~l12m!, ~3e!

and

k25vAr

m
. ~3f!

In the above equations,k1 and k2 denote the wavenumbers
for compression and shear wave propagation, respectively,
andJ0 andJ1 refer to Bessel functions of the first kind. The
dummy variablez is used to denote integration over the
wavenumber domain that has been normalized with respect
to k1 .

Equation~3a! can be rewritten as follows:

uz

Pin
5

a

m E
0

`

$x1~z!e2zk1
Az22h2

1x2~z!e2zk1
Az221%J0~zrk1!dz, ~4a!

where

x1~z!52z2J1~zak1!Az221/F0~z! ~4b!

and

x2~z!5J1~zak1!Az221~h222z2!/F0~z!. ~4c!

To solve this equation, we make use of the integral expres-
sion for the Bessel function that is valid whenuarg(rzk1)u
,p/2, a reasonable assumption in this case.18 It is given by

J0~zrk1!5
2

p E
0

`

e2j2
$u~zrk1 ,j!1ū~zrk1 ,j!%dj,

~5a!

where

u~zrk1 ,j!5ei ~rk1z2~1/4!p!~2zrk11 i j2!21/2, ~5b!

ū~zrk1 ,j!5e2 i ~rk1z2~1/4!p!~2zrk12 i j2!21/2

52u~2zrk1 ,j!, ~5c!

and j is a dummy variable of the integration. Substituting
these relations into Eq.~4a! and using the fact thatx1(z) and
x2(z) are odd functions, we obtain

FIG. 1. Ideal viscoelastic half-space problem.
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UsingMATHEMATICA , a solution to the integral overj can be
found
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Here,K0 denotes the modified Bessel function of the second
kind of order 0. Thus, Eq.~3a! has been transformed into the
following equivalent expression:
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52~21!3/4e2 ip/4

a

pm E
2`

` J1~zak1!Az221

F0~z!
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The primary advantage of this expression over that of Eq.~3!
is that the Cauchy principal value theorem is now easily
applied to obtain its solution. It is assumed that the principal
values of the radicals are used in the above expressions
throughout the range of integration. This is consistent with
waves traveling away from the source when a time factor
eivt is used and is necessary for the convergence of the in-
tegrals at infinity. To ensure continuity of the integrands, the
contour of integration must be indented to pass below the
branch point at21 and above the branch point at11. Under
harmonic excitation conditions, we have

h5A$l112m11 iv~l212m2!%/~m11 ivm2!. ~9!

For realistic values of the coefficients in this expression,1h
will be located below the real axis in the 4th quadrant and
2h will be located in the 2nd quadrant above the real axis.

The poles of the integral in Eq.~8! are the zeros of the
expressionF0(z) which is a cubic equation inz2. Hence,
there are six roots. It is found, however, that for realistic
values ofh the only zeros ofF0(z) which correspond to
principal values of the radicalsAz221 and Az22h2 are
those for whichz2 is greater in magnitude thanh2. These
polesp will be located in like quadrants ash and will have
magnitude slightly greater thanh. Physically it follows that,
in this normalized wavenumber domain, polesp associated
with propagating surface or Rayleigh waves will have mag-
nitude greater thanh, which is associated with the propagat-
ing shear wave in the medium. This leads to a surface wave
of phase speed slightly less than the phase speed of the shear
wave. For the viscoelastic case with nonzero damping, con-
tour integration along the real axis with the noted indentation
about61 is needed. In the limit as damping is neglected, the
contour integration still follows the same route below nega-

tive poles and above positive poles, but it must be further
indented as indicated in Fig. 2. See Miller and Pursey18 for
further discussion of this issue.

For the case thatu5p/2, i.e., along the surface, the in-
tegral foruz /Pin given in Eq.~8! is negligible except for the
residue associated with the polep. The contour integration
can be taken counterclockwise around the 1st and 2nd quad-
rants, thus encircling the pole at2p. For the linear elastic
case, the values ofp are independent of harmonic excitation
frequencyv and are located on the real axis, requiring in-
dentation of the integral as noted above. For the linear vis-
coelastic case, the poles are no longer on the real axis, but
are a function of harmonic excitation frequency, with the
imaginary part increasing with increased excitation fre-
quency.

In Ref. 19, an asymptotic expression was used to ap-
proximate the integral of Eq.~7!. This led to results that are
asymptotically valid for ‘‘larger’’ and ‘‘small a.’’ In this
paper, the exact solution of the integral is used, which has
been obtained viaMATHEMATICA . Thus, more general ex-
pressions are given for surface waves that should be valid for
small r and largea, as well. We have the following:
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where
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]F0

]z U
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This expression agrees asymptotically with Ref. 19. The
asymptotic solution of the reference is given here for com-
parison:

FIG. 2. Location of poles and determination of contour.
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Note the approximations in Eq.~11! are with respect to the
Bessel functions in Eq.~10!. The functionJ1(pak1) is ap-
proximated withpak1/2. This may be acceptable in many
seismological applications dealing with surface wave propa-
gation on the earth caused by a highly localized excitation.
But, in the medical application, it is conceivable that
upak1u.1 or'1. In other words, the radius of the transducer
disk a may be of the same order of magnitude as the length
of the surface waves, given byLsurf52p/real(k1p). ~This
fact does also call into question the assumption made at the
beginning of the theoretical development that the disk will
impart a uniform stress in the regionr ,a. Hence, the im-
proved solution here may still have its limitations.! The ap-
proximation to K0( iprk1) includes the exponentialeiprk1

and a few other terms and is only valid for larger. For the
parameter values used in this article in Sec. III withupak1u
.1 andr .a, this approximation is reasonable.

To obtain a solution to Eq.~3b!, it is observed that
zk1J1(zrk1)52]/]r @J0(zrk1)#. It is also noted that

d

dr
@K0~2 i zrk1!#5 1
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Here,K21 and K1 denote the modified Bessel functions of
the second kind of order,21 and 1, respectively. Thus, fol-
lowing the arguments given above, the following equivalent
expression to Eq.~3b! is obtained ~assuming uarg(rzk1)u
,p/2):
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Evaluating the contour integral~finding the residue! in a
similar fashion to the case ofuz yields the following for the
case of surface waves:
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This expression agrees asymptotically with the far-field so-
lution provided in Ref. 19. The asymptotic solution of the
reference is given here for comparison:
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II. EXPERIMENT

To assess the validity of the theoretical derivations pre-
sented in Sec. I an experiment was constructed that is sche-
matically depicted in Fig. 3. The viscoelastic medium con-
sists of a gel mixture of the following composition~per liter
of water!: 70 grams gelatin, 40 gramsn-propanol, and 4
grams formaldhyde~37% solution!. This ‘‘recipe’’ for a soft-
tissue phantom is based on prior investigations.21 By taking
velocity measurements using the laser Doppler vibrometer
~Polytec model CLV-800-FF 1000!, vertical velocityu̇z can
be measured for anyr .a at the surface,z50. An imped-
ance head~PCB model 288B02! records acceleration and
force input to the Plexiglas disk atz50 and 0,r ,a. The
vibratory excitation is delivered through a stinger by an elec-
tromagnetic shaker~Labworks model ET-132-2! that is flex-
ibly suspended above the phantom. Sensor output signals are
recorded with a Hewlett-Packard 35 670 Dynamic Signal
~FFT! Analyzer, which also performs preliminary analysis.
The analyzer also provides the chirp excitation signal to the
amplifier that drives the shaker. Chirp~rapidly swept sinu-
soidal! excitation signals were used to enable extracting
frequency–amplitude–phase–time information. This al-
lowed detection of outgoing waves from the source indepen-
dent from reflections due to the finite boundaries of the phan-
tom. Beyond basic frequency-response functions available in
real time using the 35 670, more detailed analyses of the
experimental data were conducted usingMATLAB software.

FIG. 3. Schematic of experimental setup.
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III. RESULTS AND DISCUSSION

Material parameter values used to theoretically model
the gel phantom are provided in Table I. Volume compress-
ibility and density are comparable to water. Shear viscoelas-
tic constants are based on comparison to experimental sur-
face wave speed and attenuation measurements. Also given
are typical parameter values estimated by von Gierkeet al.22

to model human soft tissue. All theoretical results presented
in this section are based on the material parameter values
given in Table I gel or tissue, unless otherwise noted.

A. Gel phantom model—theory and experiment

The experimentally measured vertical particle velocity
amplitudes on the surface normalized to the disk velocity
amplitude uu̇z50(r ,v)/u̇z50(r 50,v)u as a function of dis-
tance from the sourcer and excitation frequencyv are
shown in Fig. 4. The displayed results are based on calculat-
ing the transfer function of the complete time record, during
which the excitation frequency was swept from 0 to 100 Hz.
Due to the finite dimensions of the phantom, resonant behav-
ior is detectable at the lower frequencies that cannot be pre-
dicted using the theory developed in the previous section.
This behavior could be due both in part to reflections from
the outer radial boundary of the phantom or from its finite
depth. Above about 40 Hz, due to increasing attenuation and
decreased wavelength, resonant behavior is less apparent.

In Figs. 5 and 6 experimental waveform measurements
of u̇z /F in at selected frequencies are directly compared to
theoretical predictions of Sec. I based on the developed ‘‘im-
proved theory’’ and the ‘‘asymptotic theory’’ of Miller and
Pursey.18,19Also shown are the predictions when damping is
neglected in the ‘‘improved theory.’’ Here,F in5Pinpa2 is
the force input of the disk of radiusa. The experimental
results validate the improved theory. The limitations of the
asymptotic theory are evident, particularly as frequency in-

creases and the approximation thatJ1(pak1)'pak1/2 be-
comes less valid. The limitation of the approximation for
K0( iprk1) is not as evident for this set of parameter values.
Also illustrated in these figures is the influence of the viscos-
ity term, as the rate of attenuation per radial distance is sig-
nificantly increased when viscosity is taken into account. Re-
ferring to Table I, some additional parameters that describe
the surface wave behavior are provided. The phase speed of
the surface wave,csurf can be calculated from the following
expression:

csurf5v/real~k1p!5real~pA~l112m11 i2vm2!/r!.
~16!

If the system is viscoelastic,m2Þ0, andp is complex, then it
is dispersive withcsurf dependent on frequency,v. If the
system is elastic,m250, andp is real, then it is nondisper-
sive, with phase speed independent of frequency. Note that
the dispersive nature of the phantom medium is evident, al-

FIG. 4. Experimental measurements on the phantom of the vertical particle
velocity amplitude on the surface normalized to the disk velocity as a func-
tion of excitation frequency and radial position. Amplitude in dB
520 log10 .

FIG. 5. Comparison of gel phantom experimental measurements with theo-
retical predictions of vertical particle velocity. Velocity is taken with respect
to excitation force inputu̇z /F in ~m/sN) on the surface as a function of radial
position at excitation frequencyv/2p540 Hz Key: s s s experiment;
——— improved theory with damping, ––– improved theory without
damping (m250); --- asymptotic theory with damping.

TABLE I. Soft tissue and gel phantom parameter values for the theoretical
and experimental studies.

Parameter Soft tissuea Gel phantom

l1 (N/m2) 2.63109b 2.63109b

l2 (Ns/m2) 0c 0c

m1 (N/m2) 2.53103 4.53103d

m2 (Ns/m2) 15 4e

r ~kg/m3! 1100 1000
h, p at v/2p540 Hz 6682359i , 6992375i 746282.3i , 781286.2i
csurf~m/s), Lsurf~cm) 2.20, 5.51 2.06, 5.16
h, p at v/2p560 Hz 5432354i , 5692370i 7312119i , 7652125i
csurf~m/s), Lsurf~cm) 2.70, 4.50 2.11, 3.52
h, p at v/2p580 Hz 4642335i , 4862351i 7102151i , 7442159i
csurf~m/s), Lsurf~cm) 3.17, 3.96 2.17, 2.71
h, p at v/2p5200 Hz 2782244i , 2912255i 5672253i , 5932265i
csurf~m/s), Lsurf~cm) 5.28, 2.64 2.72, 1.36
h, p whenm250
~no damping!

1020, 1067 760, 796

csurf~m/s), Lsurf~cm) 1.44, 2pcsurf /v 2.03, 2pcsurf /v

aLame constants and density based on von Gierkeet al. ~Ref. 22!.
bSame value as water~Ref. 20!. Primarily affects compression waves, not
shear waves.

cNegligible below 20 kHz~Ref. 20!.
dBased on matching surface wave speed with that observed experimentally.
eBased on matching attenuation rate with that observed experimentally.
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though its effect on phase speed is minimal for the range of
40 to 80 Hz. In terms of absolute value and trend, the phase
speed of surface waves on the phantom agrees with those
reported in the literature for human soft tissue.6,7,10,22Very
similar differences between the improved theory and
asymptotic theory were predicted for horizontal particle ve-
locity on the surface using the different theoretical models.
Unfortunately, experimental comparison was not possible
with the available instrumentation.

Having established the validity of the theoretical model,
it is now used to investigate wave propagation below the
surface. In Figs. 7 and 8, the predicted wave propagation
profiles are shown for vertical and horizontal motion as a
function of depth below the surface normalized by surface
wavelength,Lsurf. This facilitates comparison of results at

different frequencies. It also renders predictions using the
improved theory and asymptotic theory identical, since ap-
proximations in the asymptotic theory are not related to
depthz but rather to radial positionr and the radius of the
disk. While for the purely elastic case the normalized quan-
tities are independent of excitation frequency, for the vis-
coelastic case they have dependence on excitation frequency
that is pronounced in the imaginary portion of the response.
Note that vertical velocity amplitude actually increases
slightly below the surface. Horizontal motion reverses direc-
tion. Both types of motion exponentially approach zero as
depth increases. These predictions can be used to help assess
the limitations of the experimental phantom model in simu-
lating infinite half-space conditions. They can also be used to
determine what frequency of surface waves may be altered
by material anomalies located at different depths below the
surface and at different radial distances from the source. In
Fig. 9, calculations are shown of the amplitude of surface
wave vertical-particle velocityu̇z as a function of normalized

FIG. 6. Comparison of gel phantom experimental measurements with theo-
retical predictions of vertical particle velocity. Velocity is taken with respect
to excitation force inputu̇z /F in ~m/sN) on the surface as a function of radial
position at excitation frequencyv/2p580 Hz. Key: s s s experiment;
——— improved theory with damping; ––– improved theory without
damping (m250); --- asymptotic theory with damping.

FIG. 7. Comparison of gel phantom theoretical predictions of vertical par-
ticle velocity below the surface normalized to the vertical velocity amplitude
at the surface u̇z(z)/u̇z(z50) at selected excitation frequencies.
Key: ——— improved theory with damping atv/2p580 Hz; ––– im-
proved theory with damping atv/2p540 Hz; --- improved theory without
damping at any frequency.

FIG. 8. Comparison of gel phantom theoretical predictions of horizontal
particle velocity below the surface normalized to the vertical velocity am-
plitude at the surfaceu̇r(z)/u̇z(z50) at selected excitation frequencies.
Key: ——— improved theory with damping atv/2p580 Hz; ––– im-
proved theory with damping atv/2p540 Hz; --- improved theory without
damping at any frequency.

FIG. 9. Gel phantom theoretical prediction of the normalized amplitude of
vertical particle velocityuu̇z(r ,z)/u̇z(r 5a,z50)u as a function of depthz
and radial positionr. Depth and radial position normalized with respect to
surface wavelengthLsurf . Results shown forv/2p540 Hz.

3683 3683J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Royston et al.: Viscoelastic surface waves and medical diagnosis



radial distancer and depthz at v/2p540 Hz. Due to the
dispersive nature of the viscoelastic medium, results at fre-
quencies other than 40 Hz will not be identical but will be
similar since dimensions have been normalized with respect
to surface wavelength,Lsurf.

B. Theory using human soft-tissue material values
from literature

Human soft-tissue shear parameters estimated by von
Gierkeet al.22 and used by other researchers17,20are different
than those of the phantom used in the experimental study.
Oestreicher’s20 material values are used in the theoretical
model to generate the results shown in Figs. 10–14, which
are analogous to Figs. 5–9 for the gel phantom but without
the experimental data. The increased damping causes a sig-

nificantly sharper attenuation in response amplitude of the
surface wave as one moves away from the source. While the
magnitude of surface wave particle motion below the surface
relative to the surface motion is comparable to that of the gel
phantom, the imaginary portion of the response is increased.
Referring to Table I, it is noted that the increased shear vis-
cosity now has a much more significant impact on surface
wave phase velocitycsurf and corresponding wavelength
Lsurf. The human-tissue model is significantly more disper-
sive.

These results do not agree quantitatively or qualitatively
with some of the experimental measurements reported in the
literature on human soft tissue. Indeed, in von Gierkeet al.22

measurements taken over the thigh showed very little change
in surface wave phase speed over the range of 10 to 180 Hz.

FIG. 10. Comparison of soft-tissue theoretical predictions of vertical
particle velocity. Velocity is taken with respect to excitation force input
u̇z /F in ~m/sN) on the surface as a function of radial position at excitation
frequencyv/2p540 Hz. Key: ——— improved theory with damping; –––
improved theory without damping (m250); --- asymptotic theory with
damping.

FIG. 11. Comparison of soft-tissue theoretical predictions of vertical
particle velocity. Velocity is taken with respect to excitation force input
u̇z /F in ~m/sN) on the surface as a function of radial position at excitation
frequencyv/2p580 Hz. Key: ——— improved theory with damping; –––
improved theory without damping (m250); --- asymptotic theory with
damping.

FIG. 12. Comparison of soft-tissue theoretical predictions of vertical
particle velocity below the surface normalized to the vertical velocity am-
plitude at the surfaceu̇z(z)/u̇z(z50) at selected excitation frequencies.
Key: ——— improved theory with damping atv/2p580 Hz; ––– im-
proved theory with damping atv/2p540 Hz; --- improved theory without
damping at any frequency.

FIG. 13. Comparison of soft-tissue theoretical predictions of horizontal
particle velocity below the surface normalized to the vertical velocity am-
plitude at the surfaceu̇r(z)/u̇z(z50) at selected excitation frequencies.
Key: ——— improved theory with damping atv/2p580 Hz; ––– im-
proved theory with damping atv/2p540 Hz; --- improved theory without
damping at any frequency.
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Additionally, in a stroboscopic photograph of response to
excitation at 62 Hz, three crests and troughs of a surface
wave propagating away from a piston source are clearly vis-
ible. Von Gierkeet al.22 used several different approximate
techniques that led to estimates ofm2 ranging from 2.5–50
Ns/m2. These estimates were primarily based on impedance
measurements at the surface, not surface wave behavior. In
other studies of surface waves in soft tissue, values ofm2

52.5 to 5 Ns/m2 have been employed to obtain a good match
between computation and experiment.4,10 Some estimates
based on sonoelastic imaging have also been in this range.15

In other words, if one does use the soft-tissue parameters
reported in von Gierkeet al.22 and given in Table I of this
paper, one does not get the experimental results reported by
von Gierkeet al.22 and others, at least in regard to surface
wave speed and attenuation measurements.

Perhaps a more valid measure is the ratio ofm2 to m1 .
Experimental data found in von Gierkeet al.22 and
elsewhere15 support this. While values ofm1 and m2 may
vary by several factors for soft tissue from different parts of
the anatomy or from the same location but based on different
testing methods, the ratio ofm2 to m1 is somewhat consistent
~though not exact given the variability of biological tissue!.
It is this ratio that is an indicator of attenuation per cycle. For
a value ofm152500 N/m2, the observation made here that
m2515 Ns/m2 is too high is consistent with the experimental
findings reported in the literature, even those of von Gierke
et al.22

Finally, the limited applicability of this study to the bio-
logical condition is noted. The model of a viscoelastic iso-
tropic half-space does not take into account the layered
variation of viscoelastic properties one encounters when
moving from the skin surface through its layers to underlying
tissue. Incorporation of these complicating effects is cur-
rently under investigation.

IV. CONCLUSION

An analytical solution has been developed and experi-
mentally verified for the problem of surface wave generation
on a viscoelastic half-space by a finite rigid circular disk

located on the surface and oscillating normal to it. The ana-
lytical solution is an incremental advancement of the theo-
retical work reported in Miller and Pursey18,19that resulted in
an asymptotic solution. Parametric studies reported here sug-
gest that, for surface wave propagation on soft biological
tissue, the limitations of the asymptotic solution may be
more relevant than for the seismological applications for
which the theoretical work of the reference was originally
intended.

Since the application focus here is medical diagnostics,
the analytical solution was verified experimentally using a
viscoelastic phantom with material properties comparable to
biological soft tissue. Surface vibration measurements were
made using a noncontacting laser Doppler vibrometer. The
reported results furnish the reader with some physical appre-
ciation of the dimensions of surface waves on biological tis-
sues in the low audible frequency range, 20–100 Hz. As the
frequency increases further, these waves are attenuated at a
higher and higher rate with respect to distance from the
source. Reported results have also suggested that prior esti-
mates in the literature for shear viscosity in human soft tissue
are not accurate in the low audible frequency range.

It is hoped that the developments reported here will help
to advance novel medical diagnostic techniques based on
measuring variations in surface and shear wave behavior
caused by elastic and/or density anomalies that may be indi-
cators of particular illnesses or signify the presence of a gas-
eous inclusion. Research is in progress to extend the work to
more realistic models that account for layered variations in
material properties that are more indicative of the normal
biological condition. The reported results may also help in
the interpretation of surface-based measurements of vibration
caused by subsurface biological sources, such as cardiovas-
cular function, pulmonary disorders, or gastrointestinal activ-
ity.
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An array of autonomous hydrophones moored in the eastern tropical Pacific was monitored for one
year to examine the occurrence of whale calls in this region. Six hydrophones which recorded from
0–40 Hz were placed at 8° N, 0°, and 8° S along longitudes 95° W and 110° W. Seven types of
sounds believed to be produced by large whales were detected. These sound types were categorized
as either moan-type~4! or pulse-type~3! calls. Three of the moan-type calls, and probably the
fourth, may be attributed to blue whales. The source~s! of the remaining calls is unknown. All of the
call types studied showed seasonal and geographical variation. There appeared to be segregation
between northern and southern hemispheres, such that call types were recorded primarily on the
northern hydrophones in the northern winter and others recorded primarily on the southern
hemisphere hydrophones in the southern winter. More calls and more call types were recorded on
the eastern hydrophones than on the western hydrophones.@S0001-4966~99!06012-9#

PACS numbers: 43.80.Ka@WA#

INTRODUCTION

The eastern tropical Pacific~ETP! is a biologically pro-
ductive area~Wyrtki, 1966! that supports a diverse commu-
nity of fauna, including cetaceans~Reilly and Fiedler, 1994!.
Productivity is driven by several strong surface currents and
fronts that result in substantial upwelling, especially east of
the Galapagos and west of the Costa Rica Dome~Wyrtki,
1964; Fiedleret al., 1991!. Previous studies have correlated
zones of high cetacean abundance with these areas of high
productivity ~Volkov and Moroz, 1977; Reilly and Thayer,
1990; Wade and Gerrodette, 1993!.

Blue whales~Balaenoptera musculus!, Bryde’s whales
~B. edeni!, and sperm whales~Physeter macrocephalus! are
the most common large whales in the ETP~Wade and
Friedrichsen, 1979; Reilly and Thayer, 1990!. Other bal-
aenopterid species that have been reported in this area are the
humpback~Megaptera novaeangliae!, minke ~B. acutoro-
strata!, fin ~B. physalus!, and sei ~B. borealis! whales
~Ramirez, 1989; Wade and Gerrodette, 1993!. The popula-
tions of these species in the ETP were monitored sporadi-
cally by whaling nations and more regularly by efforts to
monitor dolphin populations~Perrinet al., 1985; Polacheck,
1987; Ramirez, 1988; Reilly, 1990; Reilly and Fiedler, 1994;
Miyashita et al., 1995!. This monitoring effort has been al-
most exclusively by visual means, with little input from
acoustic methods. Whiteheadet al. ~Whitehead and Arnbom,
1987; Whiteheadet al., 1989! used acoustics to monitor
sperm whale populations around the Galapagos Islands, but
this represented a highly localized, species-specific directed
effort.

Acoustic surveys of cetacean habitats are a powerful
means of identifying the species present, locating and track-
ing individuals, identifying stocks from regional dialects, and
determining patterns of seasonal distribution and relative
abundance~Clark and Ellison, 1989; Thompsonet al., 1992;
Clark et al., 1996; Clark and Fristrup, 1997; Clark and
Charif, 1998; Mooreet al., 1998; Staffordet al., 1998!. In
May 1996, the National Oceanic and Atmospheric Admin-
stration’s Pacific Marine Environmental Laboratory~PMEL!
deployed an array of six autonomous moored hydrophones
along the East Pacific Rise~EPR! to monitor underwater
seismicity in this area. These hydrophones have proved to be
useful for monitoring low-frequency~0–40 Hz! whale calls
in the vicinity of the deployments. A preliminary analysis of
this data set revealed numerous low-frequency sounds that
may be attributable to baleen whales.

METHODS

Moored hydrophones

Six hydrophone packages were moored along the EPR,
an area known to be seismically active. The hydrophones
were placed in the regions of 8° N, 0°, and 8° S along lon-
gitudes 95° W and 110° W~Fig. 1!. The spacing between the
hydrophones, designed around seismic parameters, was suf-
ficiently great that it was unlikely that two or more hydro-
phones would simultaneously record the same sound from
one animal. The hydrophones were deployed May 1996 and
the data were recovered every 5–6 months. Each mooring
package consisted of an anchor, an acoustic release, an au-
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tonomous hydrophone logging system composed of an Inter-
national Transducer Corporation 1032 hydrophone,
preamplifier/filter ~designed to prewhiten ocean ambient
noise spectra from 1–40 Hz!, and a digital recorder in a
pressure-resistant titanium case, and flotation. The instru-
ments were moored such that the hydrophones were sus-
pended in the deep sound channel at depths of 650–750 m.
The packages were designed to record for up to six months at
a sampling rate of 100 Hz with lowpass filters set at 40 Hz.
This sample rate was sufficient for recording energy from the
very lowest frequency sounds of baleen whales. The data
were archived within the instrument until it was recovered.
They were then downloaded to 8-mm tape and the instru-
ment redeployed.

Call detection

After discarding 198 hours of data from the hydrophone
at 0° 95° W and 360 hours from the hydrophone at 0° 110°
W due to extreme ambient noise~caused by cable strumming
but also by periods of almost continual seismicity! that pre-
cluded any call detection, 47 682 total hours of data were
examined for whale calls. Running spectrograms@fast Fou-
rier transform~FFT! 256 points, overlap 50%# for each day
for one year were examined visually for each of the six hy-
drophones~mid-May 1996–mid-May 1997!. An exception to
this data analysis was the hydrophone at 0° 95° W, which did
not log any data during the first deployment~mid-May 1996
to end of October 1996!. Spectrograms were displayed by
use of a program written inIDL® ~Interactive Data Language,
Research Systems, Inc., Boulder, Colorado!.

Calls were identified as being potentially of biological
origin based on both temporal and frequency characteristics
of the sounds recorded. Sounds showing nonrandom tempo-
ral patterns@such as a series of similar sounds repeated at set
intervals and interrupted by longer periods of silence~in-
ferred to be breathing gaps! and/or calls that showed season-
ality in detection# were considered good candidates for a
biological source. Frequency characteristics used to identify
possible biological sources included noncontinuous narrow-
band sounds, frequency- or amplitude-modulated sound, and
frequency content generally above 10 Hz. Most geologically
produced sounds are very low frequency~,15 Hz!, may last

over a minute, and are somewhat random in temporal occur-
rence~Dziak et al., 1997!. Shipping noise produces continu-
ous bands of noise at narrow frequencies over relatively long
periods of time, and geophysical survey noise such as air-
guns tends to produce very broadband regularly spaced
pulses without the irregular gaps seen in biological pulses
~Richardsonet al., 1995!. Using these criteria, seven differ-
ent sound types were identified that suggested biological
sources. Based on frequency content, these sounds were
thought to have been produced by large whales.

These sound types were classified as either pulse-type
calls or moan-type calls, and then further subdivided based
on frequency and time characteristics. In this manner, three
‘‘known’’ moan-type calls, one unknown moan-type call,
and three pulse-type calls were identified.

Presence or absence of the seven identified call types
was recorded as a one or a zero for each hour of data exam-
ined. Measurements of time and frequency characteristics of
each call type were digitized from a graphic workstation for
calls with high signal-to-noise ratio and little coincident am-
bient noise. Characteristics recorded included call duration,
beginning and ending frequencies, and frequency range.
When appropriate, intercall intervals~the time from the end
of one call to the beginning of the following tone or pulse!,
intergroup intervals~time between groups of pulses that ap-
pear to be in the same series!, and long intervals~time be-
tween call series, usually greater than one minute, during
which the calling animal is presumed to be at the surface!
were measured. Call statistics were reported with standard
deviations. Measured calls were then compared to published
calls of species known to occur in the ETP.

RESULTS

Seven distinct low-frequency sounds potentially of bio-
logical origin were identified from data recorded on the six
hydrophones. All of these sounds showed seasonal and re-
gional variation~Table I!. Although three of the moan-type
calls can be attributed to blue whales, the origins of the other
four calls are unknown to these authors. More calls and more
types of calls were recorded on the hydrophones along lon-
gitude 95° W than along 110° W. The most call types were
recorded on the hydrophone at 8° S 95° W~six of the seven
call types!, and the most hours with calls was recorded at
8° N 95° W.

Known sounds

Known call types detected on the hydrophones in the
ETP consisted of three types of calls that have been attrib-
uted to blue whales. The first of these calls has been recorded
in the northeast Pacific~Thompson et al., 1996; Rivers,
1997; Staffordet al., 1999!, the second near Oahu~Thomp-
son and Friedl, 1982!, and the third off Chile~Cummings
and Thompson, 1971!.

Northeast Pacific blue whale calls

Northeast Pacific blue whale A–B calls@Fig. 2~a!; re-
viewed in Rivers, 1997# were the most commonly recorded

FIG. 1. Location of six autonomous hydrophones moored in the eastern
tropical Pacific. Hydrophones arc shown as(. The general vicinity of the
Costa Rica Dome is shown as..
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call at the 8° N 95° W hydrophone and were detected to
varying degrees on the remaining five hydrophones~Table I!.

Series of repeated A–B calls were detected, as were A
calls followed by multiple B calls. On a small number of
occasions, only A calls were detected. C calls~Clark and
Fristrup, 1997! were also detected, but less often. Figure 2~a!
illustrates an A–B call with a C call. On average, the A calls
measured from the ETP data lasted 21 s and had lowest
components at 16 Hz~Table II!. The B call swept from 17.7
to 16.1 Hz over 18.7 s. Time between the two call parts was
26.163.0 s on average (n5163). When an A call was fol-
lowed by more than one B call, the mean time between B
calls was 31.863.7 s (n548). C calls swept up from 11.3 to
11.9 Hz over 7.7 s and followed A calls by 16.862.3 s (n
511). The discrepancy between the C call and the A–C call
sample sizes is due to a series of B–C calls where no A was
visible.

These types of calls were recorded most often from No-
vember through May and less often from May through Oc-
tober @Fig. 2~b!#. However, A–B calls were detected in the
area year-round~Staffordet al., 1999!.

Southern blue whales

The most complex calls recorded were two variations of
calls which are similar to those reported for blue whales off
Chile ~Cummings and Thompson, 1971!. These calls were
recorded primarily on the 8° S 95° W hydrophone. The first
variation was almost identical to the report of Cummings and
Thompson~1971! and the second was similar enough to be
classified with the first call@Fig. 2~c! and ~d!#.

The first call variation consisted of four parts; the first
two were pulsive constant frequency calls with sidebands,
the third was a simple short upsweep, and the fourth was a
pulsive frequency modulated~FM! call, also with sidebands.
The average duration of the entire call was 38.861.8 s (n
523). To maintain consistency with Cummings and Thomp-
son ~1971!, the first two parts were labeled A and B, the
fourth was labeled C, and the upsweep was labeled D.~No
upsweep was reported in the original publication.! Part A’s
strongest component was at 21 Hz and lasted 13.4 s~Table
II !. Sidebands were at 7-Hz intervals (n525). Part B fol-
lowed part A by 2.360.7 s, had its strongest component at
20.2 Hz, and lasted 9.1 s. Upper sidebands were also at 7-Hz

intervals for this call part. Part D was a short~1.9 s! call that
swept up from 12.9 to 16.5 Hz and followed part B by 0.33
61.0 s. The final part of the call, C, was a FM pulsive call
with the strongest component sweeping from 27.9 to 25.5 Hz
over 8.4 s. This call had sidebands at;5-Hz intervals. Time
between successive calls was 68.362.7 s (n521).

The second variation of this call consisted of four-part,
pulsive moans. A FM upsweep was not associated with this
variation. The first part of the call~A! was a 17.7-s long
moan with slight frequency modulation from 19.9 to 19.1 Hz
~Table II!. This part of the call often had upper sidebands at
3.3-Hz intervals. The second part of this call was seen least
often in the spectrograms. It was a FM pulsive downsweep
which started at 28.9 and ended at 27.5 Hz. Sidebands oc-
curred at 7-Hz intervals. This part lasted 10.8 s. The third
part ~C! of this call followed the first by 18.366.2 s. The C
call was a short 4.0-s segment at 26.0 Hz with no significant
frequency modulation. The intercall interval between C and
D was 1.860.8 s. The D call was also a very pulsive, FM
moan with sidebands at;6.4-Hz intervals. This call part
consisted of a 4.5-s unmodulated 26.0-Hz segment that then
modulated down to 24.6 Hz during 7 s. Mean time between
successive four-part calls was 63.162.4 s (n515). Often,
only parts C and D were visible while scrolling through the
data.

These call types were recorded on all six hydrophones
but very rarely above the equator, and primarily at the hy-
drophones at 8° S 95° W and 8° S 110° W~Table I!. The
calls were seasonal, with the loudest calls detected from May
until the end of August, with calls again detected from late
January through May@Fig. 2~e!#.

Western Pacific blue whale calls

Calls similar to those recorded for western Pacific blue
whales@Fig. 2~f!, Thompson and Friedl, 1982; Stafford and
Fox, 1998# were detected a total of only five times, once
each at 8° N 110° W and 0° 110° W and three times at
8° S 95° W. Although this call type is clearly rare in the
study regions, it is included here to illustrate the potential
extent of blue whale distribution in the Pacific.

Nine successive calls were loud enough to be digitized
for information on time and frequency content. These calls
were recorded on the 8° S 95° W hydrophone. Mean duration

TABLE I. Call occurrence by hydrophone. The number of hours during which at least one of each of the seven
call types was recorded on each of the six hydrophones. The total number of hours of data collected for each
hydrophone is given in the first line. Numbers in parentheses are percentages of total hours of data at each
hydrophone in which a particular call was recorded.

8° N 95° W 0 95° W 8° S 95° W 8° N 110 W 0 110 W 8° S 110 W

Total # hours of
data

8735 4810 8771 8315 8347 8704

NE Pacific blue 4188~50%! 215 ~5%! 22 ~0.2%! 49 ~1%! 5 ~,1%! 25 ~,1%!

Southern blue 12~,1%! 535 ~11%! 1659 ~20%! 56 ~,1%! 129 ~,1%! 202 ~,1%!

NW Pacific blue 0 0 3~,1%! 1 ~,1%! 1 ~,1%! 0
28-Hz moan 0 0 121~1%! 7 ~,1%! 4 ~,1%! 35 ~,1%!

Pulse series 250~3%! 76 ~2%! 1961 ~22%! 271 ~3%! 198 ~2%! 435 ~5%!

Pulse train 48~,1%! 1 ~,1%! 0 0 0 0
Short pulse 13~,1%! 504 ~10%! 1664 ~19%! 2 ~,1%! 1 ~,1%! 2 ~,1%!
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of the calls was 21.562.2 s. The first part of the calls con-
sisted of a 10-s call that was not very frequency modulated
~20 to 19.8 Hz! during the first 6.7 s but that swept down to
18.5 Hz during the last 3 s~Table II!. A 5.661.2-s gap sepa-

rated the first from the second half of the call. The second
half of the call began at 19 Hz and ended at 18.8 Hz and did
not have significant frequency modulation throughout the
5.6-s duration@Fig. 2~f!#.

FIG. 2. Spectrograms~FFT 512 points, 94% overlap, analysis bandwidth 0.4 Hz, Hanning window!, time series, and seasonal patterns of ‘‘known’’ calls
recorded in the ETP. For the seasonality plots, lines represent the mean proportion of each day within a month where there were at least one or more calls
recorded for the hydrophones located at 8° N 95° W~L!, 0° 95° W~h!, 8° S 95° W~s!, 8° N 110° W~n!, 0° 110° W~3!, and 8° S 110° W~1!. ~a! Typical
northeastern Pacific blue whale AB call.~b! Seasonal pattern ofNE blue whale AB calls. These calls were primarily recorded on the hydrophone at
8° N 95° W. ~c!, ~d! Spectrogram and corresponding time series of two types of southern blue whale calls recorded in the ETP.~e! Seasonal pattern of all
southern blue whale calls. Both variations were recorded on all six hydrophones but primarily at or below the equator, and particularly at the phones at
8° S 95° W and 8° S 110° W.~f! Western Pacific blue whale call. Very few of these calls were recorded; therefore seasonal information is not provided.
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Unknown sounds

A number of calls were observed that are presumed to
be of biological, and very likely cetacean, origin. These calls
were loud, low-frequency calls with repetition rates and/or
frequency modulations that visually and audibly resemble
whale calls. They were divided into two groups: moan-type
calls and pulse-type calls. In the moan-type call group were
28-Hz moans. The pulse-type calls included three types des-
ignated ‘‘pulse series,’’ ‘‘pulse trains,’’ and ‘‘short pulses.’’
An additional sound type, called ‘‘upsweep,’’ is probably not
of biologic origin. This sound was recorded on all six hydro-
phones and is presented here due to its prevalence in the data
set.

28-Hz moans

The 28-Hz moan was the one unidentified moan-type
call. It was recorded chiefly on the southern hydrophones
@Fig. 3~a!#. These sounds were not recorded very often
~about 1% of the time on 8° S 95° W!, but were distinctive
enough to be identified as a unique call type in the data set.
These calls consisted of two overlapping parts. The first part
was a pulsive call at 28.3 Hz which lasted on average 9.3 s
~Table II!. This part was followed by a FM moan from 20.6
to 19.2 Hz over 10.7 s. The overlap between the two was
1.562.5 s (n5157). The repetition rate from the end of one
call to the beginning of the next was 45.0610.2 s. These
calls were only recorded with regularity in June and July on
the hydrophones moored at 8° S 95° W and 8° S 110° W
@Fig. 3~b!#.

Pulse series

The second most common call type recorded was a se-
ries of low-frequency pulses which were characterized by
very regular interpulse intervals and very constant bandwidth
@Fig. 3~c!#. The pulses occurred in groups of 1–14 pulses per
group with interpulse intervals of 11.1 s~Table III!. Time
between groups of pulses was 26.4 s and the mean long
interval periods between bouts of pulse groups was 217.8

6158.4 s (n546). Average highest frequencies were 27.5
Hz, lowest 14.8 Hz, for a total bandwidth of 12.762.1 Hz.
Each pulse lasted about 1.4 s.

These calls were recorded most often on the hydrophone
at 8° S 95° W but were recorded on all of the hydrophones.
The seasonality of calls recorded on all hydrophones was
similar; calls were detected from about June through October
with peak occurrence in July–September@Fig. 3~d!#. These
calls were recorded most often on the hydrophones along
95° W, although the occurrence of this call type dropped off
more quickly on the hydrophone at 8° N 95° W than at 8° S.
This call type was not recorded from December 1996
through May 1997 on any hydrophone save the one at
8° N 95° W.

Pulse trains

Fifty-three pulse trains were recorded on the hydrophone
at 8° N 95° W, and a single pulse train was recorded on the
0° 95° W hydrophone@Fig. 3~e!#. These calls were com-
prised of 6–25 downsweeps spaced 4.8 s apart~Table III!,
each lasting 3.1 s. On average, the sounds swept from 38.4 to
25.2 Hz; however, higher frequencies may have existed
above the 40-Hz cutoff. Although there were relatively fewer
detections of these pulse trains, they appear to be somewhat
seasonal. They were occasionally detected~,1%! in the
winter months from mid-November 1996 through late
January 1997, and then in April but in no other months
@Fig. 3~f!#.

Short pulses

Short, narrow-band pulses were detected on all of the
hydrophones but only a few times on the western hydro-
phones. These calls were predominantly recorded on two hy-
drophones, those at 8° S 95° W and 0° 95° W. These pulses
were seldom seen in temporally close groupings. Usually
only one or two per hour were recorded. Occasionally they
were very loud@Fig. 3~g!#. The average bandwidth of these

TABLE II. Duration and frequency characteristics of moan-type calls recorded in the ETP, including standard deviations and sample sizes. Frequencies are
given in Hertz~Hz! and durations~Dur! are given in seconds.

Call type

Part A Part B Part C Part D

Start
freq.

End
freq. Dur

Start
freq.

End
freq. Dur

Start
freq.

End
freq. Dur

Start
freq.

End
freq. Dur

NEP blue
whale

16.160.3a 20.664.0 17.760.5b 16.160.3 18.763.0 11.3160.2b 11.960.2 7.761.9 ¯ ¯

(n5163) (n5318) (n583)
‘‘Southern’’
blue whale

21.060.6a 13.461.1 20.260.3a 9.161.2 27.960.8b 25.560.6 8.460.6 12.960.3b 16.560.9 1.960.5

variation 1 (n525) (n525) (n525) (n525)
‘‘Southern’’
blue whale

19.960.2b 19.160.4 17.763.8 28.961.6b 27.560.4 10.860.6 26.060.3 4.060.5 26.060.3b 24.660.4 10.861.5

variation 2 (n523) (n59) (n523) (n523)
Western blue
whale

20.160.1b 18.560.2 9.761.0 19.260.3 18.860.1 5.660.3 ¯ ¯ ¯ ¯ ¯ ¯

(n59) (n59)
28-Hz moan 28.360.2a 9.362.2 20.661.4b 19.261.5 10.762.2 ¯ ¯ ¯ ¯ ¯ ¯

(n5547) (n5547)

aAM.
bFM.
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FIG. 3. Spectrograms~FFT 512 points, 94% overlap, analysis bandwidth 0.4 Hz, Hanning window!, time series and seasonal patterns of ‘‘unknown’’ calls
recorded in the ETP. For the seasonality plots, lines represent the mean proportion of each day within a month where there were at least one or more calls
recorded for the hydrophones located at 8° N 95° W~L!, 0° 95° W~h!, 8° S 95° W~s!, 8° N 110° W~n!, 0° 110° W~3!, and 8° S 110° W~1!. ~a! Two
28-Hz moans.~b! Seasonal pattern of the 28-Hz moan. This call was recorded primarily on the 8° S 95° W hydrophone.~c! Three groups of pulses of a pulse
series.~d! Seasonal pattern of pulse series calls. These calls were recorded most often on the hydrophone at 8° S 95° W but were seen on all of the
hydrophones. Calls were detected from about June through October with peaks in occurrence July–September.~e! One pulse train.~f! Seasonal pattern of
pulse trains. Virtually all pulse trains were recorded on the 8° N 95° W hydrophone.~g! Short pulse. These short~;1 s!, narrowband~;3 Hz! pulses were
seldom seen in temporally close groupings; usually only one or two per hour were recorded.~h! Seasonal pattern of short pulses. These calls were detected
on all 6 hydrophones but were primarily heard during October on the 0° 95° W hydrophone and the months of December–January and May on the
8° S 95° W hydrophone.
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pulses was 3.561.8 between 26 and 31 Hz~Table III!. Pulse
duration was 1.3 s. These calls were heard most often during
October, trailing off from November–January, and then were
heard again in April on the 95° W hydrophone. They were
most prevalent in the months of December–May, peaking in
January, on the 8° S 95° W hydrophone@Fig. 3~h!#.

Upsweeps

One of the more common sounds recorded on all of the
hydrophones was a long, low-frequency upsweep~Dziak
et al., 1997! @Fig. 4~a!#. It is unlikely that these sounds are of

biologic origin. Because they present a considerable source
of low-frequency noise in the Pacific, and particularly in this
data set, they are included here. Beginning and ending fre-
quencies were measured for 1112 upswept sounds. Mean low
frequency was 22.663.9 Hz ~range 11.5 to 33.2 Hz! and
mean upper frequency was 32.064.2 Hz ~range 15.8 to 39.6
Hz!. On average, these sounds swept up over 9.4 Hz63.6
during 865.2 s (n51112). Upsweeps were heard on all hy-
drophones and a rough source location~54° S 140° W! was
determined by use of seismic methods. This location corre-
sponds to a site of underwater volcanic activity~Talandier
and Okal, 1996!. The occurrence pattern of upsweeps@Fig.
4~b!# was similar among the hydrophones, and showed some
seasonality, which may be due to long-range propagation
effects~Urick, 1983!.

DISCUSSION

It is likely that marine mammals make sounds for a va-
riety of reasons, including social signaling, echolocation,
communication, sexual display, and conveying reproductive
status. Many baleen whales produce loud, lower frequency
~,1000 Hz! sounds capable of traveling long distances in
their underwater environment~Richardson et al., 1995!.
Clark ~1990! classified mysticete call types into three general
categories: simple calls~narrow-band, low-frequency, modu-
lated calls!, complex calls~broadband, amplitude and/or fre-
quency modulated, often pulsive calls!, and short-duration
calls ~clicks, pulses, knocks, and grunts that may be less than
0.1-s long and are not frequency modulated!. The ETP re-
cordings include calls that fall into each of these categories.
Three of these calls closely resemble calls well-documented
by other researchers and are considered ‘‘known calls.’’
Comparison of the remaining unknown calls with the litera-
ture yielded less definitive results.

Known calls

Northeastern Pacific blue whale calls

The calls recorded most often on the ETP data were blue
whale calls, which have been recorded throughout the north-
east Pacific~Stafford et al., 1999!. Northeast Pacific blue
whale calls are the best-known blue whale calls to date.
These calls have been recorded along the west coast of North
America from the Gulf of California, Mexico, to off Vancou-
ver Island, Canada~reviewed in Rivers, 1997!, and recently
in the ETP~Stafford et al., 1999!. The occurrence of these
calls showed a seasonal pattern with most recorded from

TABLE III. Time and frequency characteristics of pulse-type calls recorded in the ETP, including standard
deviations and sample sizes. Frequencies are given in Hertz~Hz!, duration and intervals in seconds~s!. IPI
5Interpulse interval, IGI5Intergroup interval, PPG5pulse per group.

Call type
Maximum
frequency

Minimum
frequency Duration IPI IGI PPG

Pulse series 27.561.5 14.860.9 1.460.3 11.160.8 26.463.8 3.561.6
(n52985) (n52985) (n52985) (n52464) (n5895) (n5950)

Pulse trains 38.460.8 25.262.5 3.160.6 4.860.8 ¯ 14.664.1
(n5569) (n5569) (n5569) (n5530) (n539)

Short pulses 30.461.1 26.860.9 1.360.3 ¯ ¯ 1
(n5149) (n5149) (n5149)

FIG. 4. ~a! The spectrogram and corresponding time series of the upsweeps
recorded in the ETP~FFT 512 points, 94% overlap, analysis bandwidth
0.4 Hz, Hanning window!. Upsweeps were one of the more prevalent
sounds recorded on all six of the moored hydrophones. It is unlikely that
these sounds are of biologic origin.~b! Seasonal pattern of upsweeps.
Lines represent the mean proportion of each day within a month where there
were at least one or more upsweeps recorded for the hydrophones located at
8° N 95° W ~L!, 0° 95° W ~h!, 8° S 95° W ~s!, 8° N 110° W ~n!,
0° 110° W ~3!, and 8° S 110° W~1!.
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November through May; calls were recorded less often from
May through October. However, A-B calls were detected in
this area to some degree year-round. These data support Rei-
ley and Thayer’s~1990! hypothesis that blue whales are in
the ETP all year. Furthermore, instead of the suggestion that
northern and southern hemisphere populations of blue
whales share this area alternately, it appears that a part of one
population~NE Pacific! is in residence year-round.

Southern blue whale calls

One of the call variations attributed here to ‘‘southern’’
blue whales@Fig. 2~c!# very closely resembles the calls re-
corded in the presence of two blue whales off Chile~Cum-
mings and Thompson, 1971!. The primary difference be-
tween the two is the upsweep reported here. The total
duration of the calls was similar, the amplitude modulation
of the three pulsive moan parts was similar for parts B and C,
and the duration and spacing of the three parts were similar
~Table IV!.

The second variation of this call also consisted of three
pulsive-moan parts@Fig. 2~d!#. The interpart intervals for
these calls were different from the first variation reported
here in that the gap between parts A and B for two different
animals was 0–1.6 s, and the time between parts B and C
was only 2.5–3.7 s. Durations of each call part also differed
between the two animals recorded off Chile and the calls
reported here.

All of the calls discussed here are similar in frequency
content, however. It was difficult to compare the exact fre-
quency contents of the two call types, as Cummings and
Thompson~1971! stated only that the loudest call compo-
nents were centered at 20, 25, and 31.5 Hz. Both of the
variations reported here had most of their energy in bands
between 20 and 26 Hz. An additional similarity is in the
amplitude modulation of the call parts. Cummings and
Thompson~1971! report a modulation rate of part A of 3.85
pulses/s and part B of 7.7 pulses/s. The calls from
8° S 95° W had amplitude modulation from 3.5 to 6.9
pulses/s.

These calls were recorded on all six hydrophones, but
primarily on the hydrophones at or below the equator,
and particularly at the hydrophones at 8° S 95° W and
8° S 110° W. A seasonal pattern is evident, with the loudest
calls detected from May until the end of August, and then
calls again detected from late January through May@Fig.
2~e!#. This seasonality might be interpreted as a southern

stock, which spends the southern hemisphere summer in
Antarctica and migrates toward the equator during the south-
ern winter.

The acoustic data presented here support a northern
hemisphere/southern hemisphere separation between blue
whale populations. The calls that have been recorded in the
presence of blue whales along the west coast of North
America were also recorded in the ETP during what might
be considered the ‘‘breeding’’ season for a population that
spends the summer engaged in feeding activities farther
north~Lockyer, 1984!. Although A–B calls were detected on
the hydrophones south of the equator, they were detected
much less often there than at the equator and north of the
equator. This geographic segregation suggests that the A–B
call type and the population of blue whales that make this
call may be restricted to the northeastern Pacific. The
‘‘southern’’ blue whale call data complement the northern
data. These calls were recorded most often in March–
August, which comprises the austral summer/fall, and are
primarily recorded south of the equator. The similarity of the
two variations observed with that recorded by Cummings
and Thompson~1971! off of Chile in May 1970 suggests a
migratory pattern up the west coast of South America.

Western pacific blue whale calls

Western Pacific blue whale calls have been recorded pri-
marily in the northwestern Pacific, but also north of Hawaii
and in the offshore northeast Pacific~Thompson and Friedl,
1982; Stafford and Fox, 1996!. These calls were detected
only during five hours of the total of 47 682 hours monitored.
Therefore they are not considered a common call in the ETP.
Nevertheless, they are included here to exhibit the extent of
this call type in the North Pacific.

Unknown calls

The origin of the other four biological sounds recorded
in the ETP is presently unknown. Other balaenopterid spe-
cies that have been identified in the area covered by the
hydrophone array are the Bryde’s, humpback, minke, fin,
and sei whales~Ramirez, 1988; Wade and Gerrodette, 1993!.
Because only the 0–40-Hz frequency band was recorded on
this data set, some sounds may represent the low-frequency
components of calls reported at higher frequencies, or they
may be calls that have not been reported previously.

TABLE IV. Comparison of temporal characteristics of calls resembling southern blue whale calls. Measure-
ments for whale I and whale IV were taken from Cummings and Thompson, 1971, while measurements for
variation I and variation II are from this experiment. Parts of calls are labeled A, B, C, and D after Cummings
and Thompson, 1971, and the durations of these parts were measured in seconds. AM5amplitude modulated
~pulses/s!, gap5time ~s! between parts of a cell, total duration~total dur! is the duration~s! of the entire call,
and intercall duration~intercall dur! was measured from the end of one call to the beginning of the next call.

Call type
Part A

~s!
AM
A

Gap
A–B

Part B
~s!

AM
B

Gap
B–C

Part C
~s!

AM
C

Total
dur.

Intercall
dur.

Whale I 15.3 3.8 0 10.3 7.7 2.5 9.0 7.7 36.9 69.1
Whale IV 13.4 3.8 1.6 9.6 7.7 3.7 7.9 7.7 36.2 63.8
Variation I 13.4 6.9 2.3 9.1 6.9 6.1 8.4 none 38.8 68.3
Variation II 17.7 3.5 18.3 4 none 1.8 11 6.4 53.5 63.1
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28-Hz moan

The 28-Hz moan resembles the northeastern Pacific
~NEP! blue whale call in its structure and components in that
it consists of a first part, which is an amplitude-modulated
pulsive call, followed by a FM moan. However, the pulsive
part is higher in frequency than the moan that follows and
slower in modulation than the NEP blue whale A call~1 vs
1.5 pulse/s!. Additionally, the two parts overlap by up to 4 s
and the individual parts are about half as long as those made
by NEP blue whales. Calls whose spectrograms look similar
to the 28-Hz moan were recorded in the presence of blue
whales off Madagascar in December 1996~Ljungbladet al.,
1998!. ‘‘Unit A’’ of the Madagascar calls begins with a short
amplitude modulation~AM ! which is similar to the first part
of the 28-Hz moan. This is followed by a 38-Hz tone~Ljung-
blad et al., 1998! which is higher in frequency than the
28-Hz moan discussed here. However, the structure of the
two calls is similar. No ‘‘unit B’’ was detected in the ETP
data. At present, blue whales may be the best candidate for
this relatively rare call type.

Pulse series

The seasonality of these pulse series was similar on all
six hydrophones; calls were detected from mid-May through
November, and calls were recorded primarily on the 8° S 95°
W hydrophone. The predominant occurrence of this call type
on all hydrophones was mid-June to early December. This
distinct seasonal pattern could be interpreted as a southern
hemisphere whale stock migrating equatorward in the austral
winter.

Fin whales may have produced these pulse series. The
20-Hz pulses of fin whales are perhaps the best documented
low-frequency whale calls. These pulses have been recorded
in the Atlantic and Pacific Oceans, and in the Gulf of Cali-
fornia ~Watkins, 1981; Watkinset al., 1987; Edds, 1998;
Thompson et al., 1992!. Common characteristics of the
20-Hz pulses were frequency modulation from 25–44 to
16–20 Hz, short~0.5–1 s! durations, and regular interpulse
spacing~Thompsonet al., 1992!. The pulse series described
here share all of these characteristics. The production of
pulses in groups, with the groups regularly spaced, has not
been reported for this species and may represent an example
of a regional call difference~e.g., Thompsonet al., 1992!.
Pulse series recorded in the north Atlantic were similar to
those shown here and have been attributed to fin Whales
~Clark and Charif, 1998!.

Historically, fin whales were regularly taken in coastal
waters off Peru, south of the array, from 3° 308 S to 8° S to
200 nm offshore~Ramirez, 1988!, and a large group was
killed off Ecuador in October–November 1926~reported in
Clarke, 1962!. However, fin whales were seldom identified
during Southwest Fisheries Science Center~SWFSC! dol-
phin surveys of the ETP between July and December from
1986–1990~Wade and Gerrodette, 1993! and not at all dur-
ing an October–November 1959 survey of the Galapagos
region ~Clarke, 1962!, which contradicts fin whale origin of
the pulse series, unless that species is more abundant in the
ETP than previously reported.

Pulse trains

The recorded pulse trains somewhat resemble those re-
ported for minke whales. However, the duration of the indi-
vidual pulses reported here is much longer than other reports
~Winn and Perkins, 1976; Nishimura and Conlon, 1994!.
These calls were recorded infrequently, and virtually all were
recorded on the hydrophone at 8° N 95° W. Very few minke
whales have been identified in the ETP during visual surveys
~Wade and Gerrodette, 1993; Aguayoet al., 1998!, and di-
rect comparison of these data with the published literature is
difficult as there is no very low-frequency information from
on-site recordings of minke whale vocalizations. Winn and
Perkins ~1976! made recordings in the presence of minke
whales in the Atlantic. The lower-end response of their re-
cording systems varied from 20 to 300 Hz. They recorded
grunt-, pulse train-, ratchet- and pinglike sounds during three
encounters with minke whales. The frequency of recorded
sounds ranged from about 70–14 000 Hz. Duration of the
pulses recorded was on the order of milliseconds. Schevill
and Watkins ~1972! made recordings in the presence of
minke whales along the ice edge in Antarctica. Their record-
ing response was flat from 30–30 000 Hz. Calls that swept in
frequency from about 120–60 Hz and lasted 0.2–0.3 s were
recorded. The interval between successive sweeps ranged
from 8–97 s. The pulse train recordings described here were
lower in frequency~center frequency;30 Hz! and indi-
vidual pulses were much longer in duration~;3 s! than other
studies describing minke whale sounds. Therefore, it is not
prudent to attribute these sounds to minke whales. The rela-
tive rarity of both the known presence of minke whales in the
ETP and the occurrence of pulse trains recorded in the ETP
is nevertheless intriguing.

The source of the short pulses is a mystery. These calls
usually occurred once or twice an hour and did not seem
affiliated with any other low-frequency sounds. It is possible
that they may be a low-frequency component of a higher-
frequency call.

Calls from large whale species known to occur in the
ETP

Bryde’s, humpback, and sei whales have been sighted
and identified in the area of the hydrophone array. Hump-
back whales excepted, the acoustic repertoire of these spe-
cies is almost unknown. A comparison of what is known of
the sounds made by these species and the unknown sounds
recorded on the array discussed here is not fruitful because of
the lack of knowledge of species-specific repertoires and of
the function of those sounds, and because of the 40-Hz cutoff
imposed here by the geophysical experiment. For example,
Bryde’s whales are by far the most abundant baleen whale in
the ETP. Their estimated population numbers exceed those
of blue whales by an order of magnitude~Wade and
Friedrichsen, 1979; Reilly and Thayer, 1990; Wade and Ger-
rodette, 1993!. In some parts of the ETP they are found year-
round ~Ramirez, 1988!. Although relatively little is known
about their acoustic repertoire, if they make very low-
frequency sounds, they should be detected more often than
blue whale sounds. Should there be ten times as many calls
from Bryde’s as from blue whales, because visual surveys
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detect approximately ten times as many individuals? Only if
the sounds they make serve the same purpose at the same
place and time of the year. It is possible that some of the
sounds recorded in the ETP were made by this species. But
because this experiment was constrained by the sampling
requirements of a geophysical experiment, sense cannot be
made of the above arguments if indeed Bryde’s whales~and
other whales! call at frequencies above 40 Hz. Based on
reports in the literature, this calling/recording discrepancy
seems to be the case.

Only two published reports address calls attributed to
Bryde’s whales. Eddset al. ~1993! recorded calls from both
captive ~Atlantic! and free-ranging~Gulf of California!
Bryde’s whales. Both pulsive and moan-type calls were re-
corded from the captive animal with call frequencies be-
tween 100 and 900 Hz~minimum recording system response
was 100 Hz! and the sounds lasted up to 51 s. Frequency
content was similar for calls recorded in the Gulf of Califor-
nia but the duration of all call types was less than 1 s. In
contrast, Cummingset al. ~1986!, recorded lower-frequency
moans in the presence of Bryde’s whales in the Gulf of Cali-
fornia. These calls had most energy around 120 Hz~70–245
Hz range! and lasted about 0.4 s. Most of these sounds ex-
hibited some frequency modulation. The response of the re-
cording system went to 25 Hz so lower-frequency calls, were
they made, should have been detected.

The distribution of sei whales in the ETP is not clear.
Sightings of this species were not differentiated from those
of Bryde’s whales during the SWFSC surveys~Wade and
Gerrodette, 1993!. Peruvian whaling reports began to distin-
guish between the two species in 1974 and noted that sei
whales were caught most often off the coast of Peru from
August–October. These animals were caught nearer to shore
~82 W–80° W! but in the same latitude~4 S to 7° S! as the
hydrophone array discussed here. The number of Bryde’s
whales caught in the same fishery outnumbered sei whales
by 8:1 ~Ramirez, 1988!. Little is known about sei whale
sounds. Knowltonet al. ~1991! and Thompsonet al. ~1979!
recorded short, 1.5–3.5 kHz sounds in the presence of sei
whales off the coast of Nova Scotia. In the latter study, the
frequency response of the hydrophone was a flat 50–7500
Hz, and the frequency response of the Knowltonet al. ~1991!
hydrophone is unknown.

Most of the energy in humpback whale calls is well
above our cutoff threshold of 40 Hz. Previous studies have
recorded moans, grunts, pulse trains, and songs that included
components as low as 20 Hz~Thompsonet al., 1986; Rich-
ardsonet al., 1995!. Although some of the sounds recorded
during our study may be humpback calls or parts of hump-
back songs, identification of a humpback call without the
important upper-frequency components is difficult.

There were many instances of clicklike sounds that ap-
peared to have higher-frequency components which could
have been sperm whale clicks. Sperm whales are the most
abundant large cetacean in the ETP~Wade and Friedrichsen,
1979!. Sperm whales may produce clicks with some energy
below 100 Hz but the duration of individual clicks~2–30
ms! is much shorter than any of the sounds reported here
~Backus and Schevill, 1966; Watkins, 1980!.

Call distribution

In this study, more calls and more types of calls were
recorded on the hydrophones along longitude 95° W than
along 110° W. Productivity differences between the two ar-
eas probably influence cetacean distribution. Productivity is
generally higher east of 98° W. The 8° N 95° W hydrophone
is southwest of the Costa Rica Dome, an area of high pro-
ductivity and known cetacean habitat, and the 0° 95° W and
8° S 95° W hydrophones are close to the Galapagos Islands
and Peru current, two other productive areas of known ceta-
cean abundance~Wade and Gerrodette, 1993!. In addition,
north–south differences in call were recorded by the array.
The largest number of calls was recorded at 8° N 95° W, an
area where blue whales concentrate~Reilly and Thayer,
1990!, and the majority of these calls were northeastern Pa-
cific blue whale calls. The hydrophone at 8° S 95° W re-
corded the highest variety of calls~six of the seven defined
call types!. Volkov and Moroz~1977! described the distribu-
tion of ‘‘baleen whales’’~with no reference to any species!
in the ETP from January–July 1975 as alternating between
north–south zones of higher and lower abundance. Zones of
high abundance included 10°–7° N and 2°–1° N to 2°–3° S
and appeared to be associated with more productive areas. If
number of calls reflects whale abundance, then the region
east of the EPR was an area of higher occurrence of whales.

CONCLUSIONS

A tremendous amount of low-frequency biological~and
very probably cetacean! sound is present in the eastern tropi-
cal Pacific. By using moored hydrophones, animal sounds
can be monitored continuously for long periods at low cost
relative to visual surveys. Acoustic observations may be used
to establish presence or absence of species, to determine pat-
terns of seasonal distribution and relative abundance, and to
identify species and possibly regional stocks. However, cur-
rent ignorance of the complete vocal repertoire of most spe-
cies of large whales makes it difficult to rely upon acoustic
surveys alone in determining presence or absence of a par-
ticular species. Many calls were recorded on the hydrophone
array during this experiment that cannot be attributed to spe-
cific species, or even genera. This lack of knowledge under-
lines the need for more recordings in the presence of large
whales. A better understanding of movements and winter-
time distributions of these animals might also allow us to
rule out some species and better describe others.

Although the hydrophone array described here was de-
ployed for seismic studies, it has proved very useful for look-
ing at low-frequency whale calls at six locations in the ETP.
These data represent the first long-term recordings made in
the ETP to be examined for whale calls. Most acoustic sur-
veys of the nature presented here have been opportunistic
and consequently, the focus of these studies has not included
frequencies above 100 Hz. Conversely, until recently, most
directed marine mammal studies have used higher-frequency
equipment with little regard for lower frequencies. The result
is little overlap in the data sets, and difficulty comparing the
two.
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To remedy the discrepancy among data sets, more re-
cordings made in the presence of baleen whales, with par-
ticular attention to low frequencies, are needed to classify
whale calls by species. In the autonomous arrays, a tradeoff
between bandwidth and experiment duration has been im-
posed both by data storage and battery life limitations. Be-
cause marine seismologists are interested in only the low-
frequency components of submarine earthquakes, sampling
has been limited to those frequencies. However, the instru-
ments described here are being upgraded to 32 Gb of storage
without an increase in instrument size, and this trend toward
more capacity promises to continue. This will allow for ei-
ther longer deployments~up to one year or more! or higher
sampling frequencies~up to 1000 Hz!. Given adequate fund-
ing, marine bioacousticians might develop experiments that
are not ‘‘piggy-backed’’ on naval and geophysical experi-
ments. These experiments would ensure a sampling protocol
designed to gather the most useful information on vocalizing
cetaceans, and could permit hydrophone placement in areas
that may not be seismically active but that are important for
cetaceans. Arrays with hydrophones in closer proximity
could target specific areas and would allow localization of
calling whales. Deploying long-term moored hydrophones in
regions of the ocean frequented by whales is a useful means
of surveying the sounds that occur in that region and of
directing future work.
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Transmission beam pattern and echolocation signals of a harbor
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The transmission beam pattern of an echolocating harbor porpoise~Phocoena phocoena! was
measured in both the vertical and horizontal planes. An array of seven Bru¨el and Kjaer 8103
hydrophones connected to an amplifier-line driver module was used to measure the beam patterns.
The porpoise was trained to station in a hoop and echolocate a cylindrical target located at a range
between 7 and 9 m while the array was located 2 m in front of the hoop. The 3-dB beamwidth in
both the vertical and horizontal planes was the same at approximately 16 degrees and the beam was
pointed toward the forward direction. The individual hydrophones in both the vertical and horizontal
arrays measured signal waveforms that were similar throughout the 40-degree span of the array. The
porpoise emitted signals with intervals that were 20 to 35 ms longer than the round trip travel time
between the animal and the target. The average source level, peak frequency, and bandwidth were
157 dB, 128 kHz, and 16 kHz, respectively. ©1999 Acoustical Society of America.
@S0001-4966~99!01812-3#

PACS numbers: 43.80.Ka, 43.80.Lb@FD#

INTRODUCTION

The harbor porpoise~Phocoena phocoena! is one of the
species of odontocetes that are subject to a high annual rate
of bycatches in gillnets. Annually, many hundreds of harbor
porpoises are entangled in bottom set gillnets or sink-gillnets
along the Northwest coastal regions of North America and
along the northern coastal regions on both sides of the At-
lantic ocean~Jefferson and Curry, 1994; Read, 1994; Perrin
et al.1994!. Gilbert and Wynne~1988! identified the bycatch
of harbor porpoises in bottom gillnets as the greatest poten-
tial conflict between marine mammals and New England
gillnet fisheries. Because of the seriousness of the bycatch
problem, there is a pressing need to better understand the
biology, ecology, physiology, acoustics, and other facets of
harbor porpoises so that we may better manage and conserve
this species.

The echolocation signals emitted by odontocetes tend to
fall into two broad categories. Dolphins that typically emit
whistle signals also emit brief broadband echolocation sig-
nals having between four and eight cycles and duration of
40–70ms ~Au, 1993!. Most odontocetes fall into this class.
Odontocetes that do not emit whistle signals, emit narrow-
band echolocation signals having at a minimum of about 12
cycles with duration generally greater than 100ms ~Au,
1993!. Among odontocetes that emit signals in this category
are the harbor porpoise~Møhl and Andersen, 1973; Kam-
minga and Wiersma, 1981; Hatakeyama and Soeda, 1990;
Goodsonet al., 1995!, finless porpoise,Neophocaena pho-
caenoides ~Kamminga, 1988!; Commerson’s dolphin,
Cephalorhynchus commersonii~Kamminga and Wiersma,
1982; Evanset al., 1988!; Hector’s dolphin,Cephalorhyn-
chus hectori~Dawson, 1988!; Dall’s porpoise,Phocoenoides

dalli ~Awbrey et al., 1979; Hatakeyama and Soeda, 1990!;
and the pygmy sperm whale,Kogia sp~Carderet al., 1995!.
Whether riverine dolphins whistle or not is still an open
question. Riverine dolphins emit echolocation signals that
would fall in the short duration, broadband category.

The transmission beam pattern of six odontocetes spe-
cies has been measured: the roughtooth porpoise,Steno bre-
danensis~Norris and Evans, 1967!, Black Sea bottlenose
dolphin, Tursiops sp. ~Zaslavkiy, 1971 in Bel’kovich and
Dubrovskiy, 1976!, common dolphin,Delphinus delphis
~Korolev et al., 1973; in Bel’kovich and Dubrovskiy, 1976!,
Atlantic bottlenose dolphin,Tursiops truncatus~Evanset al.,
1973; Au, 1980; Auet al., 1978, 1986!, beluga whale,Del-
phinapterus leucas~Au et al., 1987!, and false killer whale,
Pseudorca crassidens~Au et al., 1995!. However, only in
the studies conducted with the Atlantic bottlenose dolphin,
beluga whale, and false killer whale were the echolocation
beam patterns measured in both the vertical and horizontal
planes. Auet al. ~1986, 1987! found that the beam of the
Atlantic bottlenose dolphin and the beluga whale were di-
rected upwards at an angle of 5 to 10 degrees above the
horizontal plane. However, the beam axis for the false killer
whale was between 0 to25 degrees below the horizontal
plane~Au et al., 1995!. The beam patterns in both planes had
similar shapes with the 3-dB beamwidth forTursiopsbeing
approximately 10 and 6.5 degree forDelphinapterus. The
beamwidth forPseudorcawas 12 degrees in the vertical
plane and 7.5 degrees in the horizontal plane, for the high-
frequency signals used by the animal. The beam pattern of a
nonwhistling dolphin or porpoise such asPhocoena phoc-
oenathat project relatively narrow-band echolocation signals
has never been reported.
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I. EXPERIMENTAL CONFIGURATION AND APPROACH

The subject was a stranded male harbor porpoise~code
PpSH030! named Marco, who was rehabilitated at the Neth-
erlands Cetacean Research and Rehabilitation Center at the
Harderwijk Marine Mammal Park~see Nachtigallet al.,
1995; Readet al., 1997! from an approximate age of 5
weeks. At the time of the study, the animal was 3 years old,
weighing 30.9 kg and measuring 129.5 cm in length. During
this experiment the animal was housed at the Dolphin Reha-
bilitation and Research Center at Neeltje Jans, The Nether-
lands, in a floating net pen 20 m in width and 34 m in length
with a depth of 3.5 m at low tide and 5 m athigh tide ~see
Kasteleinet al., 1999!. A small enclosure~234 m31.2 m
depth! on one end of the floating structure served as the
experimental area. A trial began with the animal swimming
into a hoop station of 45 cm diameter. When an aluminum
door directly in front of the porpoise was swung open, as
depicted in Fig. 1~a!, the porpoise began echolocating. The
porpoise’s task was to report on the presence or absence of a
hollow copper cylinder, 2.1 cm in diameter and 15 cm in
length located between 7 and 9 m from the hoop. A go/no-go
response paradigm was used in which the porpoise backed
out of the hoop, turned around, and swam to and touched a
float located at the rear of the experimental area to indicate a
target-present response. For a target-absent response the ani-
mal remained in the hoop until the trainer signaled by blow-
ing a dog-whistle. Eventually the cylindrical target was
switched to a waterfilled stainless steel sphere for determin-
ing the porpoise target detection range~Kastelein et al.,
1999!. However, during the beam pattern measurements, the
cylindrical target was used.

An array of seven Bru¨el and Kjaer 8103 hydrophones
located 2 m from the hoop station was used to measure the
porpoise transmission beam pattern in the vertical and hori-
zontal planes. The hydrophones were attached to 6.4-mm-
diam. wooden dowels, 61 cm in length, which were plugged
into one of the arms of a polyvinyl chloride~pvc! tee as
shown in Fig. 1~b!. Appropriate lengths of hollow 1.6-cm-
diam. pvc pipes were used to place the hydrophones at

angles of 0,65, 610, and620 degrees with respect to an
imaginary line projected from the center of the hoop and
perpendicular to the plane of the hoop. The array orientation
shown in Fig. 1~b! was used to measure the transmission
beam in the horizontal plane. The array was turned 90 de-
grees in order to measure the vertical transmission beam.

The hydrophones were connected to an eight-channel
variable gain amplifier-line driver module which had a band-
width of over 1 MHz. Each hydrophone was calibrated be-
fore and after the study with a B&K 4223 calibrator to de-
termine the relative sensitivity between hydrophones. The
hydrophone signals were recorded with a seven-channel Ra-
cal Store-7 instrumentation recorder operated at tape speed
of 76.2 cm/s~30 in./s!. At this tape speed the 3-dB band-
width of the tape recorder was 170 kHz. A 1-V peak-to-peak
simulatedtursiopsecholocation signal was recorded on each
channel at the beginning of each tape for amplitude calibra-
tion purposes. The tape recorder along with the multi-
channel amplifier-line driver were housed in a small cabin
directly behind the trainer who sat at the edge of the experi-
mental area~see Kasteleinet al., 1999!.

The tape recorder signals were digitized at a tape speed
of 9.52 cm/s~3.745 in./s! using an RC-Electronics multiple-
channel 12-bit analog-to-digital~A/D! converter board
housed in a personal computer that operated at a sample rate
of 125 kHz. Therefore, the effective real-time digitizing rate
was 1 MHz per channel. The multiplexer in the A/D unit
switched from one channel to another in 1ms which repre-
sented an effective real-time switching time of 0.125ms. The
digitized data were stored on the hard disk of a personal
computer.

II. EXPERIMENTAL RESULTS

A. Beam pattern results

The results of the beam pattern measurements in the
vertical plane are shown in Fig. 2. The beam pattern is plot-
ted in polar coordinates with the relative intensity in dB de-
picted by the radial axis and the angle in degrees along the
circumferential axis. For each signal, the relative intensity in
dB for each hydrophone output relative to the hydrophone
with the highest output was determined. The mean and stan-
dard deviation of the relative intensities in dB at each angle
were then calculated for all the appropriate signals. Finally,
the statistical results were normalized to the angle with the
highest relative mean value. Since the porpoise was free to
move his head in the hoop, only signals which produced the

FIG. 1. ~a! Geometry of the target detection experiment;~b! schematic of
the hydrophone array in the horizontal plane.

FIG. 2. Beam pattern in the vertical plane. The radial axis represents the
relative intensity in dB measured by the various hydrophones. The beam
pattern has been normalized so that the angle at which the maximum aver-
aged signal was measured was given a value of 0 dB.
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highest intensity in the hydrophones located at either 0 or65
degrees were used to calculate the beam pattern. A total of
293 signals were used to calculate the beam pattern shown in
Fig. 2.

The major axis of the beam in the vertical plane is
slightly elevated by about 5 degrees, although the 5-degree
spacing of the hydrophones between6 10 degrees did not
allow for a finer determination of the elevation angle. The
293 values used to calculate the mean and standard deviation
at both 0 and25 degrees were arranged in two columns and
the difference between the corresponding values of each row
was used in a two-tailedt-test. The results at 0 and25 de-
grees were so similar that we felt it necessary to test if there
were statistically different. The results indicated that the
mean relative intensities at 0 and25 degrees were not sig-
nificantly different. The 3-dB beam width was approximately
16.5 degrees in the vertical plane.

The results of the beam pattern measurement in the hori-
zontal plane are shown in Fig. 3. The same procedure used in
deriving the vertical beam pattern was also used to obtain the
horizontal beam pattern. The beam in the horizontal plane is
directed essentially in the forward direction although the ma-
jor axis pointed towards15 degrees. In reality, the major
axis may be somewhere between 0 and 5 degrees~the
5-degree spacing of the hydrophones between610 degrees
did not allow for a finer estimate!. As in the vertical beam
pattern case, the results at 0 and25 degrees were so similar
that we performed a two-tailt-test to determine if they were
significantly different. We found that the results at 0 and25
degrees were again not significantly different. As with the
vertical beam pattern determination, only signals that pro-
duced the highest intensities between 0 and65 degrees were

used to compute the horizontal beam pattern. A total of 497
echolocation signals were used to determine the beam pat-
tern of Fig. 3. The 3-dB beamwidth of the horizontal beam
was essentially the same as for the vertical beam, approxi-
mately 16.5 degrees.

Examples of a single signal measured by five of the
hydrophones in the vertical and horizontal planes are shown
in Figs. 4 and 5, respectively. These examples indicate that
the wave form of the emitted signal remains essentially the
same for angles up to at least620 degrees. The signal in Fig.
5 was chosen to illustrate a common variation in signal
waveform involving differences in signal duration and am-
plitude envelope.

B. Signal characteristics

The mean and standard deviation of the interclick inter-
vals for ten consecutive trials are shown in Fig. 6 when the
target was approximately 7.5 m from the hoop station. The
interclick intervals were always 20 to 35 ms longer than the
two-way transit time for a signal to travel from the animal to
the target and back. The interclick interval was greater than
the two-way transit time for both target present and target
absent trials. The interclick intervals associated with the ab-
sent trials suggest that the animal had an expectation of the
target range from previous trials and conducted its echoloca-

FIG. 3. Beam pattern in the horizontal plane. The radial axis represents the
relative intensity in dB measured by the various hydrophones. The beam
pattern has been normalized so that the angle at which the maximum aver-
aged signal was measured was given a value of 0 dB.

FIG. 4. The signal waveform measured by five of the seven hydrophones in
the vertical plane for a single echolocation signal.

FIG. 5. The signal waveform measured by five of the seven hydrophones in
the horizontal plane for a single echolocation signal.

FIG. 6. Interclick interval for ten consecutive trials. The closed circles rep-
resent the target-present trials and the open circles represent the target-
absent trials.
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tion accordingly. The lag times between the interclick inter-
vals and two-way transit time are similar to those observed
for echolocating dolphins~Au, 1993!.

Histograms of the source level~peak-to-peak sound
pressure level referenced to 1 m!, the peak frequency, and
3-dB bandwidth are depicted in Fig. 7. The mean and stan-
dard deviation of the values comprising each histogram are
shown above each histogram. The signals from the hydro-
phone with the highest level were used to construct the his-
tograms. The source level histogram indicates that source
levels between 160–165 dB were used most often, with the
average source level being 157.266.9 dB re 1 mPa. The
highest peak-to-peak source level recorded was 172 dB
re 1 mPa, although most of the signals~71%! were emitted
with source levels between 155 and 170 dB.

The peak-frequency histogram indicates that the por-
poise emitted signals with peak frequencies between 125–
130 kHz most often. The average peak frequency was
127.567.0 kHz. Most of the signals had 3-dB bandwidths
between 15–25 kHz with an average of 16.464.3 kHz. The
Q of a signal is defined as the peak or center frequency
divided by the bandwidth. Using the average values for the
peak frequency and 3-dB bandwidth will result in a Q of7.8.
The signals used by whistling dolphins have Q’s typically
between 3–4~Au, 1993!.

III. DISCUSSION AND CONCLUSIONS

It is difficult to access the relative accuracy of the beam
shape in Figs. 2 and 3 for angles between610 degrees in
both planes because the animal was not required to station on
a bite plate as in the other beam pattern measurements~Au,
1993; Au et al., 1995!. The front portion of the beams in
both planes is relatively flat since the values at 0 and25
degrees are not significantly different and the values between
0 and 5 degrees are similar. The porpoise could move rela-
tively freely in the hoop and often seemed to direct its beam
towards the hydrophones at the extreme ends of the array
rather than on the target directly in front of it. Nevertheless,
given the inherent limitations in the positional accuracy of
the porpoise from trial to trial, and movements of the animal
within the hoop, the beam pattern results indicate that the
transmission beam is essentially pointed in the forward di-
rection. The slight indentation in both beams at 0 degrees
was not caused by improper accounting of the gain and sen-
sitivity of each channel. The reference signal recorded on the

front portion of each tape ensured that the recorder channels
were properly calibrated. The calibration of the hydrophones
before and after the study ensured that the hydrophones’ sen-
sitivity did not change.

The signal waveforms measured simultaneously by all
the hydrophones in both the vertical and horizontal arrays
indicate that the waveform is similar for angles between620
degrees in both planes. In contrast, signal waveforms mea-
sured at different angles in both the vertical and horizontal
planes for Tursiops truncatus~Au, 1980, 1993!, Delphi-
napterus leucas~Au et al., 1987; Au, 1993!, andPseudorca
crassidens~Au et al., 1995! are very dissimilar. The signals
of Tursiops truncatus, Delphinapterus leucas, and Pseu-
dorca crassidensmeasured at angles of610 degrees and
greater from the beam axis are extremely distorted in com-
parison to signals measured along the beam axis. Similar
distortion to the signals ofPhocoenawere not observed be-
cause of the relatively narrow bandwidth of the signals. For a
planar transducer, the width of the beam will change with
frequency becoming narrower as frequency increases. Broad-
band signals emitted by dolphins likeTursiopscover a wide
enough frequency range that the beam pattern at the low end
of the frequency band of the signal is significantly different
from the beam pattern at the high end. Nonwhistling odon-
tocetes likePhocoenaemit relatively narrow bandwidth sig-
nals and the beam patterns hardly change across the signals’
frequency bandwidth.

Phocoena phocoenahas a broader transmission beam
than other odontocetes such asTursiops truncatus, Delphi-
napterus leucas~Au, 1993!, andPseudorca crassidens~Au
et al., 1995!. The directivity of a beam is directly propor-
tional to the size of a transducer; being greater for a larger
radiator and vice versa~Urick, 1983!. Conversely, the beam-
width is inversely proportion to the size of a transducer
~Urick, 1983!. Since thePhocoenahas a smaller head than
other odontocetes, it is not surprising for this species to have
a broader transmission beam.

Directivity index is a measure of the directional property
of a transmission or reception beam. From Urick~1983!, the
directivity index is given by the expression

DI510 log
4p

*0
2p*2p/2

p/2 @p~u,w!/p0#2 sinu du dw
, ~1!

whereu is the angle in the vertical plane,w is the angle in the

FIG. 7. Histograms of peak-to-peak source level in dB
re 1 mPa, peak frequency in kHz, and 3-dB bandwidth
in kHz. The average values are denoted above each
histogram.
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horizontal plane, and@p(u,w)/p0#2 is the three-dimensional
beam pattern of a radiator.

The beam patterns of Figs. 2 and 3 were inserted into
Eq. ~1! and the integral evaluated numerically using Simp-
son’s 1

3 rule for double integrals. The directivity index and
3-dB bandwidth of four odontocete species are plotted in
Fig. 8 as a function the head diameter~measured at the blow-
hole! over the wavelength corresponding to the peak fre-
quency. The directivity index forTursiops and Delphi-
napteruswas calculated by Au~1993! and forPseudorcaby
Au et al. ~1995!. The horizontal and vertical beamwidth
were essentially the same forPhocoena, Tursiops~Au,
1993!, and Delphinapterus~Au, 1993!. However, the same
cannot be said forPseudorca~Au et al., 1995! since the
horizontal beam is narrower than the vertical beam. The
beamwidth forPseudorcaused in Fig. 8 was an averaged of
the mean horizontal and vertical beamwidth. Some of the
pertinent values associated with the physical dimension of
the animals and with their echolocation signals used to gen-
erating Fig. 8 are given the Table I.

The directivity index was fitted with a second-order
polynomial and there was a 99.8% correlation between the
fitted curve and the directivity index values. The equation for
the directivity index as a function ofd/l is given by

DI528.8921.04S d

l D10.04S d

l D 2

. ~2!

The 3-dB beamwidth was fitted with a linear curve with a
98.5% correlation between the fitted curve and the data
points. The equation for the beamwidth as a function ofd/l
is given by

BW523.920.6S d

l D . ~3!

From Eqs.~2! and ~3!, an estimate of the directivity index
and 3-dB beamwidth of other odontocetes can be obtained if
the head size of the animal and the peak frequency of the
echolocation signals are known.

The characteristics of Marco’s signals are similar to
those reported in previous studies~Kamminga, 1988; 1994;
Hatekayama and Soeda, 1990; Goodsonet al., 1995!. How-
ever, one of the parameters not discussed previously for the
harbor porpoise is the interclick interval. The interclick in-
tervals in this study were always greater than the two-way
transit time. Therefore, an echo was received before the next
pulse was transmitted when a target was present. Even in the
target-absent trials, the porpoise seemed to have anticipated
the arrival time of echoes and therefore controlled his inter-
click interval appropriately. The typical lag time of 20–35
ms between the reception of an echo and the production of
the next signal are similar to those ofTursiops~Au, 1993!.

The source levels measured in this study are about 20
dB less than signals used byTursiops in tanks ~Au, 1993!
and about 50–65 dB less than signals used byTursiops in
open waters~Au, 1993!. The much lower source levels of
Phocoenais probably related to the much smaller size of the
animal. Adult Tursiops truncatusweigh about 180–230 kg
compared to about 40–60 kg forPhocoena phocoena. Unlike
Tursiops, the Phocoenaused in this study had source levels
in the open waters of Neeltje Jans that were similar to those
reported by Goodsonet al. ~1995! in a pool at for same ani-
mal in a pool at Harderwijk Marine Mammal Park. Signals
of Tursiopsand other dolphins measured in tanks tend to
have source levels of about 170–180 dB whereas in open
waters the source levels can increase to about 210–225 dB
~Au, 1993!. Two possible reasons for the use of lower level
signals in tanks may be associated with the animals not
wanting to receive high-amplitude reflections from tank
walls or that the ranges involved in tanks are relatively small

FIG. 8. Transmission directivity index and 3-dB beamwidth for four odon-
tocetes. The directivity index and beamwidth forTursiops truncatusand
Delphinapterus leucascame from Au~1993! and forPseudorca crassidens
from Au et al. ~1995!. The wavelengthl corresponds to the average peak
frequency of the animals’ echolocation signal. The directivity index is fitted
with a second-order polynomial curve and the beamwidth is fitted with a
linear curve.

TABLE I. Pertinent values used to generate the information given in Fig. 8. The measurements were obtained
from records taken during medical examinations. The information pertaining to the beam pattern were obtained
from Au ~1993! for Tursiopsand Delphinapterus, and Au et al. ~1995! for Pseudorca. The values used for
Pseudorcaare for the type IV signals~Au et al., 1995!.

Phocoena
phocoena

Tursiops
truncatus

Pseudorca
crassidens

Delphinapterus
leucas

Circumference~cm! 46.5 89.7 120.0 125.0
Diameter~cm! 14.8 28.6 38.2 39.8
Peak frequency~kHz! 127.5 117 104 110
Directivity index ~dB! 22.1 25.8 28.5 32.6
d/l 12.4 22.0 26.1 28.8
Vertical beamwidth~degrees! 16.5 10.2 9.7 6.5
Horizontal beamwidth~degrees! 16.5 9.7 6.2 6.5
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so that high-amplitude signals are not necessary. It seems
that the first reason is probably closer to the truth since even
at distances that are comparable to tank dimensions, dolphins
have been observed to emit peak-to-peak source levels in
excess of 200 dB in open waters~Au, 1993! while no one has
ever reported source levels greater than 190 dB for dolphins
in tanks. The reason for the similarity in the amplitude of
Marco’s echolocation signals measured in a pool and in open
waters may be related to the inherent low levels of the ani-
mal’s echolocation signals. Reflection ofPhocoenasignals
from a pool wall will not be at a very high level.

Approximately 76% of the signals had a peak frequency
between 125 and 140 kHz, with an average of 127.5 kHz.
Goodsonet al. ~1995! reported a much higher peak fre-
quency of 145 kHz for the same animal. However, in their
study, statistical information of peak frequency was not
given so it is difficult to ascertain the range of peak frequen-
cies that were emitted by Marco. Furthermore, the measure-
ments reported here were conducted several years after the
measurements of Goodsonet al. ~1995!. There may be a pos-
sibility that juvenile Phocoenamay emit higher frequency
signals than adults. Møhl and Andersen~1973! and Kam-
minga ~1994! reported peak frequencies of about 140–145
kHz for juvenile harbor porpoises which were higher than
the 120–150 kHz reported for an adult by Kamminga and
Wiersma~1981!. However, these studies did not present sta-
tistical information and the peak frequencies reported by the
investigators were considered ‘‘typical’’ of the signals mea-
sured.

Approximately 75% of Marco’s echolocation signals
had 3-dB bandwidth between 15 and 25 kHz with an average
value of 16.464.3 kHz. These values are slightly higher than
the 12.8 kHz reported by Goodsonet al. ~1995! for a single
Phocoenasignal. The bandwidths measured in this study are
much smaller than the 35–60 kHz forTursiops. The band-
width of an oscillatory signal of relatively constant period
will be inversely proportional to the length of the signal.
Since the duration of the harbor porpoise signal is two to
three times as long as for the bottlenose dolphin, the band-
width is narrower by a factor of 2 to 3.

The results of this study should contribute to a deeper
understanding of the acoustics of harbor porpoises and that
could be helpful in the search for solutions to the bycatch
problem. The width of the echolocation beam is one of the
most fundamental property of an echolocation system and
knowledge of the beam pattern can be helpful in understand-
ing how Phocoena phocoenauses its echolocation in the
wild. Designers of acoustic transponders that are activated by
echolocation signals can be assured that signals radiating
from a porpoise head in different directions should have rela-
tively similar shape. The width of the porpoise beam can also
be used to calculate the distance passive acoustic reflectors
and active acoustic transponders should be spaced to be ef-
fective at specific ranges. Finally, knowledge of typical av-
erage source levels is also important in designing active tran-
sponders and passive reflectors.
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Using a simple model for a nonresonant stridulatory organ, the intensities and shapes of the
vibrations produced and the radiated sound were calculated. To test the results, the stridulation of
femal multillid wasps ~Mutillidae, Hymenoptera, Insecta! was investigated by the help of
sound-analytical methods and with laser vibrometry. The model was shown to give good
estimations for the sound spectrum and for the absolute power of the second to fifth harmonics. The
wasps investigated, females ofDasylabris mauraand ‘‘Smicromyrme’’ praedatrix with body
lengths of about 10 mm, are able to make audible sounds with a power level of about 40 dB at a
distance of 0.1 m. Stridulatory organs like those in mutillid wasps occur in several species of insects
~e.g., beetles, wasps, and ants! and in other arthropods. ©1999 Acoustical Society of America.
@S0001-4966~99!05812-9#

PACS numbers: 43.80.Ka@WA#

INTRODUCTION

Stridulation is defined as sound emission by friction of
two specialized surfaces against one another.1 Stridulatory
organs are widespread in insects and other arthropods. In
most cases there is a scraper~plectrum, strigilator! on one
part moving over a more or less regular structure~stridula-
tory file, stridulitrum, pars stridens, strigil! with periodically
recurring elevations on another part. The structure and size
of the stridulatory file are extremely variable; it may be made
up of bristles, tubercles, teeth, or, frequently, of very broad
ripples. Stridulatory organs have been found on virtually all
regions of the body. According to the review of Dumortier,1

there are many file-plectrum combinations in insects, virtu-
ally anywhere where two parts of the exoskeleton may touch
each other.

Resonant structures may be associated with or attached
to the stridulatory organ, especially if the sound is optimized
for long-range intraspecific communication at distances of
about 10 to 1000 m.2 The benefits of using resonant struc-
tures are: limited bandwidth of the signal, optical sound ra-
diation, and high energy produced with low energy per
stroked bristle, tubercle, or tooth. Therefore, the stridulatory
file is narrow if the resonator has a high qualityQ. The
width-to-period ratio of the stridulatory file is usually below
10:1.1,3 Resonant structures are, for example, specialized ar-
eas of the forewings as in crickets4,5 or air-filled cavities in
the abdomen.1

For short-range intra- and interspecific communication,
no resonant structures are necessary. Sometimes radiation far
from the optimal sound impedance match is better, for ex-

ample, to avoid the attraction of predators or to avoid the
jamming of communication inside insect colonies. Stridula-
tion without resonance is frequently used in distress situa-
tions, when the sound is presumably an aposematic signal
aimed at discouraging predators from attacking the toxic,
armed, or otherwise unpalatable sender. Some insects present
acoustical signals together with optical~aposematic colora-
tion! and/or chemical signals~allomones!. A stridulatory file
without associated resonant structures looks like a wash-
board and the width to ripple-period ratio of the file is above
10:1, usually in the order of 100:1. This paper deals with
such stridulatory organs with broad files. They occur in dif-
ferent genera of many beetle families, like the cranioprotho-
racic organs, e.g., in Chrysomelidae, metathoracic organs in
Cerambycidae, and abdominoelytral organs, e.g., in
Scarabaeidae.1 Abdominal organs occur in Hymenoptera in
some genera of the wasp families Bradynobaenidae, Rho-
palosomatidae, and Sphecidae, in almost all genera of
Mutillidae,6 and in several ant species.7

I. MATERIAL AND METHODS

A. Experimental animals

Measurements of stridulating female mutillid wasps
were used to test the results obtained from computations
based on the theoretical model~see below!. In mutillids, the
stridulatory organ occurs in both sexes on the abdomen dor-
sally between the second and third metasomal segments. The
measurements were performed with three females ofDasy-
labris maura8 ~subfamily Sphaeropthalminae! from Germany
and three females of ‘‘Smicromyrme’’ praedatrix9 ~subfam-
ily Mutillinae! from South Africa. The mutillid wasps were
kept in a terrarium where they had free access to water and a
50% solution of honey in water.

a!Electronic mail: tschuch@zoologie.uni-halle.de
b!Electronic mail: brothers@zoology.unp.ac.za
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B. Anatomical investigations

Dead dry specimens were rehydrated and softened in a
pepsin solution~24 h, 40 °C!. The expanding took place in
distilled water. During washing in water and acetone~158
each, 40 °C! the animals were treated with ultrasound to re-
move dust particles from the cuticle surface. After air-drying,
the specimens were coated with gold~Balzers SCD 004 sput-
ter coater! and examined in a Hitachi S-2400 scanning elec-
tron microscope~SEM!. For all measurements the SEM was
calibrated by using a Planotec silicon test object~Plano!.

C. Sound and vibration recordings

Sound signals were recorded digitally with a computer
sound board Pro Auido Spectrum 16~Media Vision, settings:
sampling rate 44.1 kHz; resolution 8 bit mono!, and analyzed
by the software Avisoft Sonagraph Pro 2.7~Specht!. A 1-in.
condenser microphone MK 102 was mounted at a distance of
about 0.1 m. The sound levels were measured with a preci-
sion pulse levelmeter 00 017~Messelektronik ‘‘Otto
Schön’’ ! which also served as a microphone amplifier.

The vibrations were measured with a laser vibrometer
instrument containing a sensor head OFV300~Polytec! and
the vibrometer controller OFV2100~Polytec, with enlarged
frequency range, settings: displacement 1.62mm/V, velocity
5 mm/s/V, 50-kHz low pass filter!. Single small~diameter
approximately 20mm! half-mirrored spheres made from
Scotchlite 7610 foil~3M! served as reflectors for the sensor
head at a distance of 0.6 m. Displacement and velocity were
digitized parallel to the sound signal with the help of a digital
storage oscilloscope DS-8601A~Iwatsu, settings: sampling
rates 75 and 300 kHz!. The digitized signals containing
12 000 words each were accessed through a RS232-C inter-
face SX-0111/0114~Iwatsu! and converted using a PASCAL
program to WAV format computer files.

II. RESULTS

A. Anatomy

In both species, the stridulatory file of the female is a
shield-shaped area of approximately 160 very regular ripples
with ripple distances of 2.4 to 4.8mm. In the middle part of
the file the ripple distance is 3.3mm in D. maura~Fig. 1! and
2.6 mm in ‘‘ S.’’ praedatrix, with depths of approximately 2
mm. The file is approximately 0.5 mm30.5 mm in size, and
the plectrum width is 0.20 mm inD. mauraand about 0.15
mm in ‘‘S.’’ praedatrix.

B. Model

Figure 1 shows the movement of the plectrum relative to
the file. If the file moves outward the plectrum goes from
position 1 to position 2 in a short time down into the valley
between the two ripples. The time taken to reach a position
as in 1 on the next ripple~position 3! is much longer, be-
cause of the oblique angle of the plectrum. The up-and-down
displacement of the plectrum is therefore not symmetrical
and can be described using a sawtooth function over time as
a first approximation. If the direction of movement is re-
versed, the sawtooth function is also reversed@Fig. 2~A! and

~B!#. The differentiation ofx with respect tot gives the ve-
locity u of the vibration. It is a periodic step function.

C. Vibration

Real displacement-time and velocity-time plots mea-
sured by laser vibrometry~Fig. 3! show waveforms very
similar to the model. But the width of the high-speed part
~between 1 and 2 in Fig. 1! is much shorter than in the model
~Fig. 2!. This can be explained by faster slipping of the plec-
trum into ~or out of! the spaces between ripples during out-
ward ~or inward! movement of the file. This is possible be-
cause the plectrum is flexible and the forces causing inward
and outward movements of the file with respect to the plec-
trum are weak compared with the forces causing the pressure
of the file against the plectrum. During inward movement the
durationtb of the highest velocity remains relatively constant
at a mean value of 0.16 ms. It is relatively independent of the
observed periodT, which ranges from below 1 ms to more
than 2 ms in both species. WhereasT can easily be modified
by the stridulating animal, the timetb depends more on the
mechanical properties of the stridulatory organ and to a
lesser extent on the forces applied. The mean velocityu0

usually reaches about 10 mm/s~Fig. 3!. At that velocity the
plectrum moves 1.6mm in 0.16 ms, which is in the range of
the ripple height of 2mm observed anatomically and used in
the model in Fig. 1.

FIG. 1. The model for plectrum vibrations~right anterior, left posterior of
the body!. 1, 2, and 3 are the positions of the plectrum~above! relative to the
stridulatory file while stroking one ripple during the movement of the file
outwards. Above the plectrum, the displacement is plotted in simplified
form. The time between 1 and 2 istb , and the period between 1 and 3 isT.
Insets SEM pictures ofDasylabris maura:~A! Cross section of the plectrum
~white bar: 100mm!. The plectrum is not in contact with the file below
~artifact of preparation!. ~B! Three ripples of the file~white bar: 5mm!.

FIG. 2. Displacementx and velocityu of the plectrum during movement of
the stridulatory file outward~A! and inward~B!.
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D. Sound spectrum

Because of the small dimensions and the low frequen-
cies produced by these insects, there is no optimal power
transfer from the vibrating source to the surrounding air.10

This causes an attenuation of the lower frequencies. The ra-
diated sound powerP may be expressed as the product of the
squared effective velocityueff of the oscillating area and the
real part of the acoustical radiation impedance, the resistance
wr

P5ueff
2 wr . ~1!

The calculation ofueff is easily possible ifu(t) is ex-
panded into a Fourier series. A shift of the step function
along the time axis allows the sine terms to be ignored. Be-
cause of the absence of any influence of constant terms on
the sound radiation it is possible to write

u~ t !5 (
n51

`

un~ t !5 (
n51

` Fan cosS 2pn

T
t D G . ~2!

If u is equal tou0 between2tb/2 andtb/2 ~the duration of
highest velocity! and 0 in the other ranges in the period from
2T/2 to T/2, thean can be calculated as follows

an5u0

2

T
2E

0

tb/2

cosS 2pn

T
t Ddt, ~3!

an5
2u0

pn
sinS pn

T
tbD . ~4!

According to Eq.~2! the expression forun(t) is given by

un~ t !5
2u0

pn
sinS pn

T
tbD cosS 2pn

T
t D . ~5!

For the calculation of the powerP it is necessary to have
the square of the effective velocity. This is the integral for all
times over the square ofu(t). Because of the periodicity it is
sufficient to integrate over one periodT. The mean value of
the squared cosine function is 0.5 and the term in the right-
hand brackets does not depend on time. Therefore the result
of the integral is

un eff
2 5

2u0
2

p2n2
sin2S pn

T
tbD . ~6!

It is more complicated to obtain a good estimate of the
acoustical radiation resistancewr . The laser vibrometry
shows that the main area of vibration comprises about 0.03
mm2 posteriorly on the plectrum. Furthermore, the females
stridulate with the abdomen less than 1 mm above the
ground. Therefore, as a first approximation, the far-field ra-
diation may be that of an oscillating piston in a baffle,11

wr5c%F12
J1~2kR!

kR GA, ~7!

wherec and% are the speed of sound and the density of air,
A and R are area and radius of the piston,k is the wave
number

k5
2p

l
5

v

c
5

2pn

cT
, ~8!

andJ1 is the Bessel function of the first kind an of order one.
It can be expressed in a series expansion in the following
manner:

J1~x!5
x

2
2

x3

16
1

x5

384
21••• . ~9!

For frequencies up to 50 kHz the wave numberk is less than
1 mm21 andR is about 0.1 mm. ThuskR!1 is always true.
Therefore Eq.~9! can be reduced to the first two terms of the
series. Under these conditions Eq.~7! can be written as fol-
lows:

wr'
c%k2A2

2p
, ~10!

or, according to Eq.~8!:

wr'2p
%n2

cT2
A2. ~11!

Inserting Eq.~6! and Eq.~11! in Eq. ~1! yields a sound power
of line n in the line spectrum as follows:

Pn'
4

p

%u0
2A2

cT2
sin2S pn

T
tbD ~12!

or

Pn'
2

p

%u0
2A2

cT2 F12cosS 2pn

T
tbD G . ~13!

Because the expression in front of the square brackets de-
pends only on the observed periodT, the entire power spec-
trum depends only onT and tb , the duration of the highest
velocity. Figure 4 shows the variation of the logarithmic
spectrum withT, assuming a constanttb of 0.16 ms. Whereas
T influences the line density in the spectrum and the power
of all lines together,tb causes attenuations only around 1/tb

~6 kHz! and integer multiples of that.
To compare a real sound pulse with an artificially made

one and to estimate the maximal sound power, it is necessary
to measure the periodT. Because the fundamental frequency
is of low power, cepstrum analysis was used to get the fun-
damental frequencyf exactly. Figure 5 shows the minimal
quefrency usually found in the middle part of each sound

FIG. 3. Displacementx ~A, B! and velocityu ~C! of the vibrating plectrum
of a female of ‘‘S.’’ praedatrixas a function of time. The plots show three
ripples of the stridulatory file stroked by the plectrum during the movement
of the third metasomal segment outward~A! and inward~B, C!. See text.
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pulse. With the minimal value forT50.65 ms and withu0

50.01 m/s andA50.03 mm2, Eq. ~13! yields

Pn'0.2nWF12cosS 2pn

T
tbD G . ~14!

Thus the first maximum ofP can be found nearn52(3 kHz!
with a value of 0.4 nW. IfT goes up to 1 ms the first maxi-
mum will be reached atn53~3 kHz! with only 0.2 nW be-
cause the factor in front of the square brackets goes down to
0.1 nW. The sound will be radiated in a hemisphere above
the ground. At a distance of 0.1 m~approximately the wave-
length of 3 kHz! the hemisphere has a surface area of 0.06
m2. Thus the maximal sound intensity at this distance is
approximately 7 nW/m2, yielding a sound power level of 38
dB relative to 1 pW/m2. The two species investigated pro-
duced sound power levels between 30 and 40 dB. Thus the
estimation of sound intensity made above is quite good.

If the ripple period is constant, the time course of the
fundamental frequencyf represents the velocity of the plec-
trum relative to the stridulatory file. In a real sound pulse
there are slow parts at the beginning and at the end~Fig. 6
left!. The fastest movement occurs in the middle part. Using
a self-written PASCAL program, it was possible to construct
a synthetic sound pulse according to the model used~Fig. 6
right!. Some characteristics are the same in both sonagrams.
Typically, but not in all actual sound recordings, it is evident
that in the middle of the sound pulse the 4f harmonic, and at
the beginning and the end of the pulse the 5f harmonic, are
attenuated near 6 kHz. This is because the frequency of the
attenuation is relatively constant and depends mainly on the
mechanical properties of the stridulatory organ. The most
conspicuous differences in the real sound pulse compared
with the synthetic one relate to the greater attenuation of the

frequencies atf and above 4f . The inaccurate power calcu-
lation at the fundamental frequency results from ignoring the
reversed velocity course following the step function~Fig. 3!.
Further, because of limited acceleration of the plectrum, the
time function of the velocity is not really a step function.
Thus the model is inaccurate at higher harmonics. On the
other hand, the model shows good agreement with the fre-
quency of maximal sound intensity, and it allows an expla-
nation of the broad frequency spectrum of the real sound
ranging from approximately 1 to 10 kHz.

E. Oscillogram

The distress call contains several syllables, each made
up of two sound pulses generated during the movement of
the abdominal segment inward and outward~Fig. 7!. The two
pulses are usually readily distinguishable in the time function
because of their asymmetry relative to the time axis~Fig. 8!.
Although the time function of the radiated sound pressure
has a very different shape compared with the vibration ve-
locity ~Fig. 3!, the asymmetry caused by the highly damped
plectrum vibration is evident here also. The findings were
confirmed both by the model and by actual recordings.

Whereas the syllable period and the pulse width remains
fairly constant in the calls of female ‘‘S.’’ praedatrix, female
D. mauraare able to switch to faster syllable repetition with
shorter sound pulses depending on the stress intensity~Fig.
7!. Because the velocity of movement between plectrum and
file does not change in the faster syllables, the fundamental
frequency remains approximately the same. Thus the plec-
trum strokes a lesser number of file ripples in this case, but
the produced spectra and time functions of the sound do not
differ in the faster and slower parts.

FIG. 7. Oscillogram of the distress call of a femal ofD. maura. Note the
discontinuous changes in the syllable period. One syllable consists of two
sound pulses corresponding to the movement of the stridulatory file inward
and outward.

FIG. 4. Variation of the calculated acoustical spectrum with periodT of the
vibration. The periodT is varied from 0.65 to 1 ms whereas the widthtb

remains constat at 0.16 ms. The logarithmic sound powerP is coded as a
gray scale; the frequency scale is linear.

FIG. 5. Cepstrum of the middle part of one sound pulse of a femal of
D. maura. The quefrency of 0.65 ms corresponds to the periodT. The
fundamental frequency is the reciprocal quefrency: 1/0.65 ms51.54 kHz.

FIG. 6. Sonagram of an actual pulse produced by a stridulating femal of
D. maura~left! and sonagram computed according to the model~right!. The
frequency scale is linear. For further explanation see text.
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III. DISCUSSION AND CONCLUSIONS

The signals investigated in this paper have a broad spec-
trum with many harmonics. It may be that aposematic acous-
tical signals should have a broad frequency spectrum, for
example, because the potential predators~e.g., lizards, mam-
mals! are phylogenetically very different, or because the sig-
nals may have evolved in a Mu¨llerian mimicry to hissing by
vertebrates. But there is an unsolved problem. According to
the model explored here, the sound power level of the stridu-
lating insect depends onA2/T2, in addition tou0

2. Assuming
that a scaling down of the body size will influenceA ~the
square of the length! more thanT andu0 , the sound power
level would be very low in small insects. While the investi-
gated species have a body length of about 10 mm, there are
many mutillid wasps and other insects with similar stridula-
tory organs only half the length or less. Half radius yields
quarter radiating area and a reduced specific acoustic resis-
tance, thus the sound power level will be reduced by 12 dB
or more. The resulting sound, less than 26 dB, would
scarcely be perceptible to many of the potential predators.
But the sound power level is also not high enough to be used
for intraspecific communication over a distance. This may
provide a biophysical explanation of why some small insects
may use the vibration signals for short-range intraspecific
communication; some findings of Markl12 suggest this. But
there are many other possibilities for the use of stridulatory
organs. In leaf-cutting ants the vibrations serve to reduce
energy consumption during cutting,13 and in mutillid wasps
vibrations may aid soil manipulation.14 However, there is
still no good explanation why small insects also have stridu-
latory organs.

The model in this paper is a first approach to simulation
of spectra and time functions of vibration and radiated
sound. It has been shown to give good agreement with data
taken from the investigated specimens of multillid wasps and
with the data of Spangler and Manley.15 The model will
probably be useful for other arthropods with nonresonant
stridulatory organs too, especially where they have similar
file structures and approximately the same values of ripple-
strike periodT.16,17 Furthermore, the results allow the syn-
thesis of artificial vibrations and sounds. Therefore, the find-
ings could be helpful for future investigations dealing with
the effects of such signals in inter- or intraspecific commu-
nication.
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Receiver operating characteristics and temporal integration
in an insect auditory receptor cell
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Receiver operating characteristics~ROC! analysis was applied to the problem of temporal
integration in theA1 auditory receptor of the noctuid mothNoctua pronuba. The index of
detectability (d8) was calculated either from ROC curves or from a procedure equivalent to a
two-alternatives forced-choice paradigm of psychophysics. Stimuli of six different durations~1–40
ms! were used. The detectability increased exponentially with intensity for all signals and with the
rate of increase independent of duration. This allowed for an evaluation of the influence of stimulus
duration on detectability~duration/intensity trade-off!. A model of statistical threshold improvement
~the ‘‘multiple looks’’ model! could be applied and the influence of statistics on thresholds could be
separated from the influence of intensity integration. For stimulus durations significantly shorter
than the time constant of the receptor~3.4 ms forN. pronuba!, intensity integration was the main
factor determining thresholds and thus an energy detector model was applicable to the data. For
durations significantly longer than the time constant, the multiple look model alone could account
for changes in thresholds with duration. For durations in-between, a mixture of both models was
applicable, making specific predictions difficult. ©1999 Acoustical Society of America.
@S0001-4966~99!06112-3#

PACS numbers: 43.80.Lb, 43.64.Tk@WA#

INTRODUCTION

The threshold is a fundamental concept of sensory
physiology, defined as the smallest stimulus which gives rise
to a response. Thresholds are, however, due to their stochas-
tic nature, difficult to measure unambiguously. In a physi-
ological preparation it is generally always possible to iden-
tify a range of stimulus intensities where the receptor
responds only to a fraction of the stimulus presentations,
even in the absence of spontaneous activity in the receptor.
Since it is often desired to express the sensitivity of the sen-
sory system in question by a single figure, a threshold crite-
rion must be defined. In an electrophysiological experiment
this criterion is selected by the experimenter. The exact na-
ture of the threshold criterion will vary, depending to a large
degree on the specific type of experiment and stimuli used.
Sometimes the choice is based on a well-developed theory,
but equally often it is dictated primarily from practical and
parsimonious considerations.

Since a wide range of threshold criteria are possible, the
thresholds derived in a physiological experiment will depend
on the particular choice made by the experimenter. This may
or may not be a problem. At least two factors are to be
considered when choosing a criterion. The first is
comparability—the more similar the criteria of different ex-
periments, the stronger the conclusions possible in a com-
parison. The second factor is the possibility that certain cri-
teria affect the threshold measurements in a biased way
because the criterion itself favors detection of certain stimuli

over others. An example of this is the determination of neu-
ral thresholds for stimuli of different durations. If thresholds
are determined on the basis of a spike count criterion, they
are likely to decrease with increasing stimulus duration. This
is a simple consequence of the longer period of depolariza-
tion of the cell, which gives more time for spikes to accu-
mulate and thus an increased probability that the threshold
criterion will be exceeded. This is a purely statistical effect
and is independent of the sensitivity of the receptor in ques-
tion.

Receiver operating characteristics~ROC! analysis, de-
rived from the theory of signal detection~Green and Swets,
1966!, provides a valuable supplement to traditional thresh-
old measurements. Whereas ROC analysis has been used
widely in vertebrate psychophysics, the applications to elec-
trophysiology have however, been limited, centered on ver-
tebrate vision~e.g., FitzHugh, 1957; Barlowet al., 1971;
Cohnet al., 1975; Leeet al., 1993! and physiology of the 8th
nerve~e.g., Relkin and Pelli, 1987; Viemeisteret al., 1992;
and Fay and Coombs, 1992!. The power of ROC-based mea-
surements compared to more traditional methods lies in the
ability to separate thesensitivity of the receptor from the
threshold criterionused. The sensitivity of the sensory sys-
tem, as defined by Green and Swets~1966!, then becomes a
measure of how well a given signal can be discriminated
from background noise.

The ear of noctuid moths~Lepidoptera: Noctuidae! pro-
vides an excellent preparation for the study of sound recep-
tion at the receptor cell level. The noctuid ear is located on
the animal’s last thoracic segment and consists of a thin cu-
ticular membrane~tympanum!, backed by an air-filled cav-
ity. Attached to the membrane is the receptor organ, which

a!Present address: Center for Sound Communication, Institute of Biology,
Odense University, Campusvej 55, DK-5230 Odense M, Denmark; elec-
tronic mail: jakob.t@biology.ou.dk
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contains only two receptor cells (A1 andA2, see Ghiradella,
1971 for details!. The two receptor cells are broadly tuned to
ultrasonic frequencies. Their main function is to detect
echolocating bats and thus help the moth evade predation
~see, e.g., Miller and Surlykke, in press!. The two cells have
similar tuning. The only significant difference between the
cells is that theA1 cells is about 20 dB more sensitive than
the A2 ~Roeder, 1974; Surlykke and Miller, 1982!. This im-
plies that at low stimulus levels, below the threshold of the
A2 cell, the activity measured in the auditory nerve is almost
exclusively due to theA1 cell.

It is well known that the threshold of theA1 receptor
decreases for increasing stimulus durations. This has previ-
ously been ascribed solely to a temporal integration of stimu-
lus intensities~energy detection, Adams, 1971; Surlykke
et al., 1988; Tougaard, 1996!. The presence of a statistical
component in the analysis was demonstrated by Tougaard
~1998! and the aim of the present work is to investigate the
nature of this duration-dependent statistical threshold im-
provement.

By assessing the detectability for stimuli of different du-
rations, rather than determining thresholds by a traditional
spike count criterion, it is possible to evaluate the influence
of stimulus duration on detection probabilities directly. It
then becomes possible to investigate the relative importance
of the statistical threshold improvement over the temporal
integration of stimulus intensities~energy detection!. This
provides important information as to whether threshold
changes with stimulus duration can correctly be modeled by
an energy detector model or alternatively by a statistical
model, if it is intended that the model reflect the mechanism
responsible for the observed threshold changes.

I. METHODS

The preparation, stimulus generation, and data collection
have been described in detail elsewhere~Tougaard, 1998!.
Briefly, recordings of spike activity were obtained from the
auditory nerve of the noctuid moth,Noctua pronuba~Lepi-
doptera: Noctuoidae! using a glass suction electrode. TheA1
receptor is a primary sensory cell and no synapses are thus
located between the receptor cell body and the recording site.
The nerve signal was fed into a computer, where a 12-bit
A/D-converter recorded 102 ms of receptor activity, begin-
ning 51 ms before signal onset.

Stimuli were 23 kHz pure tone signals of different du-
rations ~1–40 ms!, generated by a Wavetek 112 generator,
controlled from the computer. The stimulus frequency corre-
sponds roughly to the frequency of best hearing of this spe-
cies of moth.

The experiments were conducted as a series of sessions.
Each session consisted of 900 stimulus presentations with a
signal of constant duration, distributed with 50 presentations
at each of 18 different intensities. Intensities were distributed
in steps of 1 dB around an initial threshold estimate.

ROC analysis requires large data sets to achieve the de-
sired accuracy ind8 calculations. A sufficiently large data set
was obtained from one individual. This individual showed an
unusual stability of responses over a 7-hour period~no sig-
nificant changes in thresholds, average number of spikes

elicited per stimulation, or spontaneous activity! and thus
provided recordings of responses to around 30 000 single
stimulus presentations. Such a data set poses unique oppor-
tunities for ROC analysis. By collecting the entire data set
from a single individual, interindividual variance is elimi-
nated and only the variance within the receptor cell itself is
left. This is the only variance assumed to be relevant to the
moth and also the variance of interest with respect to indices
of detectability. Strictly speaking, the conclusions drawn in
the following can only be said to be valid for the particular
receptor cell investigated. As a check for consistency with
other receptor cells, a partial analysis was performed on a
pooled set of recordings from individuals of a second noc-
tuid, Spodoptera littoralis. These data support the notion that
the present results can be considered representative for noc-
tuid A1 cells in general.

A. Evaluation of data—receiver operating
characteristics

The generation of receiver operating characteristics
~ROC! curves follows the method described in detail by
Cohn et al. ~1975!, who analyzed single-cell data from the
frog optic nerve.

For each stimulus presentation, two observation inter-
vals were chosen. One began 50 ms prior to stimulus onset
and represents the signal-absent, or noise-alone, condition.
This is termed theN-interval. The other interval began at
stimulus onset~arrival time at the tympanal membrane!,
lasted 50 ms and represents the signal present condition
(signal1noise), and is termed theSN-interval. For each re-
cording ~i.e., one stimulus presentation!, the number of
spikes in the two observation intervals,N and SN, was
counted. Pooling the data from a large number of identical
stimulations, two spike count histograms could be con-
structed, one for signal absent and one for signal present
~Fig. 1!.

The two observation intervals from the recordings were
classified on the basis of a spike count criterion,c. Six dif-
ferent values of the criterion were used~1 through 6 spikes!.
Depending on the number of spikes in each interval, the type
of interval~N or SN!, and the criterion,c, the recordings were
divided into four groups.SN-intervals, in whichc spikes or
more were found, were grouped as hits, and those that con-
tained fewer thanc spikes as misses. In the same way,
N-intervals were grouped into correct rejections~fewer than
c spikes! and false alarms~c spikes or more!. The terms hit,
miss, false alarm, and correct rejection are technical descrip-
tions ~Green and Swets, 1966!, used here solely in order to
retain a consistent terminology and are not intended to imply
that any kind of decision was made by the receptor.

The hit rate associated with a particular criterionc is the
ratio of hits to the total number ofSN-intervals, and likewise
is the false-alarm rate of the ratio of false alarms to the total
number of N-intervals. Corresponding hit and false-alarm
rates are plotted in a ROC plot~Fig. 2!.
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B. Index of detectability

For each signal duration and intensity,d8 was estimated
by a maximum likelihood fit to the experimental ROC data.
This estimate is termeddROC8 .

A second estimate ofd8 was obtained by evaluating the
data with a procedure equivalent to the two-alternatives
forced-choice~2AFC! paradigm of psychophysics~Relkin
and Pelli, 1987!. For each recording, the computer algorithm
was ‘‘forced’’ to choose which of the two intervals~N or SN!
was the most likely to contain a response to the signal, ig-
noring the fact that the signal always occurred in the last
interval. This choice was based on a comparison of the spike
counts in the two intervals. An observation, following a
single stimulus presentation, was classified as a correct re-
sponse if more spikes were counted in theSN-interval than in
theN-interval and classified as wrong if the opposite was the
case. In situations where there was an equal number of
spikes in the two intervals, the observation was classified as
correct in 50% of the cases. The proportion of correct clas-
sifications was thus calculated as

Percent correct5
mSN.N1mSN5N/2

mtotal
3100, ~1!

where mSN.N is the number of observations where more
spikes were found in the signal present interval,mSN5N is

the number of observations where there was an equal number
of spikes in the two intervals, andmtotal is the total number of
observations. The 2AFC percent correct is monotonic with
d8 ~Green and Swets, 1966! and could be converted tod8
values by means of a table~Elliott, 1964!.

In the calculation ofdROC8 , all spikes in the 50-ms inter-
vals were included. To assess how the size of the observation
interval influenced the calculated detectability,d8 was calcu-
lated from the 2AFC evaluation for different subintervals
~windows! ranging from 1 to 50 ms. Thus for a 15-ms evalu-
ation window size, the number of spikes found between on-
set and 15 ms after onset~SN-interval! was compared to the
number found in a similar interval prior to stimulus onset
~N-interval!. For each window size, a percent correct was
calculated as above, and a correspondingd8 could be found.
For each signal duration and intensity there was an optimal
size of the evaluation window, which resulted in the maxi-
mal detectability. This maximald8 was used in the evalua-
tion of the influence of stimulus duration on detectability and
was termedd2AFC8 . Thus two detectability indices were cal-
culated for each stimulus—one by use of a 50-ms evaluation
window, irrespective of stimulus duration (dROC8 ), and one
where the window size was optimally adjusted for each du-
ration (d2AFC8 ).

FIG. 1. Spike count distributions in 50-ms noise only~N! interval ~solid
bars! and 50-ms signal1noise~SN! interval ~hatched bars!. Stimulus dura-
tion 5 ms, five different sound-pressure levels: 28~a!, 32 ~b!, 34 ~c!, 36 ~d!,
and 40 dB~e!. Each histogram is based on pooled data from five sessions,
equal to 250 stimulus presentations.

FIG. 2. Receiver operating characteristics of the A1 receptor cell. Stimulus
duration 5 ms, five different sound-pressure levels,~a! 28 dB,d850.13,~b!
32 dB, d850.4, ~c!, 34 dB, d850.8, ~d! 36 dB, d851.6, and~e! 40 dB,
d853.0. Solid lines are best-fitting ROC curves~Gaussian assumption,
equal variance!. The response criterion~number of spikes,c!, corresponding
to each data point, is indicated. For clarity, data points in the lower left
corners are not marked.
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C. Influence of signal duration on detectability

The detectability is a monotonic function of signal-to-
noise ratio. The noise in the present experiments was most
likely determined by the spontaneous activity of the receptor,
which is indistinguishable from, though probably not caused
by, external, acoustic noise. The noise is considered constant
and independent of the signal andd8 will therefore be a
monotonic increasing function of signal intensity. The rela-
tionship betweend8 and stimulus intensity~expressed in dB
SPL for convenience! was described by fitting exponential
functions to the data~Eganet al., 1969!,

d8~SL!5baSL, ~2!

where SL is the sound pressure level in dB SPL anda andb
are constants. The constanta determines the steepness of the
increase in detectability and equals the slope of the detect-
ability function, when plotted on a logarithmic axis. The con-
stantb is an offset parameter, equal to the detectability index
of a 0-dB SPL signal.

For each signal duration, Eq.~2! was fitted tod2AFC8 .
Only data points ford8,3 were included. At detectability
indices higher than 3, corresponding to more than 98% cor-
rect, an unattainable high number of samples per data point
is required in order to estimated8 reliably.

II. RESULTS

The mean number of spikes counted in theSN-interval
increased with intensity of the signal, whereas the mean
number of spikes in theN-interval remained constant. In Fig.
1 is shown, for a 5-ms signal at five different intensities, the
occurrence of spikes in theN- and theSN-intervals, separated
in bins from none to six spikes per stimulation. The histo-
grams of spikes in theN-interval show that about 80% of
these intervals contained either none or only one spike. The
last 20% contained between two and five spikes. The mean
number of spikes in theN-interval remained the same at all
signal intensities~Kruskall-Wallis test:H517.08, 19 df,P
50.59!. The histograms for the spikes in theSN-intervals, on
the other hand, showed marked changes as the signal inten-
sity was increased. At the lowest intensity shown@28 dB
SPL, Fig. 1~a!#, the mean number of spikes counted was
almost identical to the counts from theN-interval ~paired
t-test on difference between mean number of spikes inN-
and SN-intervals: P50.07, n55 sessions of 50 stimula-
tions!. As the intensity was increased, the mean number of
spikes in theSN-interval increased, which is observed as a
right shift in the histograms. At the highest intensity shown
in the figure@40 dB SPL, Fig. 1~e!# there was little overlap
between the spike counts in theN- andSN-intervals.

A. Receiver operating characteristics

The ROC curves derived from the data in Fig. 1 are
shown in Fig. 2. Each curve was constructed by plotting the
hit and false-alarm rates associated with incremented values
of the criterion,c. The index of detectability (dROC8 ) corre-
sponding to the best-fitting ROC curve~Gaussian assump-
tion, equal variance! is given in each figure.

At low signal intensities@e.g., 28 dB SPL, Fig. 2~a!#, the
points of the ROC curve are close to the lower left–upper
right diagonal, corresponding to a low index of detectability.
With increasing signal intensity, the curve shifts toward the
upper left corner, indicating an increase ind8.

In the above analysis, the size of both observation win-
dows ~N - and SN-intervals! was fixed at 50 ms. The influ-
ence of the size of the observation window on the detectabil-
ity is shown in Fig. 3. The index of detectability was
calculated from a 2AFC evaluation of the data as described
in the methods section. Results from five different signal
intensities~same as in Figs. 1 and 2! are shown. With a
window size smaller than 5 ms,d8 was close to zero at all
intensities, reflecting the latency of the response. An increase
in interval size to between 10 and 15 ms resulted in an in-
crease ind8, with a steeper increase the more intense the
signal. The increase also occurred earlier at higher intensi-
ties, indicating a decrease in latency. Increasing the size of
the observation window beyond 20–25 ms had little effect at
low intensities but resulted in a decrease of the detectability
at higher signal intensities, more pronounced the higher the
intensity.

If the underlying distributions can be considered Gauss-
ian, with identical variance, thend8 calculated from a ROC
curve should be identical tod8 calculated from the percent
correct in a 2AFC paradigm~Green and Swets, 1966!. No
significant difference was found betweend8, calculated from
the 2AFC paradigm with a window size of 50 ms anddROC8
~t-test on difference in slopes of linear regressions,P
50.88; t-test on difference in elevation,P50.91; n516
stimulus intensities, 250 stimulus presentations at each inten-
sity, 5-ms duration!.

The detectability indexd2AFC8 was found from the curves
in Fig. 3 and corresponding curves for other intensities and
durations as the maximum value of each curve. The two
estimates of the detectability of a 5-ms signal at different
intensities are shown in Fig. 4.

For each of the six different signal durations and for a
range of intensities, separated in 1-dB steps,d2AFC8 was cal-
culated. Results are shown in Fig. 5.

FIG. 3. The index of detectability,d8, as a function of the size of the
window used in the two-alternatives forced-choice~2AFC! evaluation, as
described in the text, at five different sound-pressure levels. From bottom
and up: 28, 32, 34, 36, and 40 dB. The gap in the 40-dB SPL curve is due
to a calculated value ofd8 of infinity and the gap in the 28-dB curve due to
d8 values below 0.01.
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The detectability increased with signal intensity for all
six durations, approximately following a straight line when
plotted on log axes, and with a larger value ofb @offset
parameter in Eq.~2!# the larger the duration~seen as a shift
of the curves to the left!. Equation~2! was fitted to the data
of each session and the results are shown in Table I~a!. No
significant differences were found between the slope param-
eter a across different stimulus durations~ANOVA, P
50.61, n531 sessions with 900 stimulus presentations in
each, six different stimulus durations!. This allowed for the
second fit of Eq.~2! to the data, with the common slope
equal to the overall mean value~1.31, s.e.50.002 dB21!. The
results are shown in Table I~b! and the corresponding detect-
ability functions are shown as straight lines Fig. 5.

By interpolation, based on Eq.~2!, signal intensities cor-
responding tod851 were calculated for each session~con-
sisting of 50 stimulus presentations at 18 different signal
intensities!. The mean was calculated for each stimulus du-
ration and plotted in Fig. 6~a!, which shows the duration/
intensity trade-off of the receptor. The longer the duration,
the lower sound pressure required to obtain a detectability
corresponding tod851. This decrease was 1.5 dB per dou-
bling of stimulus duration~linear regression:r 250.98, re-
gression line not shown!. Included in Fig. 6~a! are the pre-

dicted thresholds of the multiple look model~Viemeister and
Wakefield, 1991; see also discussion below! and the predic-
tions of an energy detector with a time constantt of 3.4 ms
~Tougaard, 1996!, both curves arbitrarily offset to pass
through the 5-ms data point.

Data from a limited analysis on a pooled set of record-
ings from individuals of the noctuidSpodoptera littoralisare
shown in Fig. 6~b!. Thresholds were calculated in the same
way as above from a 2AFC analysis of the data, the only
difference is that each data point is the mean of a variable
number of sessions from five different individuals, explain-
ing the much larger standard errors.

III. DISCUSSION

The following discussion falls into two parts. One is
methodological, related to the use of ROC analysis on
single-cell data, the other is concerned with the relation be-
tween stimulus duration and detectability in theA1 receptor
of the moth ear.

A. ROC analysis on single-cell data

From Fig. 1 it is clear that an unambiguous threshold
cannot be identified for the noctuidA1 cell. Even at the low-

FIG. 5. Index of detectability,d2AFC8 , for different signal intensities and six
different signal durations~from left to right: 40, 20, 10, 5, 2, and 1 ms!.
Solid lines are fitted exponential functions, fitted from Eq.~2! as described
in the text. The dotted horizontal line indicates the standard level corre-
sponding to the data points in Fig. 6~a!. Error bars indicate standard errors.

FIG. 4. Index of detectability,d8, for a 5-ms stimulus at different stimulus
intensities. The detectability was calculated both from a maximum likeli-
hood fit to the data points in the corresponding ROC curves (dROC8 , solid
circles!, and from a two-alternatives forced-choice analysis of the data
(d2AFC8 , open circles!. Each data point is based on 250 stimulus presenta-
tions, except at 24 and 41 dB SPL, which are based on 150 and 200 stimulus
presentations, respectively.

TABLE I. Results of fitting Eq.~2! to the calculated indices of detectability (d2AFC8 ) for the six different signal
durations.~a! Fit of both slope~a! and offset~b! parameters to the data.~b! Fit of offset parameter~b! to the data
with a common value of the slope parameter (a51.31 dB21).

A B

Duration
~ms! na

a parameter~s.e.!
dB21 b parameter~s.e.! b parameter~s.e.!

1 5 1.28~0.024! 1.64•1024 (7.39•1025) 4.00•1025 (2.20•1026)
2 5 1.32~0.028! 9.76•1025 (4.46•1025) 6.93•1025 (2.37•1026)
5 5 1.29~0.026! 4.52•1024 (2.18•1024) 1.32•1024 (4.44•1026)

10 5 1.34~0.033! 1.87•1024 (8.41•1025) 1.82•1024 (9.52•1026)
20 5 1.29~0.025! 8.90•1024 (4.36•1024) 2.80•1024 (1.24•1025)
40 6 1.31~0.020! 5.37•1024 (2.22•1024) 3.60•1024 (4.37•1025)

an equals the number of sessions, each consisting of 900 stimulus presentations, 50 at each of 18 stimulus levels.
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est intensity shown@Fig. 1~a!#, a difference between means
of the two spike count histograms~N- andSN-condition, re-
spectively! was seen, and this difference increased gradually
with stimulus intensity. This is also reflected in the ROC
curves, where a gradual increase in detectability is observed,
seen as an increased curvature of the ROC curves with in-
tensity.

1. The index of detectability

Assuming the underlying distributions of noise and
signal1noise are Gaussian with equal variance, ROC curves
can be described by an index of detectability,d8. By defini-
tion, d8 equals the difference of the means of the underlying
distributions of noise and signal1noise, with the difference
expressed in units of standard deviations. It should be noted
that the underlying distributions are not identical with the
spike count histograms shown in Fig. 1. As is also the case
for psychophysical applications, the nature of the distributed
parameter is not entirely clear. In the present preparation,
this parameter is likely to be a loosely defined measure of the
average receptor cell depolarization, averaged over the entire
evaluation window. While there is no way to identify the
shape of the underlying distributions based on a ROC curve

alone~Kaernbach, 1991!, the symmetry around the negative
diagonal observed in the present data is consistent with the
Gaussian assumption with equal variance.

The introduction ofd8 provides a single parameter de-
scription of the ROC curve, and thus the detectability of a
given signal at a given intensity. This allows for a direct,
criterion independent comparison between different experi-
ments, performed under different conditions. Since the per-
centage correct in a 2AFC paradigm is monotonic withd8,
this value is equally useful in this respect.

2. Two alternatives forced choice

Calculatingd8 from ROC curves is quite laborious and
requires a high number of replicates. A simpler alternative is
to evaluate the data with a 2AFC paradigm. This approach
also has the advantage of providing reliable estimates ofd8
in situations with low spontaneous activity. The construction
of a ROC curve requires the presence of a not too low spon-
taneous activity, since data points will otherwise cluster in
the lower left corner of the ROC plot. The 2AFC paradigm
will work even in the almost complete absence of spontane-
ous activity and still allow a calculation ofd8 ~from percent-
age correct responses!. This is, however, still under the as-
sumption that the underlying distributions are Gaussian and
with equal variance, an assumption which must be justified
by other means.

3. Size of counting window

When comparing responses to signals of different dura-
tion, the question of evaluation window size is always
present. One can either choose to compare responses in
evaluation windows of similar size~large enough to contain
the response to the longest signal!, or to reduce the size of
the window for the shorter stimuli so as to better match the
actual duration of each response. Both approaches are likely
to affect the analysis in different ways. With classical thresh-
old measures, such as a fixed number of spikes, it is not
straightforward to analyze this question and determine which
approach is the appropriate one. By using a detectability
based method~such as the 2AFC!, however, it becomes pos-
sible to study how the size of the window in which spikes are
counted affects the results obtained.

The detectability of a 5-ms signal, measured with differ-
ent window sizes, is shown in Fig. 3. A window of about 20
ms matched the duration of the response quite well, and the
largest detectability was observed for windows of approxi-
mately this size. Smaller windows did not contain all spikes
elicited by the signal, explaining the lower detectability.

The detectability also decreased if the size of the win-
dow was increased beyond 25 ms, most pronounced at
higher intensities. At least two reasons for this seem plau-
sible, both related to a decrease in signal-to-noise ratio.1

If the window size extends beyond the duration of the
signal response, more noise is added to the analysis, since
any additional spikes added are likely to be unrelated to the
stimulus. This causes a decrease ind8. This applies not only
to extending the window beyond the end of the response, but
also if the window begins before response onset. Ideally one

FIG. 6. Duration/intensity trade-off in theA1 receptor cell. Plotted against
stimulus duration are the intensities corresponding tod2AFC8 51. ~a! Noctua
pronubacell data from Fig. 5. Included are the predicted thresholds of the
multiple look model~solid line! and the predicted thresholds of an energy
detector with a time constantt of 3.4 ms ~dashed line!. Both curves are
arbitrarily offset on the sound-pressure level axis to pass through the 5-ms
data point. ~b! Pooled data from 73 sessions on five individuals of
Spodoptera littoralis. Error bars in both~a! and~b! indicate standard errors.
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would shift the beginning of the counting window to match
the beginning of the response to compensate for neural la-
tency. Due to the low spontaneous activity of the receptor
this was not done in the present experiments and the influ-
ence ond8 is considered to be marginal.

The second factor likely to cause a decrease in detect-
ability for window sizes larger than the duration of the re-
sponse, is a post excitatory suppression of the receptor. A
post excitatory suppression is clearly present in theA1 re-
ceptor~Perez and Coro, 1986!, seen as a decrease in sponta-
neous activity immediately following stimulus offset. The
calculation ofd8 under the 2AFC paradigm is based on the
assumption that the noise in theSN-interval is identical to the
noise in theN-interval. The latter is then used in the calcu-
lations, since it is easily measured in contrast to the noise in
the SN-interval. However, if a post excitatory suppression is
present, the noise in theSN-interval is suppressed, and the
assumption is violated. The detectabilities calculated will be
based on a signal-to-noise ratio which is too low, since the
higher noise level in theN-interval is used in the calcula-
tions. This will result in an underestimation of the detectabil-
ity. Put this in another way: the post excitatory suppression
suppresses some spontaneous spikes, which would otherwise
have occurred after stimulus offset and added to the spikes
elicited by the signal. This reduces the mean number of
spikes observed in theSN-interval, which again reduces the
detectability.

Using a simple spike count criterion it seems difficult to
devise an appropriate strategy for dealing with stimuli of
different durations. With thresholds based on detectabilities
the situation is different. Sinced8 ~and 2AFC percent cor-
rect! is independent of the number of spikes used as a crite-
rion, it is permitted to reduce the size of the counting win-
dow such that it matches the duration of the response closely.
This was done with thed2AFC8 index.

B. The influence of stimulus duration on d 8

The detectability increased not only with signal intensity
but also with duration~Figs. 5 and 6!. This duration/intensity
trade-off is usually attributed to a temporal integration~Ad-
ams, 1971; Surlykkeet al., 1988; Tougaard, 1996!. It has,
however, previously been shown~Tougaard, 1998! that the
decrease in threshold with increasing stimulus duration in the
A1 receptor is caused by two factors. One factor is an energy
detector with a short time constant, the other is a statistical
factor, sensitive to the choice of threshold criterion. The con-
tribution from the energy detector can be evaluated by other
types of experiments@e.g., double click stimuli, Tougaard
~1996!, or amplitude modulation and gap-detection experi-
ments, Surlykkeet al. ~1988!#. By calculating indices of de-
tectability it is possible to assess the statistical component.

The statistical improvement of detection with duration
has been described, among others, by Green and Swets
~1966!, Viemeister and Wakefield~1991!, and Viemeister
et al. ~1992!, in the latter two papers under the term ‘‘mul-
tiple looks.’’

If detection of a signal of durationd can be considered
equivalent to detectingn single intervals~or ‘‘looks’’ !, each

of durationd/n, then the summated detectability of the entire
signal is given as

d85A(
i 51

n

~di8!2, ~3!

wheredi8 are the detectabilities of then individual intervals
of durationd/n. Equation~3! is valid under the assumption
that the individual ‘‘looks’’ are independent of each other
and that the information from all intervals are combined in
an optimal way. If we can furthermore assume that all the
individual detectabilities are equal, we get

d85di8An. ~4!

Thus d8 increases with the square root of the duration
increase~for further details and formal proof, see Green and
Swets, 1966!. The predicted threshold function of the mul-
tiple look model in Fig. 6~a! is based on these assumptions.

Figure 6~a! shows that most of the threshold decrease
with increased duration observed in the present experiment
can be accounted for by the multiple look model. However,
at durations below 5 ms, thresholds change more with dura-
tion than predicted by the model. This is due to the energy
detector properties of the receptor. This energy detector,
which in N. pronubahas a time constant of 3.4 ms~Tou-
gaard, 1996, 1998!, will cause a decrease in thresholds with
up to 3 dB per doubling of duration. This will, however, only
be for short durations, up to a few times the time constant.
The predictions of the energy detector are shown in Fig. 6~a!
as the dotted line.

Combining the two models, desirable as it may be, is,
however, not trivial. The premises of the two models are
different, the most important difference being that the simple
energy detector model does not incorporate noise at all,
whereas noise is a central parameter in the stochastic model.
Below follows an attempt to combine the two models based
on qualitative arguments.

One of the central assumptions of the multiple look
model is independence between individual ‘‘looks.’’ This as-
sumption is likely to be fulfilled at long durations, but at
short durations—on the order of magnitude of the energy
detector time constant and shorter—it is almost certainly vio-
lated. Integration and independence are mutually exclusive.
The very nature of a temporal integrator is that the output at
any given time depends on events in the past.

The extent of the dependence backward in time is re-
flected in the energy detector time constant. Any two events
temporally separated by more than five times the time con-
stant~approx. 15 ms forN. pronuba! can be considered prac-
tically independent events. Events which occur closer to each
other will be increasingly interdependent the closer they are
in time.

Thus for duration/intensity trade-off experiments, we
should expect thresholds to be divided into three regions,
based on the duration of the signal, and not sharply sepa-
rated. The first region covers thresholds for short duration
signals, significantly shorter than the energy detector time
constant. For these durations, any two events which occur
within the duration of the signal will be interdependent to
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such a high degree that the multiple look model cannot be
applied. In this, the energy detector region, thresholds are
predicted to decrease with 3 dB per doubling of duration.

The second region covers thresholds for signals of dura-
tions significantly longer than the time constant. For these
durations, the energy detector does not contribute signifi-
cantly to threshold changes with duration. This means that
events occurring within the duration of the signal can be
considered independent, and the multiple look model is ap-
plicable. In this, the multiple look region, detectability is
predicted to increase withA2 per doubling of duration@Eq.
~4!#. The actual decrease in thresholds is not given directly
from Eq. ~4!, but will depend on the slope of the intensity/
detectability curves~as in Fig. 5!. A doubling of duration
will result in a threshold decrease of lnA2/lna, wherea is
the slope parameter from Eq.~2!. This corresponds to a slope
of 21.3 dB per doubling of signal duration for a value ofa
of 1.31, as in the present data. This is the slope of the solid
curve in Fig. 6~a!.

The middle region of thresholds is for signals of inter-
mediate durations, comparable to the size of the time con-
stant. This is a gray zone where the energy detector on one
hand has some influence on thresholds, but with a contribu-
tion less than23 dB per doubling of duration. On the other
hand, events which occur within the duration of the signal
are sufficiently independent ford8 to improve due to the
statistics, although with less thanA2 per doubling of dura-
tion. Due to the partial independence between individual
looks, it is difficult to calculate specific predictions for this
region.

The concept of the three different regions is essential to
understand when considering problems related to temporal
integration. By knowing which region is pertinent to a given
experiment, it is possible to apply the appropriate model~en-
ergy detector vs multiple look model!. If one can measure
the energy detector time constant by other methods~e.g.,
double click detection!, it is also possible to identify the
middle region of durations, where neither of the models pro-
duces reliable predictions on their own.

The present analysis has thus demonstrated that receiver
operating characteristics analysis can be successfully applied
to an insect sensory receptor cell and that this analysis can
provide means of assessing central questions regarding the
temporal integration of the receptor—questions, which
would otherwise be difficult or impossible to assess.
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nevertheless still retains its meaningfulness in relation to the detectability.
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A system has been developed to generate and maintain a bubble population in nonscattering fluid
media within a small 1.3-mm~i.d.! transparent silicone tube by use of low-frequency ultrasound at
28.8 kHz. The system uses a sequence of three different kinds of acoustic cavitation processes:
transient, stable and cyclic. In the final step of the sequence, low-duty cycle~;10%! and
low-pressure~;30 kPa! ultrasound is used to maintain a microbubble population whose mean
diameter is;12 mm, which can be used as Doppler ultrasound scatterers. To understand and
measure the behavior of bubbles for three different kinds of cavitation processes in the tube, a CCD
imaging system and a synchronized short duration flash were used to capture movie frame
sequences. Subsequent analysis of the frames enabled the following bubble parameters to be
measured: size distributions, fractional volume concentration, flow characteristics, rise velocity,
dissolution time, growth rate and various bubble formation processes. In addition, the cavitation
threshold of distilled water inside the tube was found to be;292699 kPa. Techniques were also
developed to identify successful bubble initiation and excitation by either detecting the harmonic
components of the bubble emission power spectra or by detecting the power level of the Doppler
spectrum. ©1999 Acoustical Society of America.@S0001-4966~99!06411-5#

PACS numbers: 43.80.Vj, 43.80.Gx, 43.25.Yw@FD#

INTRODUCTION

The work described in this paper was motivated by a
proposed method for measuring flow of a nonscattering fluid
in small diameter silicone tubes. Such tubes are routinely
implanted as shunts to reduce and control cerebrospinal fluid
~CSF! pressure in patients with hydrocephalus. Because
these shunts frequently become blocked, a simple means for
noninvasive flow measurement is needed. In our previous
work, we have shown1,2 that the flow velocity of either de-
gassed distilled water or CSF in shunt tubes can be measured
by first creating cavitation bubbles and then using these as
scatterers for Doppler ultrasound measurements.

Three distinct types of cavitation are often identified,
transient~inertial!, stable~noninertial! and cyclic.3 Transient
cavitation generally involves a high-intensity acoustic field
in which bubbles or cavities undergo a major expansion fol-
lowed by a very rapid collapse accompanied by the release of
energy often with the formation of microbubble fragments.
Stable cavitation describes the process whereby bubbles in a
periodic acoustic field oscillate around their equilibrium size,
often in a nonlinear manner. With sufficient dissolved gas in
the liquid and an acoustic pressure higher than a certain
threshold, bubbles will gradually grow by a process known

as rectified diffusion.4 Finally, cyclic cavitation5 involves the
emission of microbubbles from the surface of a much larger
bubble due to instabilities created by surface wave oscilla-
tions induced by the acoustic field. Some of these mi-
crobubbles are used as cavitation nuclei to support the
growth of new bubbles. For acoustic frequencies lower than
30 kHz, the acoustic pressure required for the emission of
microbubbles from bubbles smaller than resonant size can be
relatively small, e.g.,,20 kPa. Generally, acoustic cavita-
tion is highly dependent on the acoustic pressure and fre-
quency, the gas saturation level, the preexisting nuclei con-
centration and distribution, temperature, ambient pressure,
surface tension and fluid viscosity.6

For many years Doppler ultrasound has been used for
detecting and measuring naturally occurring bubbles either
as they flow in tubes7,8 or when they are produced in blood
vessels as a result of decompression.9 In their study of
bubbles generated by cavitation, Milleret al.10 used second
harmonic emissions from resonantly excited bubbles to mea-
sure the number of bubbles created. In this system bubbles
were generated in tap water flowing in a 21-mm-diam tube,
using frequencies in the range of 0.514–1.61 MHz and at
pressure amplitudes of 200 to 400 kPa. Subsequently, the
same group reported11 the results of exposing canine left
ventricles to high-intensity ultrasound~0.514–1.61 MHz, up
to 16 W/cm2) but found no evidence that this could createa!Electronic mail: cobbold@ecf.utoronto.ca

3719 3719J. Acoust. Soc. Am. 106 (6), December 1999 0001-4966/99/106(6)/3719/11/$15.00 © 1999 Acoustical Society of America



cavitation bubbles unless it was seeded with bubbles. Inter-
esting studies on inducing cavitation in both water and blood
in a plastic arterio-venous shunt using a lithotripter shock
wave at a frequency of 1.6 MHz have been reported by Wil-
liams et al.12 Although they observed cavitationin vitro,
they found no evidence that cavitation bubbles could be cre-
ated in vivo. More recently, Iveyet al.13 detected cavitation
in vivo using very-high-intensity pulses~e.g., 4.3 kW/cm2 at
1.8 MHz, 250 ms! focused on the canine abdominal aorta.

The processes associated with acoustic cavitation in a
highly confined region, such as inside a small diameter tube,
do not appear to have been investigated. As will be demon-
strated, the cavitation process in a small diameter tube usu-
ally involves clouds of bubble with a wide distribution of
sizes whose dynamical behavior differs from that of a single
spherical bubble in an unconfined volume. Specifically, be-
cause the volume occupied by the bubble cloud may be com-
parable to the surrounding fluid volume and the distance be-
tween the bubbles may be small, the bubble behavior is
likely to differ considerably from that of a free bubble.
Moreover, bubbles trapped on the tube wall will generally be
nonspherical since the tube surface is unlikely to be perfectly
hydrophilic. As a result, theoretical models that assume
spherical, unattached bubbles in an infinite medium must be
used with great caution.

Recently, we have developed a novel system to generate
and maintain bubbles in distilled water inside a small diam-
eter silicone tube~i.d.51.3 mm! by low-frequency ultra-
sound~28.8 kHz! and have demonstrated that the generated
microbubbles can be used as ultrasound scatterers for Dop-
pler measurements. In this respect they act in a similar man-
ner to commercially available ultrasound contrast agents,
e.g., Albunex® ~Molecular Biosystems, Inc., San Diego!,
which must be injected. Moreover, using these microbubbles
we have shown that velocity measurements down to a mean
velocity of ;1 mm/s are feasible.2 A sequence of three steps
used in generating and maintaining these microbubbles in-
volved transient, stable and cyclic cavitation processes. The
microbubble population was maintained by using a low-
frequency, low-duty cycle and low-amplitude ultrasound.

The use of low-frequency ultrasound for a variety of
applications that include emulsification and cleaning is well
established and there have been many papers discussing the
processes that occur. Much of this work has been reviewed
in the excellent books by Young14 and Leighton.3 However,
most of this work involves the processes that occur in liquid
volumes that can be considered to be unbounded. As previ-
ously noted, there appears to have been no prior studies for
highly confined conditions.

The purpose of the investigation described in this paper
is to develop an understanding of the behavior of ultrasoni-
cally generated bubble dynamics inside a small transparent
silicone tube under both static and low Reynolds number
steady flow conditions. An imaging system has been used to
obtain movie frame sequences showing the bubble behavior
inside the tube for various cavitation processes. The informa-
tion obtained from these sequences has enabled us to char-
acterize the three-step bubble generation scheme and has
helped provide plausible explanations for some observations

made during Doppler ultrasound flow measurements. In ad-
dition, the paper will illustrate the techniques that can be
used to reliably identify successful transient and stable cavi-
tation inside the tube by either detecting the subharmonic
and harmonic components of the emitted spectra or by mea-
suring the backscattered Doppler power level.

I. MATERIALS AND METHODS

A. Bubble generation

The experimental system used for generating the
bubbles inside the small tube is illustrated in Fig. 1. The tube
was a clear silicone CSF shunt~ACCU-FLO Clear Ventricu-
lar Catheter, 82-1203, Codman & Shurtleff, Inc., Randolph,
MA ! with an internal lumen diameter of 1.3 mm and a wall
thickness of 0.6 mm. The liquid used consisted of distilled
water that had been vacuum degassed to achieve an oxygen
saturation level of around 70%. This saturation level was
selected so as to approximately mimic the properties of CSF
as discussed previously.2 Using a dissolved oxygen meter
~Model 810, ATI Orion, Boston, MA! the gas saturation
level was measured before filling a 60-ml plastic syringe
from which all residual bubbles were expelled. A syringe
infusion pump~Model 2720, Harvard Apparatus, South Nat-
ick, MA! was used to control the flow rate over the range 0
to 99 ml/h to an accuracy of60.1 ml/h. The Reynolds num-
ber corresponding to 100 ml/h is Re527. The liquid was
then collected in a measuring cylinder where the O2 satura-
tion was again determined. For these low Reynolds number
conditions and the long inlet length used, Poiseuille flow
should be present and, consequently, the flow velocity at the
tube center should be twice the mean flow velocity.

The tube was suspended in a Plexiglas™ tank~width510
cm, length519.2 cm and height519.8 cm! containing de-
gassed distilled water with a gas saturation of less than 40%.
Acoustic absorbing sheets~Sorbothane™ were used on the
tank side walls and bottom~tilted at 10 degrees! to minimize
acoustic reflections and standing waves. The presence of
these sheets was found to reduce the acoustic pressure due to
reflections by over 70%. The bubble generating transducer

FIG. 1. Experimental system used for generating bubbles inside a silicone
tube. The Doppler ultrasound system uses ultrasonically excited mi-
crobubbles as Doppler ultrasound scatterers for flow measurement.

3720 3720J. Acoust. Soc. Am., Vol. 106, No. 6, December 1999 Lam et al.: Generation and maintenance of bubbles



consisteed of a sandwich-type PZT transducer with a reso-
nant frequency of 28.0 kHz coupled to an aluminum velocity
transformer in the form of a tapered horn. To improve trans-
mission efficiency into water, a quarter-wavelength
Plexiglas™ acoustic matching layer was glued to the horn tip.
Details of the construction have been described elsewhere.2

The overall resonant frequency was found to be 28.860.5
kHz. As previously described,2 the transducer pressure field
was measured by a calibrated hydrophone~Model 8103,
Brüel & Kjaer, Naerum, Denmark!.

The silicone tube was placed 5 mm away from the
matching layer surface of the excitation transducer. At this
location it was found that the acoustic pressure amplitude
was linearly related to the transducer excitation voltage by
PA5(1.42Vinput17.03) kPa, which was used to determine
the pressure from a measurement of the excitation voltage.
Accurate control of the excitation waveform was achieved
with a digital function generator~Rohde and Schwarz AFG,
Model No. 377.2100.02, Munich, Germany! whose output
was amplified by a broadband rf power amplifier~ENI
Model 240L, 50 dB gain, 200 W, Rochester, NY! that was
coupled to the transducer by a matching circuit.

Figure 2 illustrates a sequence of steps used for initiat-
ing, exciting and maintaining a bubble distribution in the
tube suitable for Doppler ultrasound measurements.2 All
three stages are the subject of this investigation. They consist
of ~i! bubble initiation using high-amplitude pulses
(Ton5200 ms on duration;Toff52.0 s off time; typical pres-
sure amplitudePA'250– 420 kPa; application duration
10–20 s!, ~ii ! bubble excitation using a medium amplitude
continuous wave~CW, PA'70– 100 kPa, 5–10 s duration!,
and ~iii ! bubble maintenance using a low-amplitude pulse
@Ton53.47 ms,Toff546.53 ms~duty-cycle ,10%! PA'30
kPa, 60 s#.

B. Imaging of bubbles

The imaging system illustrated in Fig. 3 was developed
to study the dynamical behavior of cavitating bubbles inside

the transparent tube. The same system was also used to
evaluate the bubble initiation threshold and to investigate the
effects of the flow rate and the liquid properties on the suc-
cess of bubble initiation. It consisted of a variable zoom
microscope~VZM Model 450, Edmund Scientific, Toronto,
Canada: zoom528–180X, focal length595 mm! coupled to
a monochrome CCD camera~Cohu 4912-2010, RS-170, San
Diego: 29.97 frames/s! whose electronic shutter was dis-
abled. Images were captured and displayed in real-time using
a PC with a frame grabber~LG-3, PCI, 8-bit resolution,
frame rate529.97 frames/s, Scion Corporation, Frederick,
MD!. To provide both the flexibility and accuracy of dy-
namic focusing on different positions of the tube, both the
camera and the microscope were mounted on a precision 3-D
translation stage with 0.1-mm step resolution.

To obtain bubble images free from motion blurring and
which had good contrast, a digital stroboscope~Nova-Strobe
DA 115, Monarch Instrument, Amherst, NH! was used. This
illuminated the tube section by delivering a high-intensity
~;180 mJ! short duration~;30 ms! flash. The stroboscope
was triggered by a very stable oscillator~Hewlett Packard,
HP3325A! that was set to the CCD frame frequency~29.97
Hz!. An iris, used to control the depth of field, and a light
diffuser were placed in front of the stroboscope. The diffuser
helped reduce image deterioration caused by surface rough-
ness on the silicone tube wall. An image software package
~Scion Image, Release Beta 2, Scion Corporation, Frederick,
MD! was used to control the frame grabber board and to
perform image analysis and processing.

Each movie frame had an 8-bit gray-scale resolution
~256 levels! and a maximum image size of 6403480 pixels.
The maximum resolution of the overall imaging system cor-
responded to 2mm/pixel, and as a result the diameter of the
smallest microbubble resolvable from the image background
was;4 mm. When the imaging system was operating at its
maximum and minimum magnifications, the fields of view
were 1.3030.97 mm2 and 8.3636.24 mm2, respectively. At
these two extremes the depths of field were;300mm ~@ 90
line-pair/mm! and ;4 mm ~@ 10 line-pair/mm!, respec-
tively. In most of the studies, movie frames were captured
with a depth of field encompassing the entire CSF shunt
lumen.

For quantitative analysis, bubble sizes were measured
manually from individual movie frames. Dissolution and

FIG. 2. Bubble generation scheme used for initiating, exciting and main-
taining microbubbles inside the tube. The top section indicates the bubble
generation scheme, while the bottom section represents the bubble pro-
cesses.

FIG. 3. View from above the imaging system that illustrates the illumina-
tion and image capture systems.
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growth measurements were performed by tracking individual
bubbles over a sequence of movie frames. To characterize
the velocity of the microbubbles flowing inside the tube, two
consecutive movie frames were digitally subtracted. The re-
sulting image showed the same microbubble at times corre-
sponding to the times at which the flash occurred during the
first and second frames. The vector joining the two mi-
crobubbles together with a knowledge of the time difference
between the strobe flashes enabled the 2-D velocity vector in
the image plane to be determined. The two components of
this vector are the axial and vertical components, the latter
arising from the effect of the buoyancy force. Since Poi-
seuille flow was present in the tube, any radial component
should be small and as a result this 2-D velocity vector
should be a good approximation to the total velocity vector.

The imaging system was also used to estimate the cavi-
tation threshold and to investigate the effects of the flow rate
and fluid properties on bubble initiation. To obtain the cavi-
tation threshold pressure, the initiation scheme described ear-
lier was used but with the pressure amplitude starting at 100
kPa and being incremented by 10 kPa after each group of
five pulses. The distilled water had a gas saturation of;70%
and there was no flow. Before each trial, the transparent
shunt was inspected to ensure that there were no bubble nu-
clei visible on the surface of the silicone tube. The threshold
was taken to be the pressure at which a distinct bubble cloud
created by transient cavitation was first observed. For each
new trial, the same procedure was followed. The results of
30 independent successful trials gave the distribution of
thresholds.

For a liquid with a uniform nuclei concentration, a
higher flow rate should reduce the amount of time required
for bubble initiation~more nuclei would pass by the excita-
tion region!. To confirm this hypothesis, experiments were
performed using either the tap or distilled water at flow rates
of 20 ml/h ~Re55.4! and 700 ml/h~Re5189!, respectively.
While the acoustic pressure pulse amplitude was fixed at
;250 kPa, a total of 120 independent trials~30 trials for
each combination of flow rate and liquid! were performed to
obtain the percentage of successful bubble initiations.

C. Detection of bubbles

In the presence of a sufficiently high amplitude CW
acoustic field, the nonlinear component of bubble oscillation
can become sufficiently large so that the emitted radiation
contains higher harmonic,15,16 i.e., 2f, 3f, 4f, nf, etc. The am-
plitude of the harmonic component is highly dependent on
the type of cavitation as well as the acoustic pressure ampli-
tude. In fact, the appearance of harmonic components in the
spectrum is a useful indicator of successful stable cavitation.
During transient cavitation, not only will the emitted pres-
sure field contain higher harmonics, but subharmonics;f /2,
and higher harmonics, 3f /2,5f /2, . . . , mayalso be present.
These can be used as indicators for transient cavitation or
successful bubble initiation.15

The experimental arrangement for the acoustic emission
study of cavitating bubbles inside the silicone tube is illus-
trated in Fig. 4. Acoustic emission from the cavitation field
inside the tube was recorded by the calibrated low-frequency

hydrophone~Model 8103, Bruel & Kjaer, Naerum, Den-
mark! located 5 mm away from the side of the insonified
tube section. The hydrophone signal was amplified by a
charge-amplifier~Model 2635, Bruel & Kjaer, Naerum, Den-
mark! and sampled by a digital oscilloscope~Tektronix
TDS320, Beaverton, OR!. The captured waveform was then
transferred to a PC via a GPIB interface~AT-GPIB/TNT,
National Instrument, Austin, TX!, and then processed and
displayed as the acoustic emission spectra. During the signal
acquisition, the bubble activity was simultaneously observed
by the imaging system.

The Doppler signals were measured with a 5-MHz
pulsed Doppler system~Model CP-1 Doppler, D. E. Hokin-
son, Issaquah, WA! using a 4-mm-diam focused probe and
were recorded on a PC by using a 12-bit A/D card~Lab-
PC1, National Instruments, Austin, TX!. Typically the dis-
tance between the probe and shunt was 15–20 mm, and at
this distance the sample volume length was;2 mm, which
was close to the inner wall to wall path length at the fixed
Doppler angle of 30 degrees. By modifying the Doppler
high-pass filter to;3 Hz ~3 dB!, velocities down to 0.5
mm/s ~;3 ml/h! could be measured at 30 degrees. The
sample volume was positioned just downstream from the
point of highest acoustic pressure. This enabled mi-
crobubbles to be detected before they had either dissolved or
become trapped on the wall.

II. RESULTS AND DISCUSSION

Figure 5 shows three sets of movie frames taken during
the initiation, excitation and maintenance steps, for a flow
rate of 20 ml/h. In the first step, high-amplitude pulses are
used to launch seed bubbles. During this initiation step, there
can be a mixture of transient and stable cavitation and the
images revealed a misty bubble cloud with a wide distribu-
tion of bubble sizes. Typically, the axial length of the bubble
cloud reaches a maximum just before the pulse terminates.
The cloud disappears in less than 50 ms when the high-
intensity pulse terminates, leaving some seed bubbles
trapped on the tube wall. In the second step a medium am-
plitude CW wave is used to develop a population of bigger
bubbles from these seeds by means of rectified diffusion.
Many of the larger bubbles become trapped on the wall. In
the third step a microbubble population is perpetuated by

FIG. 4. Experimental system for measuring acoustic emissions from cavi-
tating bubbles inside a tube.
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means of the low-amplitude, low-duty-cycle pulse scheme
shown in Fig. 2. These microbubbles are created primarily as
a result of surface instabilities in larger bubbles.5,17 An im-
portant advantage of this maintenance scheme is that it re-
duces the movement of the trapped bubbles and their surface
oscillations.

A more detailed examination of the characteristics of
these three steps is presented below.

A. Initiation threshold

Figure 6 shows the threshold distribution for successful
bubble initiation in distilled water with no flow and the per-
centage of successful bubble initiations for flows of 0, 40,
and 90 ml/h using the maximum available pressure of;422
kPa. As can be seen from Fig. 6~a!, in the absence of flow,
the average initiation threshold pressure was 292699 kPa

with a range from 160 to 422 kPa. At;30 kHz, our mea-
sured initiation threshold pressure corresponded to that re-
ported by Galloway18 for distilled water at a gas saturation of
70% ~;170 kPa!. System limitations did not permit the use
of much higher pressures. With successful bubble initiation,
the threshold for subsequent initiation that occurred within a
few tens of seconds of the first was considerably reduced due
to the presence of the trapped microbubbles. However, the
subsequent initiation threshold was found to return to ap-
proximately the original level if sufficient time had elapsed
~e.g., 5 min!. In the absence of flow the success was;87%,
which increased to;93% for flows of 40 and 90 ml/h. The
large variation of the initiation threshold may be partially
due to variations in the bubble nuclei population in the small
insonified fluid volume, but there are possibly other factors

FIG. 5. Three sets of movie frames
taken during initiation, excitation and
maintenance steps. These were ob-
tained on a 1.3-mm-diam transparent
silicone tube at a flow rate of 20 ml/h
using a CCD camera system. They
provide the experimental support for
the physical process involved in the
three steps. In the final step, the small
microbubbles~5–30-mm diameter! re-
sponsible for the Doppler signal are
just visible. The depth of focus en-
compassed the entire tube.

FIG. 6. ~a! Distribution of the pressure
thresholds for successful bubble initia-
tion in the absence of flow.~b! Per-
centage of successful bubble initia-
tions at three different flow rates: 0,
40, and 90 ml/h.
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that are not yet understood. We also performed measure-
ments in both tap and distilled water for flow rates of 20 and
700 ml/h, at a fixed pressure amplitude~250 kPa!. As ex-
pected, these results clearly showed a considerably higher
success rate for tap water, e.g., 100% vs 87% for distilled
water at 700 ml/h: it also demonstrated the important influ-
ence of flow rate. Moreover, when the tube was immersed in
gelatin instead of distilled water, the initiation threshold and
success rates were found to be similar.

B. Dynamics of bubbles

1. Bubble size and density distribution

Figure 7~a! shows the size distribution of the bubbles
trapped on the tube wall after the excitation step terminates.
The average diameter of the bubbles trapped on the tube wall
was found to be 86.3624.9mm with a range of 30–140mm.
Figure 7~b! shows the size distribution of the flowing mi-
crobubbles emitted by the source bubble trapped on the wall
during the maintenance step. These microbubbles had an av-
erage diameter of 11.864.5 mm and a range of 5–30mm.
Using the formula quoted by Young19 the resonant frequen-
cies of these microbubbles are in the range 0.2–1.6 MHz,

which is much higher than the excitation frequency~28.8
kHz! used for maintenance. Moreover, because the duty-
cycle and the acoustic pressure amplitude of the maintenance
scheme are very low, the time averaged radiation forces
should be insignificant.20

By counting the number of microbubbles for each movie
frame, we have also been able to estimate the bubble density
and the fractional volume concentration inside the tube. By
analyzing 50 movie frames for a depth of field;500 mm
over a 1-mm tube length with a flow rate of 40 ml/h~8.4
mm/s! and frame rate515 frames/s, the average number of
microbubbles per frame was 4.662.8 with a range of 0 to 16.
Assuming a mean diameter of 11.8mm, the mean fractional
microbubble volume concentration was found to be;6.2
31026. At 40 ml/h ~8.4 mm/s!, there could be less than 150
microbubbles per second passing through a given cross sec-
tion.

2. Dynamical behavior of bubbles

The various kinds of bubble activity observed in the tube
during the excitation and maintenance steps will now be con-
sidered. Figure 8~a! illustrates how a microbubble trapped on

FIG. 7. Bubble size distributions.~a!
Distribution of bubbles trapped on the
tube wall just after excitation using
CW ultrasound at a pressure of;80
kPa. ~b! Distribution of flowing mi-
crobubbles during the maintenance
step.

FIG. 8. ~a! Later stages of growth by
rectified diffusion of a bubble whose
initial diameter was;32 mm at t50 s.
At t52.937 s, the two bubbles coa-
lesced.~b! Bubble behavior in absence
of flow during the excitation step. The
relative time between each image is
indicated.
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the tube wall grows from an initial diameter of 32 to 67mm
in just 2.8 s by means of rectified diffusion when 28.8 kHz
CW ultrasound is present forPA'90 kPa. By using the rec-
tified diffusion growth rate equation for a free spherical
bubble in an infinite air-saturated water, as given by Crum
and Hansen,4 the theoretical time required for such a growth
would be greater than 27 s. In fact, if the saturation is taken
to be 70%, corresponding to the fluid used, the theory pre-
dicts bubble dissolution rather than growth. This discrepancy
may be due to one or more of the following factors:~1! Since
a bubble trapped on the wall will no longer be a spherical
bubble, the simple spherical assumption is no longer valid
and the presence of the tube wall on part of its surface will
undoubtedly influence the rectified diffusion process.~2! The
volume inside the small silicone tube is extremely small. For
example, a 1-cm tube section contains only 13ml ~;1

4 drop
of water! and the assumption of an infinite liquid with a
constant gas-saturation medium is unlikely to be appropriate,
especially when other bubbles are also present in the neigh-
borhood with the possibility of significant interbubble gas
exchange.~3! Acoustic streaming caused by the bubble os-
cillation can increase the growth rate by refreshing the liquid
immediately surrounding the bubble.21

Figure 8~a! also illustrates how bigger bubbles can form
through the coalescence of smaller bubbles due to an attrac-
tive secondary radiation force.3,20 This occurs when the
smaller bubbles are close together and have resonant sizes
smaller than the acoustic wavelength.

Figure 8~b! shows a short sequence from a movie during
the application of 28.8 kHz CW ultrasound withPA'90 kPa

that illustrates disintegration of a bubble into smaller mi-
crobubbles and subsequent recombination. Observations of
many such sequences showed rapid bubble oscillation under
the influence of primary and secondary radiation forces.3 It
seemed likely that the recombination was aided by the attrac-
tive nature of the secondary radiation forces. The smaller
bubbles produced by disintegration had a wide distribution
of sizes and sometimes these eventually became attached to
the tube and grew again to bigger bubbles by means of rec-
tified diffusion.

3. Summary of bubble excitation and maintenance
processes

In Fig. 9 the various processes just described for the
excitation and maintenance steps are summarized. For the
excitation step the sketch in~a! begins with the assumption
that small fragmented bubbles are trapped on the tube wall.
These bubbles may grow due to rectified diffusion. Once the
bubble has grown to a certain size, the bubble can either
disintegrate into smaller bubbles or it can emit microbubbles
from the surface due to surface instability. Those smaller
bubbles that become trapped on the wall can grow to bigger
bubbles and so the entire process repeats itself. In the main-
tenance step illustrated in~b! the primary bubble activity is
the emission of microbubbles due to surface instability.
These microbubbles can be carried away by the flow. As
noted earlier@see Fig. 7~b!#, they are quite uniform in size,
typically having diameters in the range 7 to 16mm.

4. Bubble flow characteristics

Figure 10 shows a series of the 2-D microbubble flow
velocity vectors obtained by digitally subtracting consecutive
movie frames at different flow rates. The movie frames were
obtained when the microscope was operated at its maximum
magnification. During the maintenance step, these mi-
crobubbles were emitted from the bubbles trapped on the
wall due to the surface instability. The movie series were
taken downstream in a region where the ultrasound field was
small, so that secondary radiation forces and streaming
should be negligible. Since the focus was at the center of the
lumen and the image had a depth of field of;300 mm, the
microbubble velocity vectors that were measured should be
near the plane that coincides with the tube axis and which is
normal to the viewing direction. As a result, the velocity
measurements should closely approximate the flow velocity
profile. For example, Fig. 10~b! shows that the velocity of
the microbubbles flowing near the tube center is;8 mm/s,
which is close to the maximum flow velocity of 8.4 mm/s for
parabolic profile at 20 ml/h. It will be noted that the buoy-
ancy force causes the 2-D velocity vectors to point upwards,
as expected. The rise angle,u rise, defined as the angle be-
tween the 2-D bubble velocity and the axial flow velocity, is
generally higher for lower flow rate.

5. Rise velocity

For small bubble at very small Reynolds numbers, the
rise velocity,v rise, is given by22,23

FIG. 9. Schematic illustration of the various bubble formation processes
during ~a! the excitation step:~1! residual bubble growth,~2!surface emis-
sion of microbubbles from the bubble trapped on the wall,~3! medium-sized
bubble grows to a larger bubble,~4! coalescence of bubbles,~5! disintegra-
tion of bubble,~6! bubble recombination,~7! disintegrated bubbles trapped
on the wall, and~8! growth of disintegrated bubbles and~b! the maintenance
step:~1! microbubble emission and~2! emitted microbubbles carried away
by the flow.
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v rise5
R0

2rg

3m
, ~1!

whereR0 is the bubble radius,r andm are the density and
viscosity of the liquid andg is the acceleration of gravity.
Figure 11 plots the measured rise velocities for a range of
microbubble sizes together with the theoretical value for wa-
ter at 20 °C@r5998 kg/m3 and m50.001002 kg/~m•s!#, as
calculated from Eq.~1!. It is evident that good agreement
was obtained, which also supports our assertion that radia-
tion forces in the measurement region were negligible. For
the smaller microbubbles the accuracy in estimating the
bubble diameter becomes rather large, as indicated by the
horizontal bar.

6. Dissolution

Unlike contrast agents such as Albunex® for which the
microbubbles are stabilized by a gas-impermeable shell, the
microbubbles generated by ultrasound have no such shell to
protect them from dissolving. In the absence of an acoustic
field, the free spherical microbubble dissolution time in an
undersaturated solution can be estimated from23

td5
R0

2

2k ~C0 /r! ~12Ci /C0!
, ~2!

where k is the diffusivity of gas in the liquid,Ci is the
concentration of gas dissolved in the liquid andC0 is the
saturation concentration of gas dissolved in the liquid. The
dissolution time increases with the dissolved gas concentra-
tion and as the square of bubble radius. In the absence of
flow and acoustic pressure, the dissolution time for free mi-
crobubbles in water at a gas saturation level of 70% was
determined by following a movie frame series at 10 frames
until the microbubble dissolved completely in the tube. Fig-
ure 12 shows the experimental and theoretical dissolution
time of free microbubbles. The theoretical curve was calcu-
lated from Eq.~2! assuming23 an air bubble in water at 22 °C,
k5231029 m2/s andC0 /r50.02. For smaller bubbles it
can be seen that the experimental measurements agree very
well with the theory. Previously reported measurement2 of
the effective lifetime for a flowing bubble population having

FIG. 10. The 2-D velocity vectors of flowing microbubbles obtained by
digital subtraction of consecutive frames~15 frames/s! with flow rates at~a!
30 ml/h, ~b! 20 ml/h, and~c! 10 ml/h.

FIG. 11. Relationship between the rise velocity and the microbubble diam-
eter. The solid line represents the theoretical rise velocity and the solid
circles are the experimental measurements. Horizontal bars indicate the
maximum possible measurement error.

FIG. 12. Dissolution time of the microbubbles. The solid line indicates the
theoretical dissolution time as a function of microbubble size and the solid
circles are the experimentally measured dissolution time.
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a mean diameter of 11.8mm using a Doppler-based transit-
time method was found to be;1.660.7 s, which conforms
to that indicated by Fig. 12.

C. Acoustic emission detection

Figure 13 shows the bubble emission power spectra, as
measured using the hydrophone system shown in Fig. 4, for
PA'400 kPa. During the initiation phase there is a wide
distribution of bubble sizes~Fig. 5, left panel! that are cre-
ated by transient cavitation and the emission spectra contains
both sub- and higher-harmonics of both fractional and inte-
ger order. These experimental observations are consistent
with previous observations,15,19 which noted that the emis-
sion spectrum changes significantly as soon as transient cavi-
tation starts. The presence of such a spectrum can be used as
an indicator of successful bubble initiation.

Once a bubble population has been developed using the
excitation step~Fig. 2!, the application of CW ultrasound of
sufficient intensity will cause the emission spectra to contain
harmonic components. Shown in Fig. 14~a! are the power
spectra in the absence and presence of bubbles using CW
ultrasound~28.8 kHz,;95 kPa!. In addition, the dependence

of the harmonic amplitudes on the applied acoustic pressure
is given in Fig. 14~b!. The second harmonic is dominant and
has an amplitude that is consistently 10–20 dB higher than
that if the bubbles are absent. Furthermore, as the excitation
pressure is increased, the second harmonic power increases
at a much higher rate than the fundamental. Because the
hydrophone was within the geometric field of the horn, the
absence of higher harmonics when bubbles were not present
indicates that the incident pressure waveform was very close
to sinusoidal and therefore did not contribute to the measured
spectrum in the presence of bubbles.

D. Doppler ultrasound measurements

Because there are relatively few microbubbles within the
sample volume of our Doppler transducer, the Doppler
power is expected to vary in a linear manner with the bubble
number density. Each data point in Fig. 15 was obtained by
using the imaging system to count the number of bubbles
that passed a given cross-sectional plane over a 6-s interval
and at the same time determining the total Doppler power
over the same interval. It can be seen that the Doppler power
is linearly proportional to the number of flowing mi-
crobubbles with a correlation coefficient ofr50.985. Even
though there are relatively few microbubbles within the
sample volume at a given instant of time, the signal-noise
ratio for the 6-s averaging interval was greater than 20 dB.
This is primarily because the backscattering coefficient of an
air bubble is in the order of 1010 higher than that of a liquid-
filled scatterer having the same volume.

For the proposed scheme for measuring CSF flow it
would be useful to have a noninvasive method for determin-
ing whether bubble initiation and excitation had been suc-
cessfully achieved. Three methods based on the use of ultra-
sound are possible. The first makes use of B-mode imaging
in which the high bubble backscattering cross section pro-
duces a clear visual indication of the presence of bubbles, as
has been demonstrated by Fowlkeset al.24 for a dog urinary
bladder. The second method uses power-mode Doppler im-
aging to detect the motion of a bolus of bubblesfollowing
their generation, as was demonstrated by Iveyet al.13 for
detecting the presence of cavitation bubbles in thein vivo

FIG. 13. Power spectrum obtained during the initiation step (PA'400 kPa!
showing the sub and higher-harmonics of the pressure wave scattered from
the transient cavitation cloud inside the tube.

FIG. 14. Power spectra obtained with
CW ultrasound ~28.8 kHz, PA'95
kPa! following the initiation step.~a!
In the absence and presence of
bubbles.~b! Dependence of the har-
monic amplitudes on the excitation
pressure.
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canine abdominal aorta. The third method uses a measure-
ment of the Doppler ultrasound flow spectrumduring the
bubble generation process. Figure 16~a! shows the acquired
Doppler spectra in the absence of flow during the initiation
step~28.8 kHz,;400 kPa!. For this measurement six initia-
tion pulses of 200-ms duration were used and these were
evenly spaced over a 60-s interval. The Doppler power was
averaged over this interval. It is likely that the signal re-
ceived in the presence of bubbles reflects their violent move-
ment as well as the rapid bubble expansion which can be
expected to produce Doppler frequencies up to and beyond
the Nyquist frequency~7.5 kHz! of our system, resulting in
aliasing. With successful bubble initiation, it is evident that
the Doppler power increases significantly~20–40 dB! over a
relatively wide frequency range. Figure 16~b! shows that
during the excitation step the Doppler power is significantly
higher than when the bubbles were absent, though the differ-
ence decreases with the Doppler frequency.

III. CONCLUDING DISCUSSION

This paper has described measurements and analysis of
the process involved in generating and maintaining bubbles

in a small diameter silicone tube containing a flowing non-
scattering fluid medium using 28.8kHz ultrasound. The
bubble generation scheme, which corresponded to that pre-
viously proposed for Doppler ultrasound CSF shunt flow
measurements, had a sequence of three steps, utilizing three
different acoustic cavitation processes: transient, stable and
cyclic. In the last step, microbubbles were excited from the
surface of larger bubbles trapped on the tube inner wall.

The bubble imaging system has allowed us to better un-
derstand the physical processes involved in the three steps:
these include the cavitation thresholds, size and density dis-
tribution of the trapped and free bubbles, growth, dissolution
and flow characteristics of the flowing microbubbles. This
information provides a useful basis for improving the bubble
generation scheme. In addition, we have also been able to
develop harmonic detection techniques that allow the pres-
ence of cavitation to be identified.

By studying the properties of the flowing microbubbles
during the maintenance step, we have been able to explain
some experimental results previously reported2 in relation to
Doppler flow measurements in a small diameter tube. For a
Doppler probe angle of 30 degrees, we observed that the
Doppler measured mean velocity was 25%–50% higher than
the actual mean flow velocity2 at ;1 mm/s. We believe that
at low flow the effects of buoyancy become more significant,
causing a~nonaxial! velocity component that increases the
velocity component in the Doppler probe direction. For ex-
ample, the rise velocity of a 30-mm-diam bubble was found
to be 0.63 mm/s, which was close to the mean flow velocity
of 1 mm/s. This would result in a Doppler measured mean
velocity ;40% higher than the actual mean flow velocity.

The acquired data for the bubble activity should be use-
ful to improve the current bubble generation scheme and to
explain previous observations of the Doppler spectra.2 Many
aspects of the detailed mechanisms involved in the initiation,
excitation and maintenance steps are still poorly understood
and require further investigation. Future studies could also
consider how these ultrasonically generated microbubbles
could serve as contrast agents for B-mode or Doppler ultra-
sound imaging purpose.

FIG. 15. Relationship between the normalized Doppler power and the num-
ber of microbubble counts~correlation coefficient of 0.985!. The solid
straight line shows the best linear fit.

FIG. 16. Acquired Doppler spectra~a!
with successful and unsuccessful
bubble initiation and~b! with success-
ful and unsuccessful bubble excitation.
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The force between two parallel rigid plates due to the radiation
pressure of phonons

O. Bschorr
Aeroacoustics, Munich D-81679, Germany

~Received 5 October 1998; revised 24 May 1999; accepted 16 September 1999!

Larrazaet al. measured the force between two plates in an external high-intensity sound field. In
analogy to the conventional ‘‘Casimir effect’’ it was called the ‘‘acoustical Casimir effect.’’ The
purpose of this paper is to derive the force between two plates without external sound fields, that is,
induced only by thermal-pressure fluctuations, i.e., by phonons in air. For this reason, the
approximated Debye method will be used. Thereby, air will be described as a phonon field and the
number of modes in free air and between the plates with distanced will be estimated. A deficiency
of modes in thed-space results in a deficiency of radiation pressure and therefore leads to an
attractive plate pressuref 5pkT/18d3 Pa. In ambient air and for a plate distanced51025 m the
pressuref 50.7 1026 Pa follows. In comparison to the Casimir forces due to the zero-point field of
the vacuum, the pressure is of the same size and can also be measured. ©1999 Acoustical Society
of America.@S0001-4966~99!07512-8#

PACS numbers: 43.25.Qp@MAB #

INTRODUCTION

Electromagnetical vacuum fluctuations induce electrical
dipoles on a conducting plate. Between two interacting plates
an attractive force results. In 1948 this mechanism was theo-
retically predicted by Casimir.1 The Casimir forces are very
small, but in the following decades they were confirmed ex-
perimentally. Larrazaet al.2 transferred the Casimir experi-
ment into acoustics. They measured the force between two
plates in an external sound field. They used plate distances
between 1.2 to 60 mm and a sound intensity of 133.5 dB
with a bandwidth from 5 to 20 kHz. In the space between the
two plates, lower-frequency modes are suppressed and there-
fore an attractive force results. The force is also repulsive
when the distance between the plates is comparable to the
half-wavelength associated with the lower edge of the fre-
quency band. Because of the similarity of the equipment,
Larrazaet al. called this the ‘‘acoustic Casimir effect.’’3 In
this paper, the acoustic Casimir effect without an external
sound field will be investigated. Also, in a gas at rest there
are thermodynamical pressure fluctuations and Brownian
motions. For very small plate distances an attractive force
between the two plates can be expected.

I. MODEL

For the estimation of the acoustical Casimir effect in
gaseous media, a semiclassic method is used, with which

Debye determined the energy density of phonons in solids.
Additionally, the radiation pressure of the phonons is taken
into account. Therefore, up to the Debye frequencynB the
gas is considered as an elastic medium transmitting only lon-
gitudinal waves with the sound velocityc ~in contrast to
Debye’s solids there are no translatoric degrees of freedom!.
The number of eigenmodesdn per unit volume in the gas-
eous continuum within the frequency intervaldn is

dn54p
n2dn

c3 . ~1!

According to Debye, the total number of modes is given by
the Loschmidt numberL—the number of molecules per unit
volume. A three-dimensional elastic system withL masses
has 3L eigenmodes. With*dn53L the border frequencynB

results as

nB5cA3 9L

4p
. ~2!

At a gas temperatureT the energy content of an eigenmode
~phonon! is a5hn/(exphn/kT21) and so the total phonon
energy is given by u5*adn ~k5Boltzmann constant,
h5Planck quantum constant,Q5hnB /k5Debye tempera-
ture!

3730 3730J. Acoust. Soc. Am. 106 (6), December 1999 0001-4966/99/106(6)/3730/2/$15.00 © 1999 Acoustical Society of America



u5E
0

nB hn

exp~hn / kT!21

4pn2 dn

c3

5H 3LkTS 12
3

8

Q

T
1••• D for T@Q,

3

5
p4LkT S T

Q D 3

for T!Q.

~3!

~4!

Compared to the room temperatureT, the Debye temperature
Q of gases~atmospheric air:Q54.5 K! is much lower, so
that withQ/T→0 the energy of the phonons per unit volume
follows:

u53LkT. ~5!

An isotropic phonon field with energy densityu has a sound
intensity i 5uc/4p. A wave with intensityi vertically re-
flected from a surface causes a radiation pressurep52i /c.
The summarized half-sphere radiation pressure is:

p5 1
3 u. ~6!

This pressure corresponds to the macroscopic gas pressure.
With the introduction of the molecular weightm, the gas
density r5Lm and the gas constantR5k/m the phonon
radiation pressurep can be expressed as

p5LkT5Lm
k

m
T5rRT. ~7!

For Q/T→0 this result is identical with the thermodynami-
cal gas pressure. To show existence and size of the acoustical
Casimir effect, the simplified Debye model is sufficient and
strict quantum calculation of the Debye frequencynB—and
also of the cutoff frequencynC @Eq. ~8!#—will be neglected.

II. ACOUSTIC CASIMIR EFFECT

In a homogeneous gas, two rigid plane plates are spaced
with parallel distanced ~Fig. 1!. The dimensions of the plates
are great compared tod. The free-flight lengths of the gas
molecules ought to be small compared to the plate distance,
i.e., s,d. In contrast to Larazza the gas is at rest and no
external sound fields exist. The plates are assumed as perfect

acoustic reflectors and absolutely rigid, so that no surface
vibrations by the gas phonons occur~in the electric case, this
corresponds to nonconductive plates!. Because of the ther-
modynamic balance and because of the great difference of
impedances and wave velocities in the gas and in a metal
plate, these assumptions are not very stringent. With the
plate distanced a cutoff-wavelengthlC and a cutoff fre-
quencynC will be introduced

lC52d, nC5c / lC5c / 2d. ~8!

For wavelengthsl,lC in the space between the plates, free-
field condition can be supposed with an undisturbed three-
dimensional mode field. The spectral energy and therefore
also the radiation pressure on the inner~I! and outer~O! side
of the plates are the same. In the force balance the radiation
pressure is compensated in this range and it is not necessary
to calculate it. In the rangel.lC on the outer side~O! of
the plate, a full-mode field exists, but on the inner side~I!
modes up tolB do not appear. With the corresponding cutoff
frequencynC , the difference of the phonon energyu(d) at
the inner and outer plate side forQ/T→0 andnC,nB is

u~d!5E
0

nC hn

exp~hn / kT!21

4pn2 dn

c3 5
pkT

6d3 . ~9!

With Eq. ~6! the resulting radiation pressuref 5u(d)/3
causes attraction of the two plates. According to the notation
of Larrazaet al., this effect is called ‘‘acoustic Casimir ef-
fect.’’ The pressuref between the two attracting plates is

f 5
pkT

18d3 . ~10!

Surprisingly, the pressuref only depends on the gas tempera-
tureT and not on density, pressure, and the kind of gas. The
pressuref is extremely small. With a plate distanced
51025 m and the ambient temperatureT5288 K, the acous-
tic Casimir pressure resultsf 50.7 1026 Pa. The equipment
for measuring the acoustic as well as the electromagnetical
Casimir effect is similar. With the electromagnetical Casimir
pressureg5phcL/480d4, the pressure ratiof /g is (cL5light
velocity!

f

g
5

80

3

kT

hcL
d. ~11!

At the plate distanced51.8 1026 m both effects show the
same resulting pressure. Therefore, it will be possible to also
measure the acoustic Casimir effect induced by the thermic
pressure fluctuations in a gas.

1H. B. G. Casimir, ‘‘On the attraction between two perfectly conducting
plates,’’ Proc. K. Ned. Akad. Wet.51, 793–796~1948!.

2A. Larraza, ‘‘The force between two parallel plates due to the radiation
pressure of broad band noise: An acoustic Casimir effect,’’ J. Acoust. Soc.
Am. 103, 2267–2272~1998!.

3A. Larraza, ‘‘An acoustic Casimir effect,’’ Phys. Lett. A248, 151–155
~1998!.

FIG. 1. Two rigid plates in a distanced within a gas. The gas considered as
a phonon field gives an attractive pressuref between the plates~acoustic
Casimir effect!.
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Structural radiation mode sensing for active control of sound
radiation into enclosed spaces

Ben S. Cazzolato and Colin H. Hansen
Department of Mechanical Engineering, University of Adelaide, SA, 5005, Australia

~Received 3 March 1999; accepted for publication 27 August 1999!

In the recent article by Cazzolato and Hansen@J. Acoust. Soc. Am.104, 2878–2889~1998!# it was
shown that it is possible to derive for a structure some set of surface velocity distributions, referred
to as radiation modes, which are orthogonal in terms of their contributions to the acoustic potential
energy of a coupled cavity. The technique used an orthonormal decomposition to derive an
expression for the radiation modes which was based on prior work for free-field sound radiation. It
will be shown in the following letter that for the special case involving the calculation of global
internal potential energy it is possible to use a simple approach which requires no orthonormal
decomposition since the expression for the global potential energy is already in a form that can be
easily diagonalized. ©1999 Acoustical Society of America.@S0001-4966~99!04112-0#

PACS numbers: 43.50.Ki@MRS#

INTRODUCTION

In the recently published article by Cazzolato and
Hansen1 an expression for the structural radiation modes or-
thogonal to the acoustic potential energy in an enclosure was
derived. The approach used an orthonormal decomposition
of the acoustic error weighting matrix,P, to obtain the
eigenvectors,U, and eigenvalues,S, of the matrix ~i.e., P
5Za

HLZa5USUT, whereZa is the structural-acoustic trans-
fer function matrix andL is a diagonal weighting matrix!.
The approach taken was primarily because of precedence,
since the technique had been used in the past for radiation
into the free space. However, on closer inspection of the
governing equations it can be shown that if global control of
the acoustic space is the objective of an active noise control
system, then it is not necessary to decompose the radiation
matrix. By collecting the appropriate terms that comprise the
radiation matrix, a pseudo-eigenvector–eigenvalue decom-
position is obtained, and while not truly orthonormal, it does
result in an adequate approximation of the exact orthogonal
data set.

As already stated, the following approach is only appli-
cable to radiation modes which are orthogonal in terms of
their contributions to the total acoustic potential energy in
the acoustic space, to cases for which the modal density is
low and the flexible structure forms a large part of the
bounding surface of the structure. If the latter two conditions
do not hold, then at high frequencies the internal radiation
mode shapes degenerate to approximately the free field ra-
diation mode shapes.2 This is because the assumption~used
in the current simplification! that the acoustic mode shapes
integrated over the radiating surface are orthogonal, no
longer holds. As mentioned in passing by Cazzolato and
Hansen,1 it is possible to derive a set of radiation modes
which are orthogonal in terms of their contributions to the
potential energy in some subspace of the interior cavity, such
as the space around a passenger’s head. The alternative ap-
proach which is presented here is not suitable for such sub-
spaces and the previous formulation1 must be used.

I. PREVIOUS FORMULATION

In the paper by Cazzolato and Hansen,1 the theory of
sound transmission through a structure into a contiguous
cavity was developed with the transmitted sound field de-
rived in terms of radiation modes. Using a modal-interaction
approach to the solution of coupled problems, the response
of the structure was modeled in terms of itsin vacuomode
shape functions and the response of the enclosed acoustic
space was described in terms of the rigid-wall mode shape
functions.3 The response of the coupled system was then
determined by solving the modal formulation of the
Kirchhoff–Helmholtz integral equation. The following two
sections have been taken directly from Cazzolato and
Hansen1 for the sake of completeness.

A. Global error criteria

An appropriate global error criterion for controlling the
sound transmission into a coupled enclosure is the total time-
averaged frequency dependent acoustic potential energy,
Ep(v), in the enclosure4

Ep~v!5
1

4r0c0
2 EV

up~r¢,v!u2dr¢, ~1!

where p(r¢,v) is the acoustic pressure amplitude at some
location r¢ in the enclosure,r0 is the density of the acoustic
fluid ~air!, c0 is the speed of sound in the fluid andV is the
volume over which the integral is evaluated. The frequency
dependence,v, is assumed in the following analysis but this
parameter will be omitted in the following equations for the
sake of brevity. Using the modal interaction approach to the
problem,3 the acoustic pressure at any location within the
cavity is expressed as an infinite summation of the product of
rigid-wall acoustic mode shape functions,f i , and the modal
pressure amplitudes,pi , of the cavity

p~r¢!5(
i 51

`

pif i~r¢!. ~2!
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The modal expansion for the acoustic potential energy evalu-
ated overna acoustic modes is then given by

Ep5pHLp, ~3!

wherep is the (na31) vector of acoustic modal amplitudes
andL is a (na3na) diagonal weighting matrix, the diagonal
terms of which are

L i i 5
L i

4r0c0
2

, ~4!

whereL i is the modal volume of theith cavity mode, defined
as the volume integration of the square of the mode shape
function,

L i5E
V
f i

2~r¢!dV~r¢!. ~5!

The pressure modal amplitudes,p, within the cavity,
arising from the vibration of the structure are given by the
product of the (ns31) structural modal velocity vector,v,
and the (na3ns) modal structural-acoustic radiation transfer
function matrix,Za ,5

p5Zav. ~6!

The ~l,i!th element of the radiation transfer function ma-
trix Za is the pressure amplitude of the acoustic model gen-
erated as a result of structural modei vibrating with unit
velocity amplitude. Substituting Eq.~6! into Eq.~3! gives an
expression for the acoustic potential energy with respect to
the normal structural vibration,

Ep5vHPv, ~7!

where the error weighting matrixP is given by

P5Za
HLZa . ~8!

It should be noted that the error weighting matrixP is not
necessarily diagonal which implies that the normal structural
modes are not orthogonal contributors to the interior acoustic
pressure field. It is for this reason that minimization of the
modal amplitudes of the individual structural modes~or ki-
netic energy! will not necessarily reduce the total sound
power transmission.

B. Diagonalization of the error criteria

SinceP is real symmetric it may be diagonalized~using
a singular value decomposition! to yield the orthonormal
transformation:

P5USUT, ~9!

where the unitary matrixU is the ~real! orthonormal trans-
formation matrix representing the eigenvector matrix ofP
and the~real! diagonal matrixS contains the eigenvalues
~singular values! of P. The physical significance of the
eigenvectors and eigenvalues is interesting. The eigenvalue
can be considered a radiation efficiency~or coupling
strength6! and the associated eigenvector gives the level of
participation of each normal structural mode to the radiation
mode; thus it indicates the modal transmission path.6

Substituting the orthonormal expansion of Eq.~9! into
Eq. ~7! results in an expression for the potential energy of the
cavity as a function of an orthogonal radiation mode set,

Ep5vHUSUTv5wHSw, ~10!

where the elements ofw are the velocity amplitudes of the
radiation modes defined by

w5UTv. ~11!

Equation~11! demonstrates that each radiation mode is made
up of a linear combination of the normal structural modes,
the ratio of which is defined by the eigenvector matrixU. As
the eigenvalue matrix,S, is diagonal, Eq.~10! may be writ-
ten as follows,

Ep5(
i 51

n

si uwi u2, ~12!

wheresi are the diagonal elements of the eigenvalue matrix
S andwi are the modal amplitudes of the individual radiation
modes given by Eq.~11!.

The potential energy contribution from any radiation
mode is equal to the square of its amplitude multiplied by the
corresponding eigenvalue. The radiation modes are therefore
independent~orthogonal! contributors to the potential energy
and the potential energy is directly reduced by reducing the
amplitude of any of the radiation modes. As mentioned pre-
viously, the normal structural modes are not orthogonal ra-
diators since the potential energy arising from one structural
mode depends on the amplitudes of the other structural
modes. The orthogonality of the radiation modes is important
for active control purposes as it guarantees that the potential
energy will be reduced if the amplitude of any radiation
mode is reduced.7

II. ALTERNATIVE FORMULATION

It will be shown here that the previous approach to di-
agonalize the error weighting matrixP used in Sec. II A via
the orthonormal transformation was unnecessary for the cost
function being global potential energy. This is because in
this case the expression used to defineP was already written
in terms of a diagonal matrixL and a fully populated matrix
Za and its Hermitian transpose. In situations where the con-
trol objective is not global but rather a subspace, the follow-
ing approach cannot be used because the error weighting
matrix P does not have an inner matrix which is diagonal.
For example, the error weighting matrixP for minimizing
the sum of the squared pressures over some subspace is
given by8

P5Za
HZwZa , ~13!

whereZw5Fe* Fe
T and Fe is the mode shape matrix at the

error sensor locations within the subspace. ClearlyZw is not
diagonal~unlike L! but fully populated and therefore it is
necessary to use the approach in Sec. II A.

The reformulation of the radiation modes orthogonal to
the internal potential energy will now be presented. The in-
terior acoustic potential energy is given by

Ep5vHZa
HLZav, ~14!
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where5

Za~ l ,i !5
j r0Sv

L l~k l
21 j hal

k lk2k2!
Bl ,i , ~15!

whereBl ,i is the ~l,i!th element of the (na3ns) nondimen-
sional coupling coefficient matrix,B,5 k l and hal

are the
wave number and modal loss factor of thelth acoustic mode,
respectively, andS is the total surface area of the bounding
structure. NowZa can be written in matrix form,

Za5YB, ~16!

whereY is the (na3na) diagonal acoustic resonance matrix
whose elements are given by

Yl ,l5
j r0Sv

L l~k l
21 j hal

k lk2k2!
. ~17!

Therefore, the potential energy may be expressed as

Ep5vHBHY* LYBv ~18!

or

Ep5yHVy, ~19!

wherey is the (na31) modal amplitude column vector of
the radiation modes given by

y5Bv ~20!

and the (na3na) diagonal frequency-dependent weighting
matrix, V, is given by

V5Y* LY. ~21!

Evaluating the diagonal weighting matrix, the elements are
given by

V l l 5
r0c~Sk!2

4L l~~k l
22k2!21~hal

k lk!2!
. ~22!

It is clear that Eq.~19! is the same format as Eq.~10! with a
fully-populated participation matrix and a diagonal weight-
ing matrix. The radiation efficiency filters used by Cazzolato
and Hansen~Ref. 1, Fig. 1! to weight the modal amplitudes
to provide the inputs to the active noise control system are
therefore given by the square root of the diagonal weighting
matrix, V, which is equal to the magnitude of the product of
the (na3na) diagonal frequency-dependent acoustic reso-
nance matrix,Y, and the square root of the modal volume
matrix,L. By induction, it is possible to define a correspond-
ing mode shape matrix

J5CBT, ~23!

whereC is the structural mode shape matrix.
Premultiplying Eq.~23! by CT and integrating over the

surface of the structure gives

1

SEs
CT~x¢!J~x¢!dS~x¢!5

1

SEs
CT~x¢!C~x¢!BTdS~x¢!, ~24!

and, using the principle of modal orthogonality, the follow-
ing expression is obtained:

1

SEs
CT~x¢!J~x¢!dS~x¢!5MBT, ~25!

whereM is the (ns3ns) diagonal matrix with diagonal ele-
ments given by

Mi5
1

SEs
C i

2~x¢!dS~x¢!. ~26!

The left-hand term of Eq.~25! is the same as the expression
for the nondimensional coupling coefficient matrix (BT

5(1/S) *sC
T(x¢)F(x¢)dS(x¢)) with the exception that the

mode shape matrix of the radiation mode has been used in
place of the acoustic mode shape matrix corresponding to the
acoustic mode shape at the enclosure boundary. Therefore it
follows that the radiation mode shape matrix is identical to
the acoustic mode shape matrix in which columni scaled by
some scalar termMi , i.e.,

J~x¢!5F~x¢!M , ~27!

cf. the same expression in terms of the structural mode
shapesJ(x¢)5C(x¢)U.1 It should be noted that since the
mode shapes for the current formulation obviously do not
vary with frequency, it is only appropriate to compare this
current formulation with that of the ‘‘fixed-shape’’ radiation
modes presented in Sec. II of the previous paper.

The approach just described is only suited to low fre-
quencies where the modal density of the acoustic system is
low since this ensures that the rows of theB matrix are
unique~column-orthogonal!. As the number of the acoustic
modes is increased, the likelihood of the acoustic mode
shapes across the vibrating surface being orthogonal de-
creases. When nonorthogonality occurs, the advantage of this
current approach begins to break down. To ensure unique-
ness, it is possible to collect all the acoustic modes which
have the same surface pressure pattern into a ‘‘single’’ ra-
diation mode. This results in removal of the redundant line in
the B matrix and adds the corresponding terms in the diago-
nal weighting matrixV. The SVD approach has the advan-
tage that this occurs automatically. It has been shown nu-
merically and experimentally8 that, for low frequencies, the
two approaches for calculating the radiation mode shapes
lead to identical levels of control. This has been shown not to
be the case at high frequencies,2 especially when the radiat-
ing structure is small compared to the bounding surface of
the cavity, which is when the internal radiation modes shapes
degenerate to approximately the free field radiation mode
shapes. This is because the acoustic response in the cavity
becomes diffuse and can no longer be considered modal. In
this situationB is no longer column-orthogonal and therefore
a SVD is necessary to orthogonalize the expression for the
radiation matrix.

The current formulation is not only applicable to active
noise control but has important implications for passive con-
trol of sound transmission into cavities. This shows that
when attempting to minimize the sound transmission into
cavities it is just as important to have an understanding of the
dynamics of the receiving space as an understanding of the
dynamics of the exciting structure. Dynamic absorbers and
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co-located sensor/actuator pairs act to increase the imped-
ance the structure ‘‘sees’’ at the mount point. Therefore, us-
ing the acoustic mode shapes to guide placement of such
devices would likely achieve good results very quickly with-
out having to analyze the dynamics of the structure. Obvi-
ously further refinement and optimization would have to take
into consideration the dynamics of both the structure and the
cavity.

III. CONCLUSION

The results presented by Cazzolato and Hansen1 still
hold since no new assumptions have been presented. The
advantage of the current approach is that there is no need for
the SVD to derive the mode shape matrices of the radiation
modes contributing orthogonally to the global potential en-
ergy of the enclosure, which not only simplifies the analysis,
but also decreases computation times. Note, however, that
the approach outlined here is not suitable for cases where the
cost function is the potential energy in a subspace of the
enclosure. In this case the analysis presented previously in
Ref. 1 must be used.

The approach presented here has important implications
for the design of active control systems using radiation
modal control. Only the dynamics of the cavity are required
to design the control system. The radiation mode shapes are

identical in shape to the acoustic mode shapes of the cavity,
and the radiation efficiencies of the radiation modes can be
easily derived from the cavity resonance terms. Therefore,
the modal sensor shapes need to be identical to the acoustic
shapes at the enclosure boundary and the frequency weight-
ing ~radiation efficiency! filters need to emulate the modal
interface coupling that occurs between the structure and the
cavity to enable a successful active noise control system to
be implemented.
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Voice onset times and burst frequencies of four velar stop
consonants in Gujarati
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Voice onset times~VOT! and burst frequencies of two aspirated~i.e., /kh /, /gh/) and two unaspirated
~i.e., /k/, /g/! Gujarati velar stop consonants were investigated in an effort to provide characteristic
acoustic information. Stop consonants in a monosyllabic vowel–consonant–vowel~VCV!
production were obtained from eight native speakers of Gujarati. Differences in mean VOT and
burst frequency as a function of voicing and aspiration were examined. A significant voicing by
aspiration effect was found for VOT (p50.026). The two voiced stops, while not significantly
different from each other (p50.278), had significantly shorter VOTs than voiceless stops. The
aspirated /kh/ had a significantly longer VOT than the unaspirated /k/ (p50.0013). With respect to
burst frequency, voiced stops had significantly higher burst frequencies than voiceless stops (p
50.002). There was no significant difference between mean burst frequencies of aspirated and
unaspirated stops (p50.058). © 1999 Acoustical Society of America.@S0001-4966~99!00312-4#

PACS numbers: 43.70.Fq, 43.70.Kv@AL #

INTRODUCTION

It has been shown that phoneme categories for stop con-
sonants can be differentiated by differences in the temporal
aspects of the onset of the periodic laryngeal vibration or
glottal pulsing and the articulatory events associated with the
release of the consonant burst~Fant, 1969; Ladefoged, 1996;
Lieberman, 1977!. This period, between the release burst of
the stop sound and the onset of vibration of the vocal folds,
is generally referred to as voice onset time~VOT!. While
VOT is quite effective in separating phonemic categories in
most two- and three-category languages, it is inadequate in
demarcating stop-consonant contrasts in four-category lan-
guages such as Hindi and Marathi~Ladefoged and Maddie-
son, 1996; Lisker and Abramson, 1964!. A four-category
language is one in which there are four stops at one place of
articulation ~e.g., four velars, four dentals, and so on!. In
these languages, aspiration is used in conjunction with the
voicing element to produce four categories of stop conso-
nants.

In a seminal cross-language study of initial stops in 11
languages, Lisker and Abramson~1964! reported VOT val-
ues for the voiced unaspirated and voiced aspirated stops in
four-category Hindi and Marathi languages. Although there
were orderly differences in mean values of VOT, there was
an overlap in the ranges of variation in distributions of VOTs
of the two voiced stops, and the two proved to be nearly
similar. Lisker and Abramson indicated that the voiced aspi-
rates differed from the other voiced category by the presence
of a low-amplitude ‘‘buzz’’ assimilated with noise in the
interval following stop release. It has also been suggested
that aside from formant transitions, the burst frequency could
also provide phonetically salient information~Halle, Hughes,

and Radley, 1957; Stevens, 1972, 1980! in these cases. The
frequency of the release burst is determined by turbulent air-
flow at the release of the stop.

The Gujarati language, similar to Hindi and Marathi, has
four velar stops. Specifically, Gujarati contains two aspirated
~i.e., /kh/, /gh/) and two unaspirated~i.e., /k/, /g/! velar stop
consonants. Gujarati is spoken by 44 million people world-
wide and is ranked twenty-third in the top 100 languages by
population~Grimes, 1996!. While the linguistic percept of
these sounds to the native Gujarati speaker is apparent, in-
formation pertaining to the acoustic properties is unknown.
While perceptual discrimination of the four velar Gujarati
stops may be based on VOT distinctions, it remains possible
that the information provided by the burst spectrum of each
consonant might provide salient perceptual information as
well. Toward that end, VOTs and the consonant-stop burst
frequencies of the four velar Gujarati stop consonants: /k/,
/g/, /kh/, and /gh/ were examined.

I. METHOD

A. Participants

Eight normal native speakers of Gujarati (M533.6
years, s.d.518.5; six males and two females! served as par-
ticipants. While participants had learned Gujarati as their
first language, all were bilinguals with English as their sec-
ond language.

B. Apparatus

Speech samples were recorded in a quiet room with a
microphone~Apple model Plaintalk! placed approximately
40 cm from lips with an orientation of 0° azimuth and 20°
altitude. The microphone output was line-fed into a personal
computer ~Apple model Power Macintosh 7100/80! inter-
faced with an analog-to-digital input/output board~Digide-
sign model Audiomedia NuBus!. Amplitude waveforms

a!Author to whom correspondence should be addressed. Electronic mail:
rastatterm@mail.ecu.edu
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were generated by using a commercially available speech
and sound signal analysis program~InfoSignal, Inc. model
Signalyze 3.12!. A fast Fourier transfer spectral analysis of
the speech samples was also undertaken to obtain spectro-
grams and spectra that were used for acoustic analysis. The
analog speech signals were digitally sampled at 44.1 kHz
and quantized at 16 bit.

C. Procedure

Each participant produced 25 utterances of each of the
four velar stop consonants of Gujarati~i.e., /k/, /g/, /kh/, and
/gh/ in serial order! in a single test session. These consonants
were recorded in a carrier phrase using a neutral schwa be-
fore and after the target consonant~i.e., h#ve a VCV tʃhe).
Each utterance was produced after a normal breath with a
pause before the target sound to decrease the effects of vary-
ing lung volume on VOT~Hoit, Soloman, and Hixon, 1993!.
Participants successively produced the phrases for each stop.

VOTs were measured from the amplitude waveforms of
each stop. VOT was defined as the duration between the
consonantal burst and the first glottal cycle~Lisker and
Abramson, 1964!. Burst frequency was measured from the
spectra of each consonant. Spectra were obtained by placing
a 10-ms window centered at the point of highest amplitude in
the burst. The burst frequency was defined as the peak with
the highest amplitude~Stevens, 1980!.

Ten percent of the data were reanalyzed in an effort to
provide an index of intrajudge and interjudge agreement. In-
trajudge agreement for VOT and burst frequency, as mea-
sured by Pearson Product correlation, was 0.98 (p,0.001)
and 0.99 (p,0.001), respectively. The mean standard error
was also used to index intrajudge reliability~Ferguson,
1976!. The intrajudge mean standard errors for VOT and
burst frequency measurements were 0.2 ms and 2.19 Hz,
respectively. Interjudge agreement was evaluated with a sec-
ond independent judge unaware of the purpose of the study.
Pearson Product correlations indexing interjudge agreement
were 0.97 (p,0.001) and 0.98 (p,0.001) for VOT and
burst frequency, respectively. Interjudge mean standard er-
rors of measurement proved to be 0.39 ms for VOT and 2.97
Hz for the burst frequency, respectively.

II. RESULTS

Mean individual values of VOT and burst frequency
were obtained from each participants’ 25 of the four velar
stop-consonant tokens. Grand means and standard deviations
of VOT and burst frequency for the four velar stop conso-
nants of all the participants are presented in Table I.

A repeated two-factor analysis of variance~ANOVA !
was used to assess differences in mean VOT as a function of
voicing and aspiration. Significant main effects were found
for voicing @F(1,7)5153.48,p,0.0001,v250.94] and as-
piration @F(1,7)513.86, p,0.007, v250.58]. As well, a
significant voicing by aspiration interaction was observed
@F(1,7)57.99,p50.026,v250.43]. This interaction is de-
picted in Fig. 1. Two orthogonal signal-df comparisons were
undertaken to investigate the voicing by aspiration interac-
tion. It was found that the mean VOT for the aspirated voice-

less stop, /kh/, was significantly longer than the unaspirated
voiceless stop /k/@F(1,7)526.8, p50.0013]. VOTs for
voiced stops /gh/ and /g/, although significantly shorter than
the voiceless stops, were not statistically different from one
another@F(1,7)51.379,p50.278].

Differences in mean burst frequency as a function of
voicing and aspiration were also examined with a repeated
two-factor ANOVA. Results showed a significant main ef-
fect of voicing @F(1,7)525.2, p50.002, v250.729]. The
main effect of aspiration@F(1,7)55.14, p50.058, v2

50.315] and the interaction between voicing and aspiration
@F(1,7)50.005, p50.947,v250] were not significant. In
other words, voiced stops had significantly higher burst fre-
quencies than voiceless stops. There was no significant dif-
ference between mean burst frequencies of the aspirated and
unaspirated stops.

III. DISCUSSION

The findings of this study suggest that the voicing fea-
ture of velar stop production in Gujarati parallels that of the
two four-category languages of Hindi and Marathi~Lisker
and Abramson, 1964!. That is, the two voiced aspirated /gh/
and unaspirated /g/ Gujarati stops reside on the negative side
of the VOT continuum while the voiceless aspirated /kh/ and
unaspirated /k/ are located in the positive half of the VOT

TABLE I. Grand means and standard deviations of voice onset time~ms!
and burst frequency~Hz! for the four velar Gujarati stop consonants (n
58). Standard deviations are presented in parentheses.

Velar stop consonant

Voiced Voiceless

/g/ /gh/ /k/ /kh/

Voice onset time 237.3 229.2 40.6 75.0
~9.8! ~7.3! ~21.1! ~33.2!

Burst frequency 1555 1531 1451 1427
~198! ~176! ~146! ~140!

FIG. 1. Mean voice onset time as a function of voicing and aspiration for
the four velar stop consonants in Gujarati. Error bars represent plus/minus
one standard deviation of the mean.
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continuum~see Table I and Fig. 1!. Burst frequency seems to
be an additional conspicuous acoustic property delineating
the voiced and voiceless Gujarati stops. Statistically signifi-
cant higher burst frequencies were associated with the voiced
stops~see Table I!. Burst frequencies above 1500 Hz were
associated with voiced velar stop productions, while those
below defined the voiceless velar stops. Given that distinc-
tions exist in VOT and burst frequency between the voiced
and voiceless Gujarati stop consonants, it is conjectured that
information provided by these acoustic properties could con-
tribute to the perceptual distinctiveness of voicing.

While VOT and burst frequency appear to be a con-
spicuous acoustic property delineating voicing, differences
between the aspirated and unaspirated stops within each
voicing category remain less clear. Although significant dif-
ferences existed in VOT between the voiceless stops, such
was not the case with the voiced stops. Compare mean dif-
ferences in VOTs of approximately 35 and 8 ms for the
voiceless and voiced stops, respectively. It may be the case
that burst frequency provides an additional cue for differen-
tiating the voiced aspirated /gh/ and unaspirated /g/ Gujarati
stops. Although differences in burst frequency were not sig-
nificant, the effect size was large~Cohen, 1988!. Higher
burst frequencies were evident with the unaspirated voiced
stops. Such a finding suggests that there may be a slight shift
in point of constriction between the aspirated and unaspi-
rated velar stops. Acoustical information contained in the
burst frequency may provide additional salience for the dis-
crimination of the aspirated versus unaspirated voiced velar
stops in the Gujarati. It may also be the case that yet an
undetermined acoustic property not explored in this study
may be the conspicuous property that listeners cue into for
perceptual distinctiveness. This speculation can only be ex-
plored in future acoustical and perceptual experiments.

In the case of Hindi, an acoustic and fiberscopic study
by Benguerel and Bhatia~1980! has shown that there are
differences in VOT for the voiceless aspirated and unaspi-
rated and the voiced unaspirated stops. However, for the
voiced aspirated the authors suggested that a third type of
voicing known as murmur existed~i.e., the simultaneous
presence of voicing and turbulence!. Though similar data for
Gujarati are currently unavailable, it is conjectured that a
murmur may be found in the Gujarati voiced aspirated stop
and could be an additional salient acoustic property that aids
listeners in distinguishing the unaspirated from the aspirated
stops.

In conclusion, the current findings show systematic
acoustic differences among VOTs and burst frequencies of
the four Gujarati velar stop consonants. It appears that these
differences may be the conspicuous acoustic properties that
contribute to the perceptual discrimination of voicing. In ad-

dition, VOT may distinguish aspiration for the voiceless ve-
lar stops /kh/ and /k/. Additional information provided by
burst frequency may be used to make aspiration distinctions
between the voiced stops aspirated /gh/ and unaspirated /g/
as the VOT continuum overlaps for these consonant pairs.
Unlike the general phonetic types of two- and three-category
languages, the four-category languages seem to be employ-
ing attributes of alternate acoustic events for determining
phonetic boundaries, such as information provided by the
burst frequency of the consonant as found in the current
study. It should be pointed out that it is difficult to comment
about the exact voice source characteristics and the laryngeal
control as has been done in the case of Hindi aspirated
voiced stops~Benguerel and Bhatia, 1980! until similar data
from other places of articulation~e.g., palatal, alveolar, den-
tal, etc.! in Gujarati are available. Research employing tech-
niques designed to observe perceptual and physiological dif-
ferences among the velar Gujarati aspirated and unaspirated
consonant pairs will also help answer these questions more
completely.
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